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HSU’S WORK IN MULTIVARIATE ANALYSIS

By T. W. ANDERSON
Stanford University

From 1938 to 1945 Hsu published papers in the forefront of the development of
the mathematical theory of multivariate analysis. It can be presumed that he was
influenced by his proximity to R. A. Fisher, who was also at University College,
London. After 1945 he lectured on multivariate analysis at Columbia University
and the University of North Carolina, where he trained students who pursued
research in this area. As a highly-trained mathematician Hsu promoted the use of
matrix theory in statistical theory as well as proving new theorems about matrices.

A crucial element of multivariate theory is the distribution of the sample
covariance matrix S. When the p-component vectors are independently distributed
each according to N0, Z), (N — )S = A = 3V_ (X, — X)(X, — X)’ has the so-
called Wishart distribution with density (for A positive definite) of

(1) w(A[Z, n) = K(Z, n)|A[z"—P~De-3 wE'A
where K(Z, n) is a constant depending on X, its order p, and the “degrees of
freedom” n = N — 1. For p = 2 the density of a,,, a,,, and r|, = a,zanzan2 was

obtained by F1sher (1915) in his famous paper, which marked the beginning of
rigorously derived exact small-sample distribution theory. Wishart’s paper of 1928
derived the density (1) by use of a geometric argument, which was, roughly
speaking, a generalization of that of Fisher. Since Wishart’s publication many
alternative proofs have been given. That of Hsu [5], based on algebra and analysis,
is particularly elegant, To derive the density for p and n Hsu assumed it for p — 1
and n — 1. In addition to the matrix with this density there is needed a (p — 1)-
component normal vector and an n-component normal vector. With a little
algebraic manipulation only the analytic derivation of the x2-distribution for the
norm squared of the n-component vector is needed to complete the proof.

Mabhalanobis, Bose and Roy (1937) approached the distribution of A by writing
A = TT’, where T is lower triangular (z; = 0, i <,), and derived the distribution of
the p(p + 1)/2 elements of T, called “rectangular coordinates”, from the distribu-
tion of X,, -+ - , Xy. The (nonzero) elements of T were shown to be independent
when X = L. Each off-diagonal element of T has the standard univariate normal
distribution, and the ith (nonnegative) diagonal element has a x-distribution with
n — i + 1 degrees of freedom. Hsu’s derivation of the distribution of rectangular
coordinates in [8] is algebraic and analytic instead of the more geometric method of
Mahalanobis, Bose and Roy. It is in the same spirit as the derivation of the Wishart
distribution in [5].
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The next most basic distributions to be derived in multivariate analysis were
those of the roots of certain determinantal equations. That this was the “natural”
development is signified by the fact that such distributions were discovered
independently and almost simultaneously by Hsu [6], Fisher (1939), Girshick
(1939), Mood (1951) and Roy (1939). (For Girshick and Mood the research was
intended for doctoral dissertations, but having been “beat out” by Fisher and Hsu
they turned to other topics. Bose (1977) has some interesting remarks on the
independence of the work of Fisher and Roy.) For A positive semidefinite and B
positive definite let §, > 8, > - - - > 6, > 0 be the roots of

@) IA— 6(A +B)| =0

If A and B are independently distributed according to W(Z, m) and W(EZ, n),
respectively, with m > p and n > p, the density of 6,, - - -, g, is a constant times

3 1 02(’""’ DTIZ. (1_9)2(n ?OME_\II2_ 416, - 8).

If the roots of |[A —¢B| =0 are ¢, > -+ > ¢, >0, then ¢, = (1 — 67!,
i=1,---,p. Hsu made the transformation A = WD, W', B = WW’, where D, is a
diagonal matrix with ¢,,---, ¢, as diagonal elements. The transformation is
one-to-one if wy; > 0 (with probability 1). The derivation involves (i) substituting
the above expressions into the density of A and B, namely, w(A|Z, m)w(B|Z, n), (ii)
multiplying by the Jacobian of the transformation, (iii) integrating out the elements
of W to obtain the marginal density of ¢,,---,¢,, and (iv) converting to
0y, - - - , 8,. The difficult part of this procedure is the calculation of the Jacobian. In
fact, in this paper Hsu states the Jacobian for arbitrary p but proves it only for
p =3. (The 12 X 12 matrix of partial derivatives is written explicitly and
evaluated.)

A tractable method of evaluating the Jacobian was subsequently developed by
Hsu and was presented in his lectures at the University of North Carolina.
Unfortunately Hsu never wrote up his lecture notes, but several students recorded
them. Deemer and Olkin (1951) elaborated the methods and results and made them
available (with the approval of Hsu, then in China). The case of m < p was also
treated in [6]. The roots of |A — AZ| = 0 have the density which is a constant times

(4) ., A7 2 Der 2o [i2_ 112_, . (A, — A)

forA; > A, > - - - > X, > 0. The exposition in Chapter 13 of Anderson (1958) is
based on the papers of Hsu and Deemer and Olkin. The constants in the densities
are not given here in order to contain the exposition, but they are, in fact,
important (in obtaining moments of likelihood ratio test criteria, for instance) and
require careful treatment.

In obtaining the distribution of the roots it is crucial that the Wishart distribu-
tions be central. Suppose &6X,, =p, a=1,---,N, t=1,---,k Let A=
£ NX, - XX, - Xy and B = S¥_ S¥_(X,, — X)X, — X.. Then A and B
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are independent, B has a central Wishart distribution and A has the noncentral
Wishart distribution depending on ¥ = N ~'3* _ N ,(u, — m)(u, — jzy’ as well as on
2 and k — 1. [The noncentral Wishart distributions for ranks of ¥ being one or
two were obtained independently by Anderson and Girshick (1944)—again, in-
tended as dissertation topics]. In [10] Hsu treated the roots of |A — ¢B| = 0 when B
has a central Wishart distribution and A has a noncentral Wishart distribution. The
distribution of these random roots depends on p,, - - -, p, and = only through the
roots of

&) ¥ — AZ| = 0.

The exact distribution of ¢,, - - - , ¢, when ¥ 5 0 is very complicated. Hsu treated
the asymptotic problem as N, — oo such that N,/N,, t,s=1,---,k and ¥
remain fixed. Then the elements of (1/N %)(A -2 —-%¥)and (I/N %)(B — X) have
a joint limiting normal distribution. If the roots of (5) are different and positive,
then the properly normalized elements of D, or D, and W, have a joint asymptotic
normal distribution.

Hsu treated the more general situation where the roots of (5) can have arbitrary
multiplicity and some may be 0. Let the different nonzero roots of (5) be

A; > -+ - > A, > 0 with multiplicities m,, - - - , m,, respectively; then the root 0
has multiplicity p — 37_,m,. Let
1 1
(6) §= N9, — M)/ (20 + 4\,
i=m+ - --+m_+1,--- m+---4+m, h=1,---,p,
(7) $}=N¢,~, i=m|+"'+mp+1,--°,p.

Then the » + 1 sets of normalized roots are independent in the limiting distribu-
tion. The density for a set corresponding to A, > 0 is a constant times

®) e~ 2Tt I, (%, — )

for x, > - -+ >x, >0 (m = m,). The density for the set corresponding to the
zero root is a constant times (4) where p is replaced by the number of zero roots of
(5) and n is replaced by the sum of k — 1 and the number of zero roots of (5) (if
k — 1> p). As we shall see, the provision for zero roots is essential to treat
problems of rank; the inclusion of multiple positive roots is for mathematical
generality. The treatment of such generality required great ingenuity and mathe-
matical technique. The corresponding treatment of D, (or Dy) and simultaneously
W was done by Anderson (1951b).

If A=3V_ (X, — X)X, — X) and T are partitioned into p, and p, rows and

columns,

©) A= An Ap s = Zn I,
Ay Ay % I
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the sample and population canonical correlations are the roots of
(10) =AMy Ap —AZ), Zp
Ay =My, 2 —AZy

respectively. In [11] Hsu finds the asymptotic distribution of the normalized sample
roots for arbitrary multiplicities of the canonical correlations including 0. This
paper parallels [10].

In [9] Hsu considers Wilks’ likelihood ratio criterion, equivalent to W = |B|/|A
+ B|, and Lawley’s trace criterion ¥ = tr AB™! for testing the null hypothesis that
py = -+ - =p,. He showed that NV + N log W —0 in probability if N¥ as
defined above has a limit. In effect this implies that the tests behave similarly when
the alternatives approach the null hypothesis at the rate of the reciprocal of the
square root of the sample sizes. An implication of the reduction to canonical form
[13] is that this conclusion holds for the general linear hypothesis. The problem
considered in [14] can be stated in the above terms. That p, - - - , m, lie on an
I-dimension hyperplane in the p-space is equivalent to ¥ being of rank / or that the
number of 0 roots of (5) is p — /. To test this hypothesis Fisher (1938) proposed the
test criterion 3%_,, ¢; (Anderson (1951a) showed that the likelihood ratio test is
based on IIZ_,, (1 + ¢,).) Hsu deduced from [11] that N times Fisher’s criterion
has a limiting x2-distribution with (p — I)(k — 1 — ) degrees of freedom.

= O’ =O’

Asymprotic distributions of ratios. In [18] and [22] Hsu applied Cramér’s (1937)
theory of asymptotic expansions and Berry’s (1941) theorem to the distributions of
ratios. Let ¥,, = 37 ,Y,/m and X, = 3"_,X,/n, where the ¥’s and X;’s are
independent, Y, - - -, Y,, are independently, identically distributed random vari-
ables with finite positive absolute moment of some specified order and X, . .., X,
are independently, identically distributed positive random variables with finite
positive moment of the same order. The:probability distribution of ¥/ X can be
written
(11) Pr{Y/X <z} =Pr{-zX +Y < 0}.

Each of the distribution functions of X and Y suitably normalized can be expanded
with the Berry bound on the error. Then by means of the convolution of these two
distributions Hsu found an expansion of (11) with a bound on the error.

A serial correlation which is used to test independence of X, - - - , X normally
distributed with the same means and variances can be written as 7 = Q/ S, where
Q =3V _a,(X, — X)X, — X) and S = Z_ (X, — X)% By an orthogonal trans-
formation of X, - -, Xy to Y, - - -, Y, with a change of scale, one can write
Q =3V \Y? and S = ZV'Y? where under the hypothesis of independence

i=1 i—1

each Y, has the distribution N0, 1), i =1,- - - , N — 1. Then

(12) Pr{T <z} = Pr{ZV}'(\, - 2) Y7 < 0}.

If a; depends on N, then A}, ..., Ay_, depend on N. Under certain conditions on
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these sequences of sets of roots the distribution (12) has an asymptotic expansion
as N - 0.

In [24], which is a further development of the earlier [15], Hsu considers the
limiting distribution of a function f(u,, - - - , u,), where u, - - - , U, are indepen-
dent vector sample means, as the respective sample sizes tend to infinity. On the
basis of the central limit theorem applied to the means, and the Taylor expansion
of f(-), Hsu obtains in the limit a normal distribution or the distribution of a
weighted sum of squares of normal variables (if the variances of the linear terms
tend to zero). Hsu applies his general results to obtain the asymptotic distributions
of many test criteria, particularly in multivariate analysis.
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