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SYMMETRY AND LATTICE CONDITIONAL
INDEPENDENCE IN A MULTIVARIATE

NORMAL DISTRIBUTION

BY STEEN ANDERSSON1 AND JESPER MADSEN1, 2

Indiana University and University of Copenhagen

A class of multivariate normal models with symmetry restrictions
given by a finite group and conditional independence restrictions given by
a finite distributive lattice is defined and studied. The statistical proper-
ties of these models including maximum likelihood inference, invariance
and hypothesis testing are discussed.

1. Introduction. Three of the most important concepts used in defining
a statistical model are independence, conditional distribution and symmetry.
ŽThe assumption most often used in statistics is that of i.i.d. observations,
that is, independent and identical distributed observations, which means
independence between observations and symmetry under any permutation of

.the observations. Statistical models given by a combination of two of these
concepts, conditional distribution and independence, the so-called conditional

Ž .independence CI models, have received increasing attention in recent years.
The models are defined in terms of directed graphs, undirected graphs, or the

Ž .combination of the two, the so-called chain graphs. See Whittaker 1990 or
Ž .Lauritzen 1996 for an introduction to models of this type. The special

connections between statistical models and graphs have been the subject of
many of the contributions to this area, see, for example, Andersson and

Ž . Ž . Ž .Perlman 1995b , Cox and Wermuth 1993 , Lauritzen 1989, 1996 , Lau-
Ž . Ž .ritzen and Wermuth 1989 , or Frydenberg 1990 . The special class of CI

models where all distributions are assumed to be multivariate normal is of
Žspecial interest. Under this assumption, Andersson and Perlman 1993,

. � Ž . Ž . �1995a hereafter abbreviated AP 1993 and AP 1995a , respectively intro-
Ž .duced the so-called lattice conditional independence LCI models and pre-

sented a complete solution to their estimation and testing problems. The
Ž .relations between LCI models without the assumption of normality and

other CI models are studied in Andersson, Madigan, Perlman and Triggs
Ž .1995a, b .
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As part of a general development of the theory of the normal distribution,
Ž . Ž .Brøns 1969 presented a general definition of group symmetry GS models

to S. Andersson and S. T. Jensen. In the years 1972�1985, Andersson, Brøns,
and Jensen together developed an algebraic theory for these models contain-
ing a complete solution to the likelihood inference problem. This basic theory,

�detailed in numerous Danish manuscripts e.g., Andersson, Brøns and Jensen
Ž . Ž . Ž . Ž1975 , Andersson 1975a, 1976 , Brøns 1969 and Jensen 1973, 1974, 1977,

.�1983 , has not yet been published. Several manuscripts in English summa-
� Ž .� Ž .rize the theory e.g., Andersson 1978, 1992 . In Andersson 1975b the

structure of the models was explained and a solution to the estimation
Ž .problem was given in a canonical form. Perlman 1987 reviews a small part
Ž .of the theory. In Andersson, Brøns and Jensen 1983 , the ten fundamental

irreducible testing problems within this theory are discussed. Andersson and
Ž . Ž .Perlman 1984 and Bertelsen 1989 treat the noncentral distributions con-

nected to two of these ten testing problems. Since the present paper uses
most of the basic theory of GS models, a summary is presented in Appen-
dix A.

The present paper combines the lattice conditional independence restric-
tions with the group symmetry restrictions to obtain the group symmetry

Ž .lattice conditional independence GS-LCI models. The GS models and the
LCI models then become special cases of the GS-LCI models. In this paper we
give necessary and sufficient conditions for the existence and uniqueness of

Ž .the maximum likelihood ML estimator for an arbitrary observation, neces-
sary and sufficient conditions for the existence and uniqueness of the ML
estimator with probability 1, an explicit expression for the ML estimator, an
explicit expression for the likelihood ratio statistic Q for testing one GS-LCI
model against another and the central distribution of Q in terms of the

Ž � .moments E Q , � � 0.
Ž .Andersen, Højbjerre, Sørensen and Eriksen 1995 combine the symmetry

given by the complex numbers, that is, the GS condition given by the group
� 4�1, � i , with CI restrictions given by an undirected graph. In Hylleberg,

Ž .Jensen and Ørnbøl 1993 a subgroup of the symmetric group is combined
with CI restrictions given by an undirected graph. In both cases there is a
nontrivial overlap with the models in the present paper. These arise from the
overlap between LCI models and CI models given by undirected graphs, as

Ž .explained in Andersson, Madigan, Perlman and Triggs 1995a, b . However,
Ž .in the case of Hylleberg, Jensen and Ørnbøl 1993 the nontrivial overlap is

also because the restriction of the interplay between the special group of
permutations and the CI conditions is relaxed compared to the restriction
between the general GS and LCI conditions in the present paper. Madsen
Ž .1996 discusses ML estimation in a class of models which extends both the
GS-LCI models and those of Andersen, Højbjerre, Sørensen and Eriksen
Ž . Ž .1995 and Hylleberg, Jensen and Ørnbøl 1993 .

We introduce the GS-LCI models by means of the following four simple
examples.
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Ž . Ž . Ž .EXAMPLE 1.1. Let x � x , x , x � x , x and x � x , x bea a1 a2 b b1 b2 c c1 c2
three pairs of random observations with a joint normal distribution with

Ž � .mean zero and covariance matrix � � � l, k � a, b, c; � , � � 1, 2 , thatl� , k�

is, � is the covariance between the two observations x and x . Forl� , k� l� k�

Ž .example x , x , x could be measurements of three different variables a, b,a b c
and c on two symmetric objects, for example, two plants within the same plot.

Ž .Since the joint distribution should not depend on the probably irrelevant
numbering of the two plants, it should remain invariant under the simple
linear transformation that corresponds to permutation of plant indices. This
implies that � has the restriction

� , � � � ,lkH : � �GS l� , k� ½ � , � � �lk

where � � � and � � � are real numbers, l, k � a, b, c. Thus, underlk k l lk k l
Ž .H , the six-dimensional variable x � x , x , x , x , x , x 	 has theGS a1 b1 c1 a2 b2 c2

2 � 2 block covariance matrix


 �1.1 � � ,Ž . ž /� 


Ž � . Ž � .where 
 � 
	 � � l, k � a, b, c and � � �	 � � l, k � a, b, c . This co-lk lk
variance structure is a special case of multivariate complete symmetry;
compare Section A.6. Next, consider the assumption that x and x area c
conditionally independent given x , which we express in the familiar nota-b
tion

H : x � x � x .LCI a c b

This restriction could occur if the three measured variables correspond to
three ‘‘sites’’ on the plant where a is a neighbor to b, and b is a neighbor to c,
in which case the dependence between the observations from ‘‘site’’ a and
‘‘site’’ c is indirect due only to their mutual dependence on the observations

Ž . �from ‘‘site’’ b. The lattice ring KK of subsets of the index set I � 1a, 2 a,
41b, 2b, 1c, 2c , which defines this CI restriction, is given by

� 4 � 4 � 4KK � �, 1b , 2b , 1b , 2b , 1a, 2 a , 1b , 2b , 1c, 2c , I ,� 4
Ž .compare AP 1993 , Example 2.5. The restriction imposed on � by both HGS

Ž .and H can then be expressed as 1.1 together with the additional restric-LCI
tion

�1
� � � � � � � �ac ac ab ab bb bb bc bcH : � .GS-LCI � � � � � � � �ž / ž / ž / ž /ac ac ab ab bb bb bc bc

We thus have four hypotheses for the covariance matrix �, namely the
unconstrained H, the two subhypotheses H and H and their intersectionGS LCI
H .GS-LCI

Now consider N i.i.d. observations x , . . . , x of the six-dimensional ran-1 N
dom observation x. It is well known that under H the ML estimator exists
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and is unique with probability 1 if and only if N � 6. Moreover it is well
known from classical multivariate analysis that in the models H and H ,GS LCI
the required conditions are N � 3 and N � 4, respectively. In all three cases,
an explicit expression for the ML estimator is easily obtained. In the case of
the model H , the results in the present paper applied to this simple caseGS-LCI
show that the condition for existence and uniqueness of the ML estimator
with probability 1 is N � 2. The ML estimator can be found using a combina-
tion of the techniques applied for GS models and LCI models. First, one
determines the ML estimator

ˆ ˆ
 �
�̂ � ,GS ž /ˆ ˆ� 


ˆ ˆŽ � . Ž � .for � under H , where 
 � � l, k � a, b, c and � � � l, k � a, b, c .ˆ ˆGS lk lk
Ž .Under H , the likelihood function LF factorizes into the product of theLCI

conditional LF of x given x , the conditional LF of x given x and thea b c b
marginal LF of x . These factors then contain two 2 � 2 regression parame-b
ters R and R , two 2 � 2 conditional covariance matrices � and � anda c a c

ˆone 2 � 2 marginal covariance matrix � . The ML estimator � for �b GS-LCI
under H , is then determined byGS-LCI

�1
� � � �ˆ ˆ ˆ ˆlb lb bb bbR̂ � ,l ž / ž /� � � �ˆ ˆ ˆ ˆlb lb bb bb

�1
� � � � � � � �ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆl l l l lb lb bb bb bl b l

�̂ � � ,l ž / ž / ž / ž /� � � � � � � �ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆl l l l lb lb bb bb bl b l

for l � a, c, respectively, and

� �ˆ ˆbb bb
�̂ � .b ž /� �ˆ ˆbb bb

Of the five possible testing problems within the design of the models given by
H, H , H and H , the three involving H seem to be new. TheGS LCI GS-LCI GS-LCI
likelihood ratio statistic and its central distribution for these tests can easily
be obtained from the general theory presented in this paper.

EXAMPLE 1.2. In Example 1.1, instead of H , consider the assumptionLCI

H� : x � x ,LCI a c

that is, x and x are marginally independent. The interpretation of thisa c
restriction is that the actual measurements of plants on ‘‘site’’ a do not
contain any information about the measurements on ‘‘site’’ c and vice versa.

Ž . � 4The lattice ring KK 	 of subsets of the index set I � 1a, 2 a, 1b, 1c, 2c which
defines this CI restriction is given by

� 4 � 4 � 4KK 	 � �, 1a, 2 a , 1c, 2c , 1a, 2 a, 1c, 2c , I ;� 4
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Ž .compare AP 1993 , Example 2.4. The restriction imposed on � by both HGS
� Ž .and H can then be expressed as 1.1 together with the additional restric-LCI

tion
H� : � � � � 0.GS-LCI ac ac

Note that H and H� are nonnested and have a nontrivial intersection.LCI LCI
We thus again consider four hypotheses for the covariance matrix �, namely
the unconstrained H, the two subhypotheses H and H� and their inter-GS LCI
section H� .GS-LCI

Consider N i.i.d. observations x , . . . , x of the six-dimensional variable x.1 N
Ž . �From Example 2.4 in AP 1993 it follows that under H , the ML estimatorLCI

exists and is unique with probability 1 if and only if N � 6. The results in the
present paper shows that under H� , the required condition is N � 3. InGS-LCI
this case, the ML estimator can be determined in the same way as in

� Ž .Example 1.1. Under H , the likelihood function LF factorizes into theLCI
Ž .conditional LF of x given x , x and the marginal LFs of x and x ,b a c a c

respectively. These factors then contain one 2 � 4 regression parameter R ,b
one 2 � 2 conditional covariance matrix � and two 2 � 2 marginal covari-b

ˆ �ance matrices � , � . The ML estimator � for � under H , is thena c GS-LCI GS-LCI
determined by

�1
� � � �ˆ ˆ ˆ ˆaa ac aa ac

� � � � � � � �ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆab bc ab bc ac cc ac ccR̂ � ,b ž /� � � � � � � �ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆab bc ab bc aa ac aa ac� 0
� � � �ˆ ˆ ˆ ˆac cc ac cc

� �ˆ ˆab ab

� � � �ˆ ˆ ˆ ˆbb bb bc bcˆ ˆ� � � Rb bž /� � � �ˆ ˆ ˆ ˆbb bb ab ab� 0
� �ˆ ˆbc bc

�and
� �ˆ ˆl l l l

�̂ � ,l ž /� �ˆ ˆl l l l

for l � a, c, respectively. As in Example 1.1, the three testing problems
involving H� of the possible five within the design of the models given byGS-LCI
H, H , H� , and H� , seem to be new. The likelihood ratio statistic andGS LCI GS-LCI
its central distribution for these tests can be obtained from the general theory
presented in this paper.

Ž . Ž .EXAMPLE 1.3. Let x � x , x , . . . , x , x � x , x , . . . , x anda a1 a2 an b b1 b2 bna b
Ž .x � x , x , . . . , x be three families of n , n and n multivariatec c1 c2 cn a b cc

random observations, respectively. The dimensions of the multivariate obser-
vations within each of the families are p , p and p , respectively. Thea b c
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simultaneous distribution of these n p � n p � n p real observations isa a b b c c
Ž . Žassumed to be normal with mean vector zero and n � n � n � n �a b c a

. Ž �n � n block covariance matrix � � � l, k � a, b, c; � � 1, . . . , n ; � �b c l� , k� l
.1, . . . , n ; that is, � is the p � p covariance matrix between the twok l� , k� l k

multivariate observations x and x . For example, x , x and x could bel� k� a b c
multivariate measurements on plants from three different varieties a, b and
c, respectively. Since the joint distribution should not depend on the number-
ing of plants within a variety, it must remain invariant under any linear
transformation of the sample space that corresponds to renumbering of
plants within varieties. This implies that the covariance matrix � has the
restrictions given by


 , l � k , � � � ,	 l
� , l � k , � � � ,H : � � lGS l� , k� �
 , l � k ,lk

where 
 � 

� is a p � p matrix, � � �

� is a p � p matrix, and 
 � 

�

l l l l l l l l lk k l
is a p � p matrix, l, k � a, b, c; l � k. Thus, under H the random vectorl k GS

x � x� , x� , . . . , x� , x� , x� , . . . , x� , x� , x� , . . . , x�
	Ž .a1 a2 an b1 b2 bn c1 c2 cna b c

of real dimension n p � n p � n p has the block covariance matrixa a b b c c

� � �aa ab ac

� � �1.2 � � ,Ž . b a bb bc� 0� � �ca cb cc

where


 � ��� ��� �l l l

� 
 � ��� �l l l l
. . . .. � . . .l1.3 � �Ž . . . . .l l
. . . . .. . . . .. . . . .� 0

� � ��� � 
l l l l

and


 ��� 
lk lk
. . .. . .1.4 � � ,Ž . lk . . .� 0
 ��� 
lk lk

for l, k � a, b, c; l � k. This is an example of what we could call multivariate
Ž .compound symmetry, first considered by Votaw 1948 in the univariate case;

Ž .that is, p � p � p � 1 see Section A.6 . Next consider the assumption thata b c
the families x and x are conditionally independent given the family x ,a c b
which we express in the familiar notation

H : x � x � x .LCI a c b
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This restriction could occur if the three families of variables correspond to
three plots a, b and c where a is neighbor to b, and b is a neighbor to c, in
which case the dependence between the observations from plot a and plot c is

Ž .due only to the observations from plot b. The lattice ring KK of subsets of the
index set

� 4I � a1, a2, . . . , an , b1, b2, . . . , bn , c1, c2, . . . , cna b c

which defines this conditional independence is given by

˙ ˙KK � �, I , I � I , I � I , I ,½ 5b a b b c

� 4 Ž .where I � l1, l2, . . . , ln , l � a, b, c; compare AP 1993 , Example 2.5. Thel l
restriction imposed on � by both H and H can then be expressed asGS LCI
Ž . Ž . Ž .1.2 , 1.3 and 1.4 together with the additional restriction
H :GS-LCI


 ��� 
ac ac
. . .. . .. . .� 0
 ��� 
ac ac

�1

 � ��� ��� �b b b

� 
 � ��� �
 ��� 
 
 ��� 
b b b bab ab bc bc
. . . .. . . . . .. � . . .. . . . . .b� ,. . . .. . . . . .. . . . .� 0 � 0. . . . .
 ��� 
 
 ��� 
ab ab bc bc. . . . .� 0

� � ��� � 
b b b b

or equivalently,
�1H : 
 � n 
 
 � n � 1 � 
 .Ž .Ž .GS-LCI ac b ab b b b bc

We thus again have four hypotheses in the covariance matrix �, namely the
unconstrained H, the two subhypotheses H and H , and the intersectionGS LCI
H .GS-LCI

Ž .Let x , x , . . . , x be N i.i.d. observations of the n p � n p � n p -1 2 N a a b b c c
dimensional random vector x. It is well known that under H the ML estima-
tor exists and is unique with probability 1 if and only if N � n p � n p �a a b b
n p . The model given by H is well known when p � p � p � 1; com-c c GS a b c

Ž .pare Votaw 1948 . It follows from the theory of GS models presented in
Appendix A that in the general case, the ML estimator for � exists and is

Ž .unique with probability 1 if and only if N � p � p � p , N n � 1 �a b c a
Ž . Ž .p , N n � 1 � p , and N n � 1 � p ; see Section A.4. In the familiara b b c c

� 4model given by H , the condition is N � max n p � n p , n p � n p ;LCI a a b b c c b b
Ž .compare AP 1993 , Example 2.5. For both models, the ML estimator is easily

obtained. In the case of the model H , the theory presented in theGS-LCI
present paper shows that the conditions for existence and uniqueness of the

ŽML estimator with probability 1 become N � p � p , N � p � p , N n �a b c b a
. Ž . Ž .1 � p , N n � 1 � p and N n � 1 � p . The ML estimator can be founda b b c c

using a combination of the techniques from GS models and LCI models. First
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ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆŽ .one finds the ML estimator 
 , 
 , 
 , � , � , � , 
 , 
 , 
 under H .a b c a b c ab ac bc GS
Ž .Let y � x , x , . . . , x be the I � N observation matrix and let y be the1 2 N l�

ŽŽ . Ž . Ž . .p � N submatrix x , x , . . . , x of y, � � 1, . . . , n , l � a, b, c. Wel 1 l� 2 l� N l� l
then obtain that

1
�


̂ � y y � � � 1, . . . , n ,Ž .Ýl l� l� lnl

1
�

�̂ � y y � � , � � 1, . . . , n , � � � ,Ž .Ýl l� l� ln n � 1Ž .l l

1
�


̂ � y y � � � 1, . . . , n , � � 1, . . . , n ,Ž .Ýlk l� k� l kn nl k

where l, k � a, b, c, l � k.
Ž .Under H the likelihood function LF can be factorized into the condi-LCI

tional LF of x given x , the conditional LF of x given x and the marginala b c b
LF of x . These factors then contain two multivariate regression parametersb
R and R , of dimensions n p � n p and n p � n p , respectively;ab cb a a b b c c b b
two multivariate conditional covariance matrices � and � of dimensionsa c
n p � n p and n p � n p , respectively and one marginal covariancea a a a c c c c
matrix � of dimension n p � n p . Under H , the regression parame-b b b b b GS-LCI
ters R , l � a, c and the variance parameters � , l � a, b, c have the formlb l
Ž . Ž .1.4 and 1.3 , respectively. Thus,

� � ��� ��� �l l l

� � � ��� �T ��� T l l l llb lb
. . . .. . . . � . . .. . . lR � and � � ,. . . .lb l. . . . . . . .� 0 . . . . .T ��� Tlb lb . . . . .� 0

� � ��� � �l l l l

where T is a p � p matrix, l � a, c and � � ��, � � �
� are p � plb l b l l l l l l

ˆmatrices, l � a, b, c. The ML estimator � for � under H is thenGS-LCI
ˆ ˆdetermined by setting � � 
 , � � � andb b b b

�1ˆ ˆ ˆT � 
 
 � n � 1 � ,Ž .Ž .lb lb b b b

�1ˆ ˆ ˆ ˆ ˆ� � 
 � n 
 
 � n � 1 � 
 ,Ž .Ž .l l b lb b b b bl

�1ˆ ˆ ˆ ˆ ˆ� � � � n 
 
 � n � 1 � 
 ,Ž .Ž .l l b lb b b b bl

for l � a, c, respectively.
Of the five possible testing problems within the design of the models given

by H, H , H , and H , the problem of testing H versus H is wellGS LCI GS-LCI LCI
Ž .known from the literature; compare AP 1995a , and the problem of testing

H versus H follows from the theory covered in Appendix A. The three testsGS
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involving the hypothesis H seem to be new. The likelihood ratio testGS-LCI
statistics and a representation of the corresponding central distributions can
easily be obtained from the general theory in the present paper.

EXAMPLE 1.4. Analogously to the construction of Example 1.2, consider
the assumption

H� : x � x ,LCI a c

instead of H in Example 1.3. This restriction could occur if the plants onLCI
plot a are assumed not to influence the plants on plot c and vice versa. The

Ž .lattice ring KK 	 of subsets of the index set I which defines this CI restriction
is given by

˙KK 	 � �, I , I , I � I , I ;� 4a c a c

Ž .compare AP 1993 , Example 2.4. The restriction imposed on � by both HGS
� Ž . Ž . Ž .and H can then be expressed as 1.2 , 1.3 and 1.4 together with theLCI

additional restriction
H� : 
 � 0.GS-LCI ac

ŽAs in Example 1.3, consider N i.i.d. observations x , . . . , x of the n p �1 N a a
. Ž .n p � n p -dimensional variable x. From Example 2.4 in AP 1993 itb b c c

follows that under H� , the ML estimator exists and is unique with proba-LCI
bility 1 if and only if N � n p � n p � n p , that is, the same as ina a b b c c
the unconstrained case. The results in the present paper shows that un-

� Ž .der H , the required conditions are N � p � p � p , N n � 1 �GS-LCI a b c a
Ž . Ž .p , N n � 1 � p and N n � 1 � p , respectively, that is, the same as ina b b c c

the case of H . In this case, the ML estimator can easily be determined inGS
the same way as in the previous examples. Similarly, the three testing
problems involving H� of the possible five within the design of theGS-LCI
models given by the unconstrained H, H , H� , and H� , seem to beGS LCI GS-LCI
new, and the likelihood ratio statistic and its central distribution for these
tests can be obtained from the general theory presented in this paper.

In general the observation space is � I where I is a finite index set. The
general definition of a GS-LCI model is stated in terms of an orthogonal

I Ž .group representation � of a finite group G on � together with a ring lattice
KK of subsets of the index set I. The GS-LCI model is then defined by imposing
symmetry conditions given by � and conditional independence conditions
given by KK. A condition on the interplay between the group representation
and the ring is required to ensure the complete solution of the GS-LCI model.

Ž .In Section 2 the GS-LCI models are defined Section 2.4 , the fundamental
Ž .factorization of the parameter space P I of all I � I covariance matricesG, KK

Ž .determined by the GS and LCI restrictions is obtained Theorem 2.1 and the
Ž .fundamental invariance group GL I is defined together with its transi-G, KK

Ž . Ž .tive action on P I Theorem 2.2 . The distribution results for the likeli-G, KK

hood ratio statistics are greatly facilitated by this transitive action. The
derivations of these distributions which generalize and improve the corre-
sponding derivations for LCI models are presented in Appendix B; compare
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Ž .the Appendix of AP 1995a . In Section 3 a necessary and sufficient condition
for the existence of the ML estimator and a necessary and sufficient condition
for the uniqueness of the ML estimator for a fixed observation x 
 � I is
obtained together with an almost explicit expression for the ML estimator
Ž .Theorem 3.1 . In Proposition 3.2 the necessary and sufficient algebraic
condition for the existence and uniqueness of the ML estimator with probabil-
ity 1 is obtained. The structure constants for a GS-LCI model are then
introduced. In terms of these, another, very useful, necessary and sufficient
condition for the existence and uniqueness of the ML estimator with probabil-

Ž .ity 1 is obtained Proposition 3.3 . Section 4 presents the general testing
problem, and the likelihood ratio test statistic Q is derived. The central

Ž � .distribution of Q in terms of the moments E Q , � � 0, is given as a
function of the structure constants. In Section 5, it is established that

Ž .independent repetitions i.i.d. of a GS-LCI model is again a GS-LCI model,
except for a trivial reparametrization. Furthermore, it is shown how estima-
tors and structure constants for the i.i.d. GS-LCI model are obtained in terms

Ž .of the original GS-LCI model Section 5.1 . In Section 5.2 it is demonstrated
how to construct new examples ad libitum based on well-known examples of

Ž . Ž .GS models cf. Section A.6 and the examples of LCI models in AP 1993 .
Finally, in Section 6, we indicate how the GS-LCI models can be extended in
various ways.

2. Mathematical formulation. In this section we explain the mathe-
matical set-up for the combined GS-LCI models to be investigated. Further-
more, we present some fundamental theorems describing the structure of the

Ž .set P I of covariance matrices that satisfy the GS-LCI restrictions. WeG, KK

have tried as much as possible to use the same type of notation as in AP
Ž . Ž .1993 and 1995a . In the following, let I and J denote finite index sets and

� �let I denote the number of elements in I.

I Ž � .2.1. Notation. Let � be the vector space of all families x � x i 
 I ofi
real numbers indexed by I. For K � I, let p : � I � � K be the canonicalK

K I ŽŽ � ..projection and u : � � � the canonical imbedding; that is, p x i 
 IK K i
Ž � . ŽŽ � .. Ž � � . �� x i 
 K and u x i 
 K � x i 
 I , where x � x for i 
 K andi K i i i i

� I Ž . K � � 4x � 0 otherwise. For x 
 � , let x denote p x 
 � . Note that � � 0 .i K K
Ž . I�JLet M I � J � � denote the vector space of all I � J matrices. The
Ž . Ž . Ž . Ž .algebra M I � I is denoted by M I . For A 
 M I � J let A	 
 M J � I

denote the transposed matrix. The group of all nonsingular I � I matrices,
the group of all orthogonal I � I matrices, the cone of all positive semidefi-
nite I � I matrices and the cone of all positive definite I � I matrices are

Ž . Ž . Ž . Ž .denoted by GL I , O I , PS I , and P I , respectively. The action of the group
Ž . Ž .GL I on P I given by

GL I � P I � P I ,Ž . Ž . Ž .
2.1Ž .

A , � � A� A	Ž .
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is well known to be transitive and proper. The I � I identity matrix is
denoted by 1 .I

Ž Ž . . Ž .For A � a � i, i	 
 I � I 
 M I and K � I, let A denote the K � Kii	 K
Ž Ž . . Ž .submatrix of A; that is, A � a � i, i	 
 K � K 
 M K . If A is non-K ii	 K

�1 Ž .�1singular, then A denotes the inverse matrix A .K K
For any subspace U � � I, let U � denote the orthogonal complement to U

I � � I 4wrt the usual inner product in � ; that is, U � x 
 � � � z 
 U: x	z � 0
Ž .and denote by P 
 M I the corresponding orthogonal projection matrix.U

I Ž . Ž . IFor � 
 � and � 
 P I let N � , � denote the normal distribution on �
Ž . Ž .with expectation � and covariance matrix �. Let N � denote N 0, � .

Ž Ž . Ž ..The overall normal model N � � � 
 P I is invariant under the action of
Ž . IGL I on the observation space � given by

GL I � � I � � I,Ž .
2.2Ž .

A , x � Ax ,Ž .

Ž . Ž . Ž .and the transitive action of GL I on the parameter space P I given by 2.1 .

2.2. The lattice conditional independence model. Let KK be a subring of
Ž .the ring DD I of all subsets of I; that is, KK is closed under union and

intersection. Since KK is a distributive lattice wrt these operations, we usually
refer to KK as a lattice of subsets of I. Without loss of generality we assume
that I, � 
 KK.

Ž . IA matrix A 
 M I is called KK-preserving if for every K 
 KK and x 
 � ,
Ž . Ž K . Ž K . Ž .Ax � A x , or equivalently, if Au � � u � . Let M I be theK K K K K KK

� Ž . Ž .algebra of all KK-preserving matrices in AP 1993 , M I was denotedKK

Ž .� Ž .M KK , and let GL I be the group of all nonsingular KK-preserving matricesKK

� Ž . Ž . Ž .�in AP 1993 , GL I was denoted GL KK .KK

Ž . Ž . Ž .Define the subset P I � P I as follows: � 
 P I if and only if x andKK KK L
x are conditionally independent given x for every L, M 
 KK wheneverM L� M

I Ž . � Ž . Ž . Ž .�x 
 � follows N � in AP 1993 , P I was denoted by P KK . The statisti-KK

cal model

2.3 N � � � 
 P IŽ . Ž . Ž .Ž .KK

I Ž .with observation space � and parameter space P I is called the latticeKK

Ž .conditional independence LCI model determined by KK.
² : Ž . � � ² :For K 
 KK, define K � � K 	 
 KK � K 	 � K and K � K � K , so that

˙² : � �2.4 K � K � K ,Ž .

˙ Ž .where � indicates that the union is disjoint. Let II KK denote the set of
Ž . ² :join-irreducible elements of KK, that is, K 
 II KK if and only if K � K, or

� � � � Ž .equivalently, if K � �. The subsets K of I, K 
 II KK , are all disjoint,
and

˙ � �K � � K 	 � K 	 
 II KK , K 	 � K ,Ž .Ž .
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K 
 KK. In particular,

˙ � �2.5 I � � K � K 
 II KKŽ . Ž .Ž .
� Ž . �see AP 1993 , Proposition 2.1 .

Ž . Ž .For every K 
 II KK and A 
 M I , partition A according to the decom-K
Ž .position 2.4 as follows:

A A²K : ²K �
A � ,K A Až /� K : � K �

Ž² :. Ž² : � �. Ž� � ² :.so A 
 M K , A 
 M K � K , A 
 M K � K and A²K : ²K � � K : � K �
Ž� �. Ž . Ž . �1
 M K . For � 
 P I and K 
 II KK , define � � � � � � � .� K � � � K � � K : ²K : ²K �

The following five results are the main tools in solving the estimation and
Ž .testing problems for models of the type 2.3 .

1. The mapping

² :� � � �P I � � M K � K � P K � K 
 II KK ,Ž . Ž .Ž . Ž .Ž .KK

�1� � � � , � K 
 II KK ,Ž .Ž .ž /� K : ²K : � K � �

� Ž . �is bijective AP 1993 , Theorem 2.2 ;
Ž .2. The covariance matrix � 
 P I if and only ifKK

�1 �1 �12.6 tr � xx	 � tr � x � � � x ��� 	 K 
 II KK ,Ž . Ž . Ž . Ž .Ž .Ý ž /ž /� K � � � K � � K : ²K : ²K :

I � Ž . �for all x 
 � AP 1993 , Theorem 2.1 ;
Ž .3. For � 
 P I and L 
 KK,KK

2.7 det � � det � K 
 II KK , K � LŽ . Ž . Ž .Ž .Ł ž /L � K � �

� Ž . �AP 1993 , Lemma 2.5 . In particular,

2.8 det � � det � K 
 II KK ;Ž . Ž . Ž .Ž .Ł ž /� K � �

Ž . Ž . Ž .4. The action of the group GL I on P I given by restriction of 2.1 is wellKK KK

defined, transitive and proper;
Ž . Ž .5. The model 2.3 is invariant under the action of GL I on the observationKK

I Ž .space � given by the restriction of the action 2.2 and the transitive
Ž . Ž .action of GL I on the parameter space P I .KK KK

Ž .2.3. The group symmetry model. Let G be a finite group and �: G � O I
I Ž .an orthogonal group representation of G on � , that is, � 1 � 1 andI

Ž . Ž . Ž . Ž .� g g � � g � g , for all g , g 
 G. Let M I denote the subalgebra of1 2 1 2 1 2 G
Ž . Ž . Ž . Ž .all matrices A 
 M I that commute with � G , that is, A� g � � g A for

all g 
 G. The group of all nonsingular matrices and the cone of all positive
Ž . Ž . Ž .definite matrices in M I are denoted by GL I and P I , respectively.G G G

Ž . Ž .Note that � 
 P I if and only if � 
 P I and � is G-invariant, that is,G
Ž . Ž . I Ž .� g �� g 	 � �. Thus if x 
 � follows the distribution N � , where � 

Ž . Ž .P I , then � g x follows the same distribution for all g 
 G. The statisticalG
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model
2.9 N � � � 
 P IŽ . Ž . Ž .Ž .G

I Ž .with observation space � and parameter space P I is thus called theG
Ž .group symmetry GS model given by G. A summary of the basic theory of

these models is presented in Appendix A; see the Introduction.
Ž .The smoothing � averaging mapping

� G : PS I � PS I ,Ž . Ž .I G

1
S � � g S� g 	 � g 
 G ,Ž . Ž .Ž .Ý� �G

2.10Ž .

Ž .where PS I denoting the cone of all positive semidefinite G-invariantG
I � I-matrices is fundamental for likelihood inference for group symmetry
models. When I, G or both are subsumed, we denote � G by � G, � and � ,I I
respectively.

Ž . Ž . Ž .Similar to 4 in Section 2.1, the action of the group GL I on P I givenG G
Ž . Ž .by restriction of 2.1 is well defined, transitive and proper see Appendix A .

Ž . Ž .The model 2.9 is invariant under the action of GL I on the observationG
I Ž .space � given by the restriction of the action 2.2 and the transitive action
Ž . Ž .of GL I on the parameter space P I .G G

Ž .2.4. Models having both GS and LCI restrictions. Let KK � DD I be a
Ž .lattice of subsets of I and �: G � O I an orthogonal group representation of

I Ž . Ž . Ž .G on � . The intersection P I � P I is denoted by P I , that is,KK G G, KK

Ž .P I is the set of covariance matrices having both symmetry restrictionsG, KK

w.r.t. G and conditional independence restrictions given by KK. The corre-
sponding statistical model with observation space � I and parameter space

Ž .P I is thusG, KK

2.11 N � � � 
 P I .Ž . Ž . Ž .Ž .G , KK

Ž .In the present paper we shall assume that all matrices � g , g 
 G, are
Ž . Ž .KK-preserving. Thus for K 
 KK, the mapping � : G � O K given by � g �K K

Ž . K� g , g 
 G, is a well-defined orthogonal group representation of G on � .K
Ž .Under this assumption, the model 2.11 is called the group symmetry lattice

Ž .conditional independence GS-LCI model determined by G and KK.
The statistical interpretation of the above condition is that all the marginal

Ž . Ždistributions N � , K 
 KK are G-invariant themselves. As a consequence cf.K
. Ž .Lemma 2.1 , all the matrices � g , g 
 G, are block diagonal w.r.t. to the

Ž .decomposition 2.5 . Symmetry conditions are thus only allowed to operate
Ž . Iwithin each of the marginal variables x , K 
 II KK , of x 
 � . Example� K �

Ž . Ž .6.1 presents a model of type 2.11 where the matrices � g , g 
 G, are not
KK-preserving; that is, the model has GS and LCI restrictions but it is not a
GS-LCI model.

Ž .LEMMA 2.1. Let g 
 G. The matrix � g is KK-preserving if and only if
Ž � K �. Ž .Ž Ž � K �.. Ž � K �. Ž .u � is a G-subspace, that is, � g u � � u � , K 
 II KK .� K � � K � � K �
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Ž . Ž . Ž .�1PROOF. First assume that � g is KK-preserving. Then � g 	 � � g �
Ž �1 . Ž .� g is also KK-preserving. It then follows that � g is block-diagonal w.r.t.

Ž . � Ž . �the decomposition 2.5 see AP 1993 , Remark 2.1 . This establishes the
Ž .‘‘only if’’ claim. The converse is a consequence of 2.5 . �

Ž� �.From Lemma 2.1, it follows that for K 
 KK, the mapping � : G � O K� K �
Ž . Ž .given by � g � � g , g 
 G, is a well-defined orthogonal group repre-� K � � K �

� K � Ž . Ž Ž . �sentation of G on � . Thus for g 
 G, � g � diag � g K 	 
K � K 	�
Ž . . Ž .II KK , K 	 � K , K 
 KK. In particular, for K 
 II KK ,

2.12 � g � diag � g , � g .Ž . Ž . Ž . Ž .Ž .K ²K : � K �

Ž . Ž� � ² :. � � ² :For K 
 II KK , denote by M K � K the vector space of all K � KG
Ž . Ž .matrices R that commute with G, that is, � g R � R � g ,� K : � K � � K : � K : ²K :

Ž .g 
 G. The following theorem is a generalization of Theorem 2.2 in AP 1993 .

THEOREM 2.1. The mapping
² : �� � � �P I � � M K � K � P K K 
 II KK ,Ž . Ž .Ž . Ž .Ž .G , KK G G

�1� � � � , � K 
 II KK ,Ž .Ž .ž /� K : ²K : � K � �

2.13Ž .

is well defined and bijective.

Ž . Ž .PROOF. Consider any � 
 P I and g 
 G. From 2.12 it follows, thatKK

�1 �1�1� g �� g 	 � g �� g 	 � � g � � � gŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .� : ² : Ž .K K � K � � K : ²K : ²K :

and
� g �� g 	 � � g � � g 	.Ž . Ž . Ž . Ž .Ž . � �K � � K � � K � � � K �

Ž .On the other hand, by Theorem 2.2 and Proposition 2.3 of AP 1993 , it
Ž .follows that � 
 P I if and only ifG

�1 �1� g �� g 	 � g �� g 	 � � �Ž . Ž . Ž . Ž .Ž . Ž .� : ² :K K � K : ²K :

and
� g �� g 	 � � ,Ž . Ž .Ž . � �K � � K � �

Ž . Ž . �1for all K 
 II KK and g 
 G. Thus � 
 P I if and only if � � 
G � K : ²K :
Ž� � ² :. Ž� �. Ž .M K � K and � 
 P K for every K 
 II KK . �G � K � � G

Ž . �Now we discuss some invariance properties of P I compare to APG, KK

Ž . � Ž . Ž . Ž .1993 , Section 2.4 . Let M I denote the algebra M I � M I andG, KK KK G
Ž . Ž . Ž .GL I the group of nonsingular elements in M I . Note that GL IG, KK G, KK G, KK

Ž . Ž . Ž . Ž .� GL I � GL I . The following lemma generalizes 2.19 in AP 1993 .KK G

LEMMA 2.2. The mapping
² : �� � � �M I � � M K � K � M K K 
 II KK ,Ž . Ž .Ž . Ž .Ž .G , KK G G

A � A , A K 
 II KK ,Ž .Ž .ž /� K : � K �
2.14Ž .

is well defined and bijective.
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PROOF. The proof is similar to that of Theorem 2.1. Consider any A 

Ž . Ž . Ž .M I . For K 
 II KK and g 
 G, it follows from 2.12 thatKK

�1 �1
� g A� g � � g A � gŽ . Ž . Ž . Ž .Ž . � K � � K : ²K :� :K

and
�1 �1

� g A� g � � g A � g .Ž . Ž . Ž . Ž .Ž . � K � � K � � K �� �K

Ž . Ž .On the other hand, by 2.19 in AP 1993 together with the fact that
Ž . Ž . Ž .� g 
 M I , g 
 G, it follows that A 
 M I if and only ifKK G

Ž Ž . Ž .�1 . Ž Ž . Ž .�1 . Ž .� g A� g � A and � g A� g � A , for every K 
 II KK .� K : � K : � K � � K �
Ž . Ž� � ² :. Ž� �.Thus A 
 M I if and only if A 
 M K � K and A 
 M KG � K : G � K � G
Ž .for every K 
 II KK . �

Ž . Ž .REMARK 2.1. Under the correspondence 2.14 , the subset GL I corre-G, KK

sponds to the subset

² : �� � � �� M K � K � GL K K 
 II KK .Ž .Ž . Ž .Ž .G G

Ž .The following lemma is a generalization of Lemma 2.4 in AP 1993 .

LEMMA 2.3. For any element

² : �� � � �R , � K 
 II KK 
 � M K � K � P K K 
 II KK ,Ž . Ž .Ž . Ž .Ž .Ž .ž /� K : � K � G G

Ž . Ž .there exists a matrix A 
 GL I such that for every K 
 II KK ,G, KK

R � A A�1 , � � A A� .� K : � K : ²K : � K � � K � � K �

� Ž . �PROOF. We shall use induction on q � II KK . If q � 1 the assertion
Ž . Ž . Žfollows from the fact that GL I acts transitively on P I see PropositionG G

.A.1 .
ŽNext, assume that the theorem holds for every ring of subsets LL of any

. � Ž . �index set where II LL 	 q. Furthermore, let K denote a maximal element
Ž . Ž Ž . � .in II KK , and define the set I � � L 
 II KK L � K . Finally, denote by LLK

� � 4the sublattice I � L L 
 KK of KK. Since K is maximal, it follows thatK
Ž . Ž . � 4II LL � II KK � K , and hence, by assumption there exists a matrix B 


Ž . Ž . � 4GL I such that for every L 
 II KK � K ,G, LL K

R � B B�1 , � � B B� .� L: � L: ²L: � L � � L � � L �

Ž� �. Ž� �.Furthermore, because GL K acts transitively on P K , there exists aG G
Ž� �. � ² :matrix A 
 GL K such that � � A A . Since K � I , we can� K � G � K � � K � � K � K

define
A � R B ,� K : � K : ²K :

Ž� � ² :.and it is straightforward to verify that A 
 M K � K . By Remark� K : G
ŽŽ . � Ž .. Ž .2.1, the family B , B L 
 II LL together with A , A uniquely� L: � L � � K : � K �

Ž .determines a matrix A 
 GL I , which satisfies the required conditions.G, KK

�
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Ž .The following theorem is a generalization of Theorem 2.3 of AP 1993 .

THEOREM 2.2. The action

GL I � P I � P I ,Ž . Ž . Ž .G , KK G , KK G , KK2.15Ž .
A , � � A� A	,Ž .

is well defined, transitive and proper.

Ž . Ž .PROOF. Obviously, the action is well defined since GL I acts on P IKK KK

� Ž . � Ž . Ž . Ž .see AP 1993 , Theorem 2.3 and GL I acts on P I see Appendix A . TheG G
Ž . Ž .one-to-one correspondence 2.13 commutes with the action 2.15 and with

Ž . Ž .the action given by the restriction of the action 2.26 in AP 1993 to the
Ž . Ž Ž Ž� � ² :. Ž� �. � Ž ...subset GL I � � M K � K � P K K 
 II KK . Therefore, byG, KK G G

Ž . Ž .Lemma 2.3, the action is transitive. It is proper since GL I and P IG, KK G, KK

Ž . Ž .are closed subsets of GL I and P I , respectively. �

Ž . Ž .The model 2.11 is invariant under the action of GL I on the observa-G , KK
I Ž .tion space � given by the restriction of the action 2.2 and the transitive

Ž . Ž .action of GL I on the parameter space P I .G, KK G, KK

3. Likelihood inference. Consider the GS-LCI model

�3.1 N � � 
 P IŽ . Ž . Ž .Ž .G , KK

Ž . Ž . Ž .cf. Section 2.3 . Since P I � P I it follows that the likelihood functionG, KK KK

Ž . I � � Ž .L: P I � � � 0, � for the model 3.1 has the following factorization:G, KK

�1�2 1 �1L � , x � det � exp � tr � xx	Ž . Ž . Ž .Ž .2

�1�2 1 �1 �1� det � exp � tr � x � � � xŽ . Ž .Ł žž� K � � � K � � � K � � K : ²K : ²K :2ž3.2Ž .

� ��� 	 K 
 II KK .Ž . Ž ./ / /
Now consider the problem of existence and uniqueness of the maximum

ˆ IŽ . Ž .likelihood estimator � x of � 
 P I based on an observation x 
 � .G, KK

Ž . Ž .Because of 3.2 and the factorization of the parameter space P I given inG , KK

Ž .Theorem 2.1, it suffices for each K 
 II KK to consider the problem of
maximizing

�1�2 1 �13.3 det � exp � tr � x � R x ��� 	Ž . Ž .Ž . Ž .Ž .ž /� K � � K � � K � � K : ²K :2

Ž� � ² :. Ž� �.for R 
 M K � K and � 
 P K . The subspace� K : G � K � G

² :� �3.4 L x � R x R 
 M K � KŽ . Ž . Ž .� 4� K � ²K : � K : ²K : � K : G

� K � Ž� �. Ž� �. Ž . Ž .of � is preserved by M K , that is, M K L x � L x .G G � K � ²K : � K � ²K :
Ž .Thus, except for the parametrization of L x by the regression parame-� K � ²K :

Ž� � ² :. Ž .ter R 
 M K � K , 3.3 is the likelihood function for a linear group� K : G
Ž . Ž .symmetry LGS model determined by L x and G, as defined in� K � ²K :
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I � K � Ž� �.Section A.8 with the sample space � replaced by � . Let P 
 M K be� K �
� K � Ž .the unique orthogonal projection matrix of � onto L x w.r.t. all� K � ²K :

Ž� �. Ž� �. Ž .� 
 P K ; compare Lemma A.5. Thus for arbitrary � 
 P K , 3.3� K � G � K � G
ˆ Ž� � ² :.is maximized for any element R 
 M K � K that satisfies the� K : G

equation

ˆ3.5 R x � P xŽ . � K : ²K : � K � � K � �

Ž .It follows from 2.12 that

1
�� S � � g S � g 	 g 
 G � � S ,Ž . Ž . Ž . Ž .² : Ž .ÝK ²K : ²K : ²K : ²K : ²K :� �G

1
�� S � � g S � g 	 g 
 G � � S ,Ž . Ž . Ž . Ž .� � Ž .ÝK � K � � K � � K � � K � � K �� �G

1
�� S � � g S � g 	 g 
 GŽ . Ž . Ž .� : Ž .ÝK � K � � K : ²K :� �G

Ž . Ž .�and � S � � S , where S � xx	 is the overall empirical covariance²K � � K :
matrix.

ˆŽ� �. Ž� � ² :.Since 1 
 P K and R 
 M K � K , it follows that for every� K � G � K : G

Ž� � ² :.R 
 M K � K and g 
 G,� K : G

0 � R x 	 x � P xŽ . Ž .� K : ²K : � K � � K � � K �

ˆ� R x 	 x � R xŽ . ž /� K : ²K : � K � � K : ²K :

� ˆ �� tr R x � R x xž /ž /� K : � K � � K : ²K : ²K :

� ˆ� tr R S � R Sž /ž /� K : � K : � K : ²K :

� ˆ� tr R � g 	� g S � R SŽ . Ž . ž /ž /� K : � K � � K � � K : � K : ²K :

� ˆ� tr � g 	R � g S � � g R SŽ . Ž . Ž .ž /ž /²K : � K : � K � � K : � K � � K : ²K :

� ˆ� tr R � g S � g 	 � R � g S � g 	 .Ž . Ž . Ž . Ž .ž /ž /� K : � K � � K : ²K : � K : ²K : ²K : ²K :

Ž� � ² :.Thus for every R 
 M K � K ,� K : G

� ˆtr R � S � R � S � 0.Ž . Ž .� :Kž /ž /� K : � K : ²K : ²K :

ˆŽ . Ž . Ž� � ² :.Because � S � R � S 
 M K � K , it then follows that� K : � K : ²K : ²K : G

ˆ3.6 � S � R � S .Ž . Ž . Ž .� :K � K : ²K : ²K :

ˆ Ž .Conversely it follows that if R is a solution to 3.6 , then it will satisfy� K :
Ž .3.5 .

Now define

ˆ3.7 � S � � S � R � S .Ž . Ž . Ž . Ž .� � � � ² �K � K K� K :
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ˆŽ . Ž� � ² :.From 3.5 and the fact that R 
 M K � K , it follows that� K : G

� x � P x x � P x 	Ž . Ž .Ž .� K � � K � � K � � K � � K � � K � � K �

ˆ ˆ� � x � R x x � R x 	ž / ž /ž /� K � � K � � K : ²K : � K � � K : ²K :

ˆ� � S � R � S � � SŽ . Ž . Ž .� � ² � � �K K K �� K :

ˆŽ . Ž .and thus � S does not depend on the solution R to 3.6 . It now� K � � � K :
ˆ Ž� �.follows from Theorem A.2 that the ML estimator � for � 
 P K� K � � K � G

Ž .exists if and only if � S is nonsingular. In this case it is unique and� K � �
given by

ˆ3.8 � � � S .Ž . Ž . � �K �� K �

Ž .The maximum of the likelihood function 3.3 is then
�1�2 1ˆ � �� �3.9 det � exp � K .Ž . Ž .ž /� K � 2

We are now able to state the following theorem regarding ML estimation
in the GS-LCI model given by G and KK based on the observation x 
 � I.

Ž .THEOREM 3.1. In the model 2.11 , the maximum likelihood estimator
ˆ ˆ IŽ . Ž .� � � x of � 
 P I for the observation x 
 � exists if and only if theG, KK

Ž . Ž .matrices � xx	 , K 
 II KK , all are positive definite.� K � �
In this case, there is a one-to-one correspondence between all families

ˆŽ � Ž ..R K 
 II KK of solutions to the equations� K :

3.10 � xx	 � R � xx	 ,Ž . Ž . Ž .� : ² :K K� K :

ˆŽ� � ² :. Ž .where R 
 M K � K , K 
 II KK , and all ML estimators � for x 
� K : G
� I, given by

ˆ ˆ�1 ˆ ˆ3.11 � � � R , � � � xx	 ,Ž . Ž . � �K �� K : ²K : � K : � K � �

Ž . Ž .K 
 II KK cf. Theorem 2.1 .
ˆThe maximum likelihood estimator � is unique if and only if the equations

R � xx	 � 0,Ž . ² :K� K :

Ž� � ² :. Ž .where R 
 M K � K , K 
 II KK , only have the solutions R � 0,� K : G � K :
Ž .K 
 II KK .

The proof follows from the above considerations and Remark 3.1.

Ž .REMARK 3.1. For any K 
 II KK , the following statements are equivalent:

Ž . Ž . Ž .a The equation � S � R � S has a unique solution in R� K : � K : ²K : ²K : � K :
Ž� � ² :.
 M K � K .G

Ž . Ž . Ž� � ² :.b The equation R � S � 0 in R 
 M K � K only has� K : ²K : ²K : � K : G
the solution R � 0.� K :

Ž . Ž .c The parametrization mapping R � R x of L x by R� K : � K : ²K : � K � ²K : � K :
Ž� � ² :.
 M K � K is one-to-one.G
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Ž . Ž . Ž .REMARK 3.2. It follows from 3.2 , 3.9 and 2.5 , that the maximum of the
likelihood function is

�1�2 1ˆ � �3.12 det � exp � I .Ž . Ž . Ž .2

ˆ Ž .REMARK 3.3. The explicit expression for � may be obtained from 3.11 by
Ž .means of the reconstruction algorithm given in AP 1993 , Section 2.7.

Ž .COROLLARY 3.1. In the model 2.11 , the maximum likelihood estimator
ˆ ˆ IŽ . Ž .� � � x of � 
 P I for the observation x 
 � exists and is unique if theG, KK

Ž . Ž .matrices � xx	 , K 
 II KK , all are positive definite.K
ˆIn this case, � is determined by

�1�1ˆ ˆ ˆ3.13 � � � � xx	 � xx	 , � � � xx	 ,Ž . Ž . Ž . Ž .� : ² : � �K K K �� K : ²K : � K � �

Ž . Ž .K 
 II KK cf. Theorem 2.1 .

Ž . Ž . Ž .PROOF. Let K 
 II KK . If � xx	 is positive definite, then � xx	 isK ²K :
Ž .positive definite and thus the equation R � xx	 � 0 implies R � 0.� K : ²K : � K :

Ž . Ž .Furthermore � xx	 � � xx	 is positive definite. �� K � � � K � �

REMARK 3.4. Note that the condition for existence and uniqueness of the
ML estimator in Corollary 3.1 is equivalent to the condition that the matrices
Ž .� xx	 are nonsingular for all maximum elements K in the partiallyK

Ž .ordered set II KK .

We shall now establish a result for GS-LCI models which is similar to the
result in Proposition A.2 for GS models. First we need to generalize the

Ž .Lemmas A.2 and A.4. For � 
 PS I the subspace

I �� 4N � x 
 � x	� x � 0�

I Ž .of � is called the null-space for �. Note that for any B 
 GL I , N �B 	� B
�1 Ž . Ž .B N . As in Section A.2, let AA G denote the subalgebra of M I generated� I

Ž .by � G .

I I Ž . �LEMMA 3.1. Let N � � be a G-subspace. Then for x 
 � , AA G x � NI
if and only if N � N.� Ž x x 	.

I Ž . �PROOF. Let x 
 � . First assume that AA G x � N and let z 
 N .I � Ž x x 	.
Ž .From the proof of Lemma A.2 it then follows that z	� g x � 0 for all g 
 G.

Ž .This implies that z is orthogonal to AA G x and therefore z 
 N by theI
assumption.

Ž . �On the other hand, assume that N � N and that AA G x � N . This� Ž x x 	. I
Ž Ž . .�implies that there exists a z 
 AA G x �N. But from the proof of LemmaI
Ž .A.2 it then follows that z	� xx	 z � 0; that is, z 
 N , which is a� Ž x x 	.

contradiction. �
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I Ž .LEMMA 3.2. Let N � � be a G-subspace and an M I -subspace, that is,G
Ž . Ž .� G N � N and M I N � N, respectively. Then we have the following.G

Ž . � Ž .a The orthogonal complement N to N cf. Section 2.1 is a G-subspace
Ž .and an M I -subspace.G

Ž . I Ž . Ž .b For any x 
 � , AA G x � N if and only if AA G P x � N, whereI I N
Ž . I Ž .P 
 M I is the orthogonal projection matrix of � onto N cf. Section 2.1 .N

ŽThe latter condition states that P x is a regular element in N w.r.t. G cf.N
.Section A.2 .

Ž .c The set
I �� � x 
 � AA G x � NŽ .� 4I , N I

is open, and if it is nonempty, then the Lebesgue-measure is concentrated on
� ; that is, � I � � has Lebesgue-measure zero.I, N I, N

� Ž .PROOF. It is easy to see that N is both a G-subspace and an M I -sub-G
Ž . Ž .space. To show b , observe that P 
 M I and that P commutes with allN G N
Ž . � Ž .matrices in M I . From the bicommutant theorem cf., e.g., Bourbaki 1958 ,G

� Ž .Section 4, Number 2, Corollary 1 it then follows that P 
 AA G . Now, ifN I
Ž . Ž . Ž . Ž .AA G x � N then AA G P x � P AA G x � P N � N, since P 
 M I . OnI I N N I N N G

Ž . Ž . Ž .the other hand, if AA G P x � N, then AA G x � AA G P x � N, since P 
I N I I N N
Ž .AA G .I

Ž . �1Ž .To show c , note that � � P � , where � is the set of regularI, N N N N
points in N w.r.t. G. The assertion now follows from Lemma A.4 with � and
� I replaced by � and N, respectively. �N

Ž . Ž .Next, for K 
 KK, let AA G denote the subalgebra of M K generated byK
Ž . Ž . Ž .� G . When G is subsumed, we denote AA G by AA . For K 
 II KK weK K K

define
²K : � ² :� �N � z 
 � � R 
 M K � K : R z � 0Ž .� 4G , ²K : ²K : � K : G � K : ²K :

and

3.14 � � x 
 �²K : � AA x � E ,Ž . � 4G , ²K : ²K : ²K : ²K : G , ²K :

Ž .� ²K :where E � N is the orthogonal complement to N in � .G, ²K : G, ²K : G, ²K :
When G is subsumed we denote N , � and E by N , �G, ²K : G, ²K : G, ²K : ²K : ²K :
and E , respectively. It is easily verified that N is a G-subspace and an²K : ²K :

Ž² :. ²K :M K -subspace of � . Thus by Lemma 3.2, E is also a G-subspaceG ²K :
Ž² :. ²K :and an M K -subspace of � .G

Ž . ²K :LEMMA 3.3. Let K 
 II KK . For any x 
 � , the parametrization²K :
Ž . Ž� � ² :.mapping R � R x of L x by R 
 M K � K is one-to-� K : � K : ²K : � K � ²K : � K : G

one if and only if x 
 � .²K : ²K :

PROOF. Let x 
 � and assume that R x � 0. Then²K : ²K : � K : ²K :

� 4R AA x � AA R x � 0 .� K : ²K : ²K : � K � � K : ²K :
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� 4 ²K :In particular R E � 0 . Thus for any z 
 � ,� K : ²K : ²K :

0 � R P z � R z � R P z � R z ,� K : E ²K : � K : ²K : � K : N ²K : � K : ²K :² K : ² K :

and it follows that R � 0. Here P and P denote the orthogonal� K : N E² K : ² K :
²K : Ž .projection matrices of � onto N and E , respectively cf. Section 2.1 .²K : ²K :

On the other hand, assume that x � � , that is, AA x � E �²K : ²K : ²K : ²K : ²K :
Ž .� � 4E . Then U � AA x �E � 0 . Furthermore, U is a G-sub-²K : ²K : ²K : ²K : ²K : ²K :

� � 4space orthogonal to N and x 
 U . Let y 
 U � 0 . Since²K : ²K : ²K : ²K : ²K :
˜ ˜Ž� � ² :.y � N , there exists R 
 M K � K such that R y � 0.²K : ²K : � K : G � K : ²K :

Now let R be the matrix for the linear mapping �²K : � � � K � defined by� K :
˜ �R z � R z if z 
 U and R z � 0 if z 
 U . Then� K : ²K : � K : ²K : ²K : ²K : � K : ²K : ²K : ²K :

Ž� � ² :.R 
 M K � K , R � 0 and R x � 0. This shows that the� K : G � K : � K : ²K :
parametrization mapping is not one-to-one. �

Ž .Now for K 
 II KK define

K �3.15 N � x , 0 
 � x 
 N ,Ž . Ž .� 4G , K ²K : ²K : ²K :

and

� � x 
 � K � AA x � E ,� 4G , K K K K K

Ž .� Kwhere E � N is the orthogonal complement to N in � . WhenG, K G , K G, K
G is subsumed, we denote N , � and E by N , � and E , re-G, K G, K G , K K K K
spectively.

Ž . KLEMMA 3.4. Let K 
 II KK and x 
 � . Then x 
 � if and only ifK K K
Ž � .� x x is nonsingular and the equationK K K � K � �

3.16 R � x x� � 0,Ž . Ž .� K : ²K : ²K : ²K :

Ž� � ² :.only has the solution R � 0 for R 
 M K � K .� K : � K : G

PROOF. Define the K � K matrix

1 0²K :
B � ,K ˆž /R 1� K : � K �

ˆ �Ž� � ² :. Ž .where R is any solution in M K � K to the equation � x x� K : G K K K � K :
Ž � . Ž .� R � x x . Then B 
 M K , B is nonsingular and� K : ²K : ²K : ²K : K G K

3.17 B � x x� B� � � x x� ,Ž . Ž . Ž .K K K K K K K KK �

where

� x x� 0Ž .²K : ²K : ²K :�� x x � .Ž . �K K K K � ž /0 � x xŽ . � �K �K K K
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We now have that

x 
 � � N � � N � N � � NK K � Ž x x . K � Ž x x .K � KK K K K K K

� � x x� is nonsingular and N x x� � NŽ . Ž .� �K �K K K �²K : ²K : ²K : ²K :

� � x x� is nonsingular and AA x � EŽ . � �K �K K K ²K : ²K : ²K :

� � x x� is nonsingular and 3.16 only has the solutionŽ . Ž .� �K �K K K

R � 0,� K :

Ž .where the first biimplication follows from Lemma 3.1, the second from 3.17
Ž � .�1 Ž .and from the fact that B N � N , the third from 3.15 , the fourth fromK K K

Lemma 3.1 and the fifth from Lemma 3.3 and from Remark 3.1. �

Now define

3.18 � � x 
 � I � � K 
 II KK : AA x � E .Ž . Ž .� 4K K K

PROPOSITION 3.1. Let x 
 � I. Then x 
 � if and only if the maximum
ˆ Ž . Ž . Ž .likelihood estimator � x of � 
 P I in the model 2.11 exists and isG, KK

unique.

The proof follows from Lemma 3.4 and Theorem 3.1.

LEMMA 3.5. The set � is an open subset of in � I. If � � �, then the
Lebesgue measure on � I is concentrated on �, that is, � I � � has Lebesgue
measure zero.

Ž .PROOF. By 3.18 ,

�1 �� � � p � K 
 II KK .Ž . Ž .Ž .K K

Ž .We can assume that � � �. It then follows from c in Lemma 3.2 that
�1Ž . Ip � is open and that the Lebesgue measure on � is concentrated onK K
�1Ž . Ž .p � for all K 
 II KK . Hence the same holds for �. �K K

ˆ Ž .PROPOSITION 3.2. The maximum likelihood estimator � of � 
 P I inG, KK

Ž . Ž .the model 2.11 exists and is unique with probability one w.r.t. all N � ,
Ž .� 
 P I , if and only if � � �.G , KK

The proof follows from Lemma 3.5 and Proposition 3.1.

REMARK 3.5. Note that Proposition 3.1 and Proposition 3.2 imply that
ˆ Ž .either the maximum likelihood estimator � x exists and is unique for

almost all x 
 � I or else for any x 
 � I it will not exist or it will not be
Ž .unique. The model 2.11 is called regular if the equivalent conditions in

Proposition 3.2 hold.
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REMARK 3.6. Consider the special case where the interplay between the
I � 4representation of G on � and the lattice KK yields that N � 0 for all²K :

Ž .K 
 II KK . Then

� � x 
 � K � AA x � � K ;� 4K K K K

K Ž . Žthat is, � is the set of regular elements in � w.r.t. G, K 
 II KK cf.K
.Section A.2 . From Lemma A.2 and Proposition 3.1 it then follows that in this

case the condition in Corollary 3.1 is also necessary.

ŽŽ K . � .Let p , d , n � 
 � be the structure constants for the representation� � �
K Ž .� of G on � , K 
 KK cf. Section A.3 . Let K, K 	 
 KK with K 	 � K. SinceK

Ž K 	. Ž K . I K 	 Ku � � u � � � are G-subspaces, it follows that p � p , � 
 �,K 	 K � �

with equalities for all � 
 � if and only if K � K 	. Furthermore, for K 

Ž . ŽŽ � K � . .II KK , let p , d , n � � 
 � be the structure constants for the repre-� � �

� K � Ž K .sentation � of G on � . Let K 
 KK. Since u � is the direct sum of� K � K
Ž � K 	�. Ž . Kthe G-subspaces u � , K 	 
 II KK , K 	 � K, it follows that p �� K 	� �

Ž � K 	� � Ž . . Ž � K � �Ý p K 	 
 II KK , K 	 � K , � 
 �. In particular p � Ý p K 
� � �

Ž ..II KK , � 
 �.
ŽŽŽ � K � � Ž .. . � .We shall call the family p K 
 II KK , d , n � 
 � the structure� � �

Ž .constants given by KK and G for the model 3.1 .

Ž .PROPOSITION 3.3. The GS-LCI model 3.1 is regular if and only if

3.19 � K 
 II KK � � 
 � : p� K � � 0 � n � p K .Ž . Ž . � � �

Ž .PROOF. For K 
 II KK , let
²K : ²K : �� � � T � 
 �Ž .�

and
� K � � K � �� � � T � 
 �Ž .�

be the unique decompositions of �²K : and �²K : into the orthogonal sums of
Ž .their isotypic components w.r.t. G cf. Section A.3 . Since N and E are²K : ²K :

Ž² :. ²K :G-subspaces and M K -subspaces of � , they are both orthogonal sumsG
²K : � Ž .of some of the isotypic components T , � 
 �, cf., e.g., Bourbaki 1958 ,�

.Section 3, Number 4, Proposition 11 . It is easy to see that for � 
 �,
T ²K : � N if and only if T ²K : and T � K � are disjoint, or equivalently, if� ²K : � �

²K : � K � Ž .T � 0 or T � 0 cf. Section A.3 . From this it follows that� �

²K : � � K �3.20 N � � T � 
 � , p � 0Ž . Ž .²K : � �

and
²K : � � K �E � � T � 
 � , p � 0 .Ž .²K : � �

From the definition of N and E it then follows thatK K

K � � K �N � � T � 
 � , p � 0Ž .K � �

and
K � � K �3.21 E � � T � 
 � , p � 0 ,Ž . Ž .K � �
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where
K K �� � � T � 
 �Ž .�

is the unique decomposition of � K into the orthogonal sum of its isotypic
components w.r.t. G. By Lemma 3.2, � � � if and only if the set of regularK

Ž .elements in E w.r.t. G is nonempty. The proposition now follows from A.3K
Ž .and 3.21 . �

Ž .REMARK 3.7. It follows from 3.20 that N � 0 if and only if for all²K :
� 
 �, p²K : � 0 when p� K � � 0. Thus in the special case where N � 0 for� � ²K :

Ž . Ž . Ž .all K 
 II KK cf. Remark 3.6 and Corollary 3.1 , 3.19 reduces to the
condition that

n � p K ,� �

Ž .for all � 
 � and K 
 II KK .

REMARK 3.8. For the model H in Example 1.1, the family of structureGS
Ž . Ž . Ž .constants becomes p , d , n � p , d , n � 3, 1, 1 , and the family of1 1 1 2 2 2

Ž L .structure constants for the model H then simply becomes p , d , n �GS-LCI j j j
Ž . � 4 � 4 � 41, 1, 1 , L � a1, a2 , b1, b2 , c1, c2 , j � 1, 2. This family is essentially also
the family of structure constants for the model H� in Example 1.2, butGS-LCI

Ž . Ž .since II KK � II KK 	 , the regularity conditions become different.
For the model H in Example 1.3, the family of structure constantsGS

Ž . Ž . Ž . Ž .become p , d , n � p � p � p , 1, 1 , p , d , n � p , 1, n � 1 ,� � � a b c � � � a a0 0 0 a a a
Ž . Ž . Ž . Ž .p , d , n � p , 1, n � 1 , and p , d , n � p , 1, n � 1 , respec-� � � b b � � � c cb b b c c c

tively. The family of structure constants for the model H is then givenGS-LCI
by p Ia � p , p Ib � p , p Ic � p and� a � b � c0 0 0

p , l � m,lImp �� ½l 0, l � m,

for l, m � a, b, c. Similarly this family is essentially also the family of struc-
ture constants for the model H� in Example 1.4, but in this case too, theGS-LCI
regularity conditions become different.

Ž . ²K : Ž Ž . � .LEMMA 3.6. Let K 
 II KK , x 
 � , and let l x � 
 � be the²K : � ²K :
Ž� �. Ž� �.M K -dimension of the M K -subspaceG G

² :� �L x � R x � R 
 M K � KŽ . Ž .� 4� K � ²K : � K : ²K : � K : G

Ž Ž . .cf. 3.4 and Remark A.6 . If x 
 � , then²K : ²K :

p²K : , p� K � � 0,� �
l x �Ž .� ²K : � K �½ 0, p � 0,�

� 
 �.

Ž� � ² :. Ž .PROOF. The vector spaces M K � K and L x are bothG � K � ²K :
Ž� �. Ž� �.M K -modules under multiplication with the matrices in M K to theG G
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left, and the parametrization mapping

² :� �M K � K � L x ,Ž .Ž .G � K � ²K :

R � R x ,� K : � K : ²K :
3.22Ž .

commutes with the module structures, that is,

A R x � A R xŽ . Ž .� K � � K : ²K : � K � � K : ²K :

Ž� �. Ž� � ² :.for all A 
 M K and R 
 M K � K . If x 
 � , then it� K � G � K : G ²K : ²K :
Ž .follows from Lemma 3.3 that 3.22 is an isomorphism between the two

Ž� �. Ž� �.M K -modules, and hence they have the same M K -dimension. InG G
Ž .particular, l � l x does not depend on x 
 � , � 
 �.� � ²K : ²K : ²K :

� � � K � 4Let x 
 � and define �* � � 
 � p � 0 . It is easy to see that²K : ²K : �

l � 0 when p� K � � 0, � 
 �, and thus we have that� �

� � 
 �*: n � p� K � � l� � �

� � � 
 � : n � p� K � � l .� � �

The latter condition is by Remark A.7 equivalent to the condition that there
� K � Ž . Ž .exists x 
 � such that 3.3 with x � x , x has a unique maxi-� K � K ²K : � K �

Ž . Ž� � ² :. Ž� �.mum for R , � 
 M K � K � P K . By Lemma 3.4 and Theo-� K � � K � G G
rem 3.1 this is equivalent to the condition that there exists x 
 � � K � such� K �

Ž .that x � x , x 
 � . It then follows from Proposition 3.3 thatK ²K : � K � K

� � 
 �*: n � p� K � � l� � �

� � � 
 �*: n � p K ,� �

and since p K � p²K : � p� K �, the lemma follows. �� � �

Ž . Ž .REMARK 3.9. Assume that the model 3.1 is regular and let K 
 II KK .
Ž Ž . .Then x 
 � is regular with probability one cf. 3.14 and Lemma 3.2 .²K : ²K :

Ž .The function 3.3 is the likelihood function for the conditional model of x� K �
Ž .given x . Except for the parametrization of L x by the regression²K : � K � ²K :

Ž� � ² :.parameter R 
 M K � K , this is the likelihood function for a LGS-� K : G
Ž . Ž . Ž .model given by L x and G cf. Section A.8 . By A.13 and Lemma 3.6,� K � ²K :

ˆŽ . Ž .it then follows that the distribution of det � �det � given x is the� K � � � K � � ²K :
same as a product of independent variables

d n � K �� � �X j � 1, . . . , p � 
 � ,Ł Ł ž /j � �ž /�

2 Ž K .where X follows a � distribution with d f � j � 1 degrees of freedom,j � � ��

Ž .�1 K ²K :scale d n and f � n � p . Thus the distribution is independent of� � � � �

x 
 � with probability 1 and is therefore also the distribution of²K : ²K :
ˆŽ . Ž .det � �det � .� K � � � K � �

4. Testing problems. In this section we consider the problem of testing
additional conditional independence and�or symmetry restrictions.
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Let MM denote a subring of KK and H a subgroup of G such that for all
Ž . Ž . Ž . Ž .h 
 H, � h 
 M I . Since P I � P I , the problem of testing theMM G, KK H , MM

GS-LCI model
�4.1 N � � 
 P IŽ . Ž . Ž .Ž .G , KK

versus the GS-LCI model

�4.2 N � � 
 P I ,Ž . Ž . Ž .Ž .H , MM

� Ž .�is well defined compare AP 1995a . In the usual statistical language, this is
the problem of testing the hypothesis

H : � 
 P IŽ .G , KK G , KK

versus
H : � 
 P I ,Ž .H , MM H , MM

I Ž .based on a random observation x 
 � from a normal distribution N � ,
Ž .where � 
 P I .H , MM

² : � �REMARK 4.1. Quantities such as K and K depend not only on the
subset K of I but also on the lattice of which K is considered a member. To
alleviate this difficulty, the letter K shall denote a subset of I that is to be
considered as a member of KK, while M shall denote a subset of I that is to
be considered as a member of MM.

PROPOSITION 4.1. Let � and � denote the set of regular elementsG , KK H , MM

Ž . Ž . � Ž .�for the GS-LCI models 4.1 and 4.2 , respectively cf. 3.18 . Then � �H , MM

Ž .� . In particular if the GS-LCI model 4.2 is regular, then the GS-LCIG, KK

Ž .model 4.1 is regular.

Ž . Ž� � ² :.PROOF. Let x 
 � . For M 
 II MM we have M M � M �H , MM G
Ž� � ² :.M M � M and thus N � N which implies that E �H G, ²M : H , ²M : G, M

� Ž .E . Since MM is a sublattice of KK, it follows see Andersson 1990 , Proposi-H , M
� Ž . Ž .tion 3.3 that there exists a surjective mapping �: II KK � II MM such that

Ž . Ž .K � � K for all K 
 II KK and

˙ �� � � �4.3 M � � K K 
 II KK , � K � M ,Ž . Ž . Ž .Ž .
Ž . Ž . Ž .for all M 
 II MM , respectively. Let K 
 II KK and let M � � K . Moreover

M K Ž .let p : � � � denote the coordinate projection, that is, p x � x .K , M K , M M K
It follows easily that

K � �N � y 
 � � � A 
 M K � K : Ay � 0 ,� 4Ž .G , K G

Ž� � . � �where M K , K is the vector space of all K � K matrices that commuteG
with G. Analogously

M � �N � y 
 � � � A 
 M M � M : Ay � 0 .� 4Ž .G , M G

Since p commutes with the group representations on � M and � K, itK , M
Ž . Ž .then follows that p N � N , and thus p E � E . SinceK , M G, M G, K K , M G, M G, K
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Ž . Ž . Ž . Ž . Ž .AA H � AA G � M I � M I , it follows that for any A 
 AA H ,I I MM KK I

A x � Ax � Ax � A x .Ž . Ž . Ž .Ž .K M KK K M M K

Ž . Ž .These considerations and the fact that AA H � AA G , shows thatK K

AA G x � AA H x � AA H xŽ . Ž . Ž .Ž .K K K K M M K

� E � E � EŽ . Ž .H , M G , M G , KK K

and hence x 
 � . �G, KK

Ž .Suppose that the normal model 4.2 is regular. It then follows from
Ž .Proposition 4.1 and 3.12 that the LR test statistic Q for testing HG, KK

against H exists with probability 1 and is given byH , MM

1�2˜det � xŽ .Ž .
4.4 Q x � ,Ž . Ž . ˆž /det � xŽ .Ž .

I ˜ Ž . Ž .where x 
 � and � is the MLE for � 
 P I in the model 4.2 .H , MM

Next we shall find the moments of the LR test statistic Q. First note that
Ž . Ž .GL I � GL I . The testing problem is invariant under the action ofG, KK H , MM

Ž . Ithe group GL I on the sample space � given by the restriction of theG, KK

Ž . Ž . Ž .action 2.2 , and the action of GL I on the parameter space P I givenG, KK H , MM

Ž . Ž . Žby the restriction of the action of GL I on P I cf. Theorem 2.2 withH , MM H , MM

.KK replaced by MM and G replaced by H .
Let

� : � I � � I�GL IŽ .G , KK

Ž . Ž .denote the orbit projection maximal invariant of the action of GL I onG , KK
I Ž .� . The LR test statistic Q is invariant under this action and thus Q x only

I Ž .depends on x 
 � through � x . The central distribution of Q is then
readily obtained from this fact and the theorem below.

Ž .THEOREM 4.1. Suppose that the normal model 4.2 is regular. Under
ˆ Ž� �.H the orbit projection � and the ML estimators � of � 
 P K ,G , KK � K � � � K � � G

Ž .K 
 II KK , are mutually independent.

For the proof, see Appendix B.
Ž . Ž . Ž .It follows from 4.4 , 2.8 and Theorem 4.1 that for every � 
 P I andG , KK

� .� 
 0, � ,
��2 ��2 ��2

� �˜ ˆ ˆE det � � E det � Q � E det � E Q .Ž .Ž . Ž . Ž .ž / ž / ž /
Hence

��2˜E det �Ž .ž /
�4.5 E Q � .Ž . Ž . ��2ˆE det �Ž .ž /

ˆ ��2 ˆŽ Ž . .Thus it suffices to determine the moments E det � , where � is the MLE
Ž . Ž . Ž .of � 
 P I in the GS-LCI model 4.1 . Furthermore it follows from 2.8G, KK
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and Theorem 4.1 that
��2��2ˆ ˆE det � � E det � K 
 II KKŽ .Ž . Ł ž /ž / � K � �ž /ž /
��2ˆ� E det � K 
 II KK ,Ž .Ł ž /� K � �ž /ž /

ˆ ��2Ž Ž . .and hence it is enough to determine the moments E det � for K 
� K � �

Ž .II KK . These moments are obtained from Remark 3.9 as
��2 ��2ˆE det � det �Ž .ž /� K � � � K � �ž /

Ž .d n ��2 K� � 
 d f � j � 1 �2 � d n ��2Ž .2 Ž .ž /� � � � �� Ł Ł Kž /d n�� 
 d f � j � 1 �2� � Ž .ž /� � �

� K �j � 1, . . . , p � 
 MM ,� � 0 0
K ²K : Ž . � �where f � n � p , � 
 �, K 
 II KK and � 
 0, � . Note that these� � �

ŽŽŽ � K � �moments are determined by the structure constants p K 
�

Ž .. . � . Ž . Ž . Ž .II KK , d , n � 
 MM for the model 4.1 . Thus by 4.5 and 2.8 ,� �

E Q�Ž .
Ž .d n ��2 M� �2 
 d f � j � 1 �2 � d n ��2Ž .Ž .Ž .� � � � �� Ł Mž /ž d n 
 d f � j � 1 �2Ž .Ž .� � � � �

� M �M 
 II MM , � 
 � , j � 1, . . . , pŽ . � � /
Ž .d n ��2 K� � 
 d f � j � 1 �2 � d n ��2Ž .2 Ž .ž /� � � � �

� Ł Kž /d n� 
 d f � j � 1 �2� � Ž .ž /� � �

�1

� K �K 
 II KK , � 
 MM , j � 1, . . . , p ,Ž . � � 0
ŽŽŽ � M � � Ž .. . � .where p M 
 II MM , d , n � 
 NN are the structure constants for the� � �

Ž . M ²M : Ž .model 4.2 and f � n � p , � 
 NN, M 
 II MM . Since� � �

� K � � � �p d n � 
 MM , K 
 II KK � IŽ .Ž .Ý � � �

� M � �� p d n � 
 NN , M 
 II MM ,Ž .Ž .Ý � � �

an approximation for the central distribution of �2 log Q may be obtained by
Ž .the Box approximation as given in Anderson 1984 , pages 311�316, or by

means of the probably better saddle point approximation as given in, for
Ž .example, Jensen 1991 .
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ŽŽŽ � M � � Ž .. . .REMARK 4.2. If G � H, then p M 
 II MM , d , n � � 
 � are the� � �

Ž .structure constants for the model 4.2 , and thus
E Q�Ž .

Ž .d n ��2 M� � 
 d f � j � 1 �2 � d n ��2Ž .2 Ž .ž /� � � � �� Ł Ł Mž /d n� 
 d f � j � 1 �2�
� � � Ž .ž /� � �

� M �M 
 II MM , j � 1, . . . , pŽ . � � 0
Ž .d n ��2 K� � 
 d f � j � 1 �2 � d n ��2Ž .2 Ž .ž /� � � � �

� Ł Kž /d n� 
 d f � j � 1 �2� � Ž .ž /� � �

�1

� K �K 
 II KK , j � 1, . . . , p ;Ž . � � 0
that is, the test statistic is a product of test statistics indexed by �. The
factor associated with � 
 � corresponds to the problem of testing addi-
tional CI-restrictions based on n independent repetitions from a D -LCI� �

Ž . p � Ž .model D � �, � or � on D cf. Section 5.2 . In the special case where� �

� 4G � H � e is the trivial group, this is the problem of testing the LCI model
given by KK against the one given by MM based on n � n independent�

� Ž .�repetitions cf. AP 1995a .

ŽŽŽ � K � � Ž .. . � .REMARK 4.3. If KK � MM, then p K 
 II KK , d , n � 
 � are the� � �

Ž .structure constants for the model 4.2 , and thus

E Q� �Ž . Ł
Ž .K
II KK

Ž .d n ��2 K� �2 
 d f � j � 1 �2 � d n ��2Ž .Ž .Ž .� � � � �� Ł Kž /ž d n 
 d f � j � 1 �2Ž .Ž .� � � � �

� K �� 
 � , j � 1, . . . , p� � /
Ž .d n ��2 K� � 
 d f � j � 1 �2 � d n ��2Ž .2 Ž .ž /� � � � �

� Ł Kž /d n� 
 d f � j � 1 �2� � Ž .ž /� � �

�1

� K �� 
 � , j � 1, . . . , p ,� � 0
Ž .that is, the test statistic is a product of test statistics indexed by II KK . The

Ž .factor associated with K 
 II KK corresponds to the problem of testing addi-
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tional symmetry restrictions determined by G in the generalized Wishart
ˆŽ .distribution cf. Remark A.2 of � given by H. In the special case KK � MM �� K � �

� 4I, � this is the problem of testing the GS model given by G against the one
Ž .given by H cf. Section A.7 .

5. Independent repetitions and other examples.

5.1. Independent repetitions. Let N be a nonempty finite set, and con-
Ž .sider the model 2.11 . The set

�� 4KK N � K � N K 
 KKŽ .
Ž Ž .. � � Ž .4 ²is a lattice of subsets of I � N with II KK N � K � N K 
 II KK , K �

: ² : � � � � Ž .N � K � N and K � N � K � N, K 
 II KK . It then follows that the
model

�5.1 N 
 
 
 P I � NŽ . Ž . Ž .Ž .GŽN . , KKŽN .

Ž . Ž . Ž .is a GS-LCI model given by G N and KK N cf. Section A.6 . It is easy to see
Ž . � � Ž .4 Ž �that P I � N � Ý � 1 � 
 P I . Note that � � 1 � diag �GŽN ., KKŽN . N G , KK N

. Ž . � Ž .�� 
 N , � 
 P I cf. A.5 .G , KK

Ž .Thus the GS-LCI model 5.1 is, except for the reparametrization

P I � P I � N ,Ž . Ž .G , KK GŽN . , KKŽN .

� � � � 1 ,N

5.2Ž .

Ž .the same as N independent repetitions of the model 2.11 , that is, the model
�N �5.3 N � � 
 P IŽ . Ž . Ž .Ž .G , KK

with observation space � I�N. The smoothing mapping � corresponding to
Ž . Ž . Ž .G N is determined in A.8 . The structure constants for the model 5.1

ŽŽŽ � K � � Ž .. . � . � � Ž .become p K 
 II KK , d , n n � 
 � , where n � N , cf. Section A.6 .� � �

Ž .Thus the smoothing function � , the partially ordered set II KK and the
ŽŽŽ � K � � Ž .. . � . Ž .structure constants p K 
 II KK , d , n � 
 � for the model 2.9 ,� � �

Ž Ž ..determine the smoothing function �, the partially ordered set II KK N �
Ž . ŽŽŽ � K � � Ž .. . � .II KK and the structure constants p K 
 II KK , d , n n � 
 � for the� � �

Ž .model 5.3 . In particular for this model they determine the following.

1. The regularity condition

5.4 � K 
 II KK � � 
 M : p� K � � 0 � nn � p K .Ž . Ž . � � �

ˆ ˆŽ . Ž . Ž .2. The likelihood equations 3.10 and 3.11 for � � � y where xx	 is re-
placed by

1
� �S y � x x � 
 NŽ . Ž .Ý � �n

Ž � . I�N Ž .and y � x � 
 M 
 � is a partition of y according to A.5 .�
ˆŽ . �3. The moments of the generalized variance det � cf. the reparametrization

Ž .� Ž .5.2 in the model 5.3 .
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Ž .REMARK 5.1. The inequalities 5.4 determine the minimum number of
Ž .repetitions for regularity of the model 5.3 .

5.2. Other examples. Let J and T be finite sets, � an orthogonal group
representation of G on � J and LL a lattice of subsets of T. Then �: G �
Ž . Ž . Ž .O J � T defined by � g � � g � 1 is an orthogonal group representationT

J�T � � 4of G on � and KK � J � L L 
 LL a lattice of subsets of J � T. The
Ž .model 2.11 with I � J � T and � and KK defined as above is then a GS-LCI

Ž Ž . �model. This model is called the tensor product of the GS model N 
 
 

Ž .. Ž Ž . � Ž ..P J and the LCI model N � � 
 P T . The smoothing function corre-G KK

sponding to � is easily obtained in terms of the smoothing function corre-
Ž .sponding to � , the partially ordered set II KK is isomorphic to the partially

Ž .ordered set II LL , and the structure constants for the tensor product model
ŽŽŽ � � � � � Ž .. . � . ŽŽ . �are given by L p L 
 II LL , d , n � 
 � where p , d , n � 
� � � � � �

. Ž� are the structure constants for � . The fundamental quantities smoothing
.function, join-irreducible elements and structure constants for the tensor

product model can thus be obtained from the fundamental quantities for each
of the models in the tensor product. The model consisting of n independent

� �repetitions of the tensor product model is then regular if and only if n � L p ,�

Ž .L 
 II LL , � 
 �.
The above tensor product construction allows one to construct numerous

specific examples by using the examples of GS models listed in Section A.6
Ž .and the examples of LCI models presented in AP 1993 . Examples 1.1 and

1.2 in the introduction are tensor products of a trivariate complete symmetry
model and the LCI models in Example 2.5 and Example 2.4, respectively, of

Ž .AP 1993 . Example 1.3 is not of this type.
� 4Let � be the complex numbers, G � �1, � i , � the representation on

J � 4 Ž .Ž .� � � , J � 1, i , given by � g z � gz, g 
 G, z 
 � and LL a lattice of
subsets of T. The tensor product model is then the complex LCI-model, that

Ž . �is, the extension of the LCI-model in AP 1993 to complex variables see also
Ž .�Massam and Neher 1995 . The structure constants for the GS model are

Ž .1, 2, 1 . The model consisting of n independent repetitions of the tensor
� � Ž .product model is then regular if and only if n � L , L 
 II LL . Note that this

Ž . Ž .condition is the same as 3.3 in AP 1993 .
In the same way, one can define the quaternion LCI model. The structure

Ž .constants for the GS model in this tensor product model are 1, 4, 1 , and the
regularity condition for the independent repetitions model is thus the same,

� � Ž .namely, n � L , L 
 II LL .

Ž .REMARK 5.2. From the structure theorem in Andersson 1975b , Theorem
4.18, and the invariant formulation of the LCI model in Section 4 of AP
Ž .1993 , it can be seen that every GS-LCI model is an independent product of
GS-LCI models, each being independent repetitions of a real, complex or
quaternion LCI model. This structure result for GS-LCI models is a direct

Ž .extension of the structure result for GS models in Andersson 1975b .
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6. Concluding remarks. The GS-LCI models may be generalized in
several ways.

� Ž .�1. As in the case of the LCI models cf. Andersson and Perlman 1994 , the
assumption that the expectations of the normal distributions in the model
Ž .2.11 are zero can be removed. The linear GS-LCI model

N � , � � � , � 
 L � P I ,Ž . Ž . Ž .Ž .G , KK

I Ž . Ž .where L 
 � is an M I -subspace, that is, M I L � L, admits anG , KK G, KK

explicit likelihood analysis similar to the GS-LCI models.
Ž .2. The conditional independence CI restrictions given by the lattice KK may

be extended to CI restrictions given by an acyclic directed graph � �
Ž .V, E , where V represents the vertex set and E the directed edges

˙ IŽ . Ž � .arrows between vertices. Suppose that I � � I v 
 V . Then � �v
Ž Iv � . I� � v 
 V and CI restrictions of normal distributions on � w.r.t.

Ž . Ž .V, E can be defined as in, for example, Andersson and Perlman 1995b
Ž . Ž . Ž .or Lauritzen 1989, 1996 . Let P I � P I be the corresponding set of�

nonsingular covariance matrices. Let � be an orthogonal group represen-
I Ž Iv. Žtation of G on � such that u � is a G-subspace, v 
 V cf. LemmaIv

.2.1 . The model

�6.1 N � � 
 P IŽ . Ž . Ž .Ž .G , �

Ž . Ž . Ž .where P I � P I � P I admits an explicit likelihood analysis simi-G, � G �
Ž .lar to the GS-LCI models. If KK is a lattice of subsets of I, then II KK is the

Ž .vertex set for an acyclic directed graph � KK , whose directed edges are
Ž .defined as follows: K � K if and only if K � K , K , K 
 II KK . With1 2 1 2 1 2

� � Ž . Ž .the definition I � K , K 
 II KK , it is seen that the GS-LCI model 2.11K
Ž . Ž . Ž .is a special case of the model 6.1 with � � � KK . Note that � KK is a

transitive directed acyclic graph cf. Andersson, Madigan, Perlman and
Ž .Triggs 1995a .

Ž . Ž3. The condition that all matrices � g , g 
 G, are KK-preserving cf. Section
. Ž .2.4 may be weakened as follows: Let End KK denote the set of all lattice

Ž . Ž . Ž . Žhomomorphisms f : KK � KK, that is, f L � M � f L � f M and f L �
. Ž . Ž .M � f L � f M for all L, M 
 KK. Now, suppose that G also is repre-

sented on KK:

G � End KK ,Ž .
6.2Ž .

g � K � gK ,Ž .

such that

6.3 � x 
 � I, � K 
 KK, � g 
 G : x � 0 � � g x � 0.Ž . Ž .Ž . g KK

Ž .In the special case where the representation 6.2 is trivial, that is,
Ž . Ž .gK � K, K 
 KK, 6.3 reduces to the condition that � g is KK-preserving,

� Ž .� Ž .g 
 G cf. Proposition 2.2 in AP 1993 . Thus the model 2.11 with the
Ž .weaker condition 6.3 is a generalization of the GS-LCI model.
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Ž . Ž .The extension given by the combination of 2 and 3 is under investiga-
Ž .tion and is studied in Madsen 1996 . We close this section with a presenta-

tion of an example of a model with GS and CI restrictions which is not a
GS-LCI model.

Ž .EXAMPLE 6.1. Let x � x , x , x be a trivariate normal distributed vari-a b c
Ž � .able with mean 0 and covariance matrix � � � l, m � a, b, c . For exam-lm

ple, x , x , x , could be measurements of some variable on objects a, b, ca b c
where b and c are ‘‘symmetric.’’ For example, b and c could be two identical

Ž .subengines of a large airplane engine with main engine a. The joint
Ž .distribution should thus not depend on the probably irrelevant labelling of

the two subengines; that is, it should remain invariant under the simple
linear transformation that corresponds to permutation of b and c. This
implies that � has the restrictions � � � and � � � ; that is, � takesb a ca bb cc
the form

� � �

� � �H : � � .GS � 0� � �

Next suppose that the two subengines b and c are connected to each other
only through the main engine a. In this case it would be reasonable to
assume that x and x are conditionally independent given x . This impliesb c a
that � has the restriction

H : � � � ��1� .LCI bc b a aa ac

The restriction imposed on � by H and H could then be expressed asGS LCI
H together with the restrictionGS

H : � � ���1� .GS-LCI

Under the model H , � is uniquely determined by the regression parame-LCI
ters r � � ��1 and r � � ��1, the conditional variances � � � andb b a aa c ca aa b b�a
� � � , and the marginal variance � � � . Thus H could equiva-c c�a a aa GS-LCI
lently be expressed as H together with the restrictionsLCI

r � r � r ,b c

� � � � �.b c
6.4Ž .

Now consider N i.i.d. observations x , . . . , x of the trivariate random obser-1 N
vation x. Since the model H is a special case of multivariate compoundGS
symmetry, it is well known from classical multivariate analysis that the ML
estimator exists and is unique if and only if N � 2. In the model H , theLCI

Ž .required condition is also N � 2. Using 6.4 , it can easily be seen that in
the case of the model H , the condition is N � 1. As in the case of theGS-LCI
GS-LCI models, the ML estimator can be found using a combination of

ˆthe techniques from GS models and LCI models. Thus if � , �, � , � are theˆ ˆ ˆ
ML-estimates of the unknown parameters under H , the ML-estimatorGS

�1 ˆ �1 ˆunder H is determined by setting r � �� , � � � � �� � and � � � ,ˆ ˆˆ ˆ ˆˆ ˆ ˆGS-LCI a
respectively.
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APPENDIX A

Ž .Group symmetry models. The theory of group symmetry GS models
presented in this Appendix is a small but central part of an unpublished
general algebraic theory of normal models developed by Andersson, Brøns,

Žand Jensen in the years 1972�1985 cf. the Introduction and the list of
. � Ž .�references . Note that the definition of a GS model cf. 2.9 , can be extended

Ž . Ito a continuous representation �: G � M I of a compact group G on � . The
� Ž .�definition of the smoothing function � cf. 2.10 , should then be replaced by

Ž . Ž . Ž . Ž .� S � H� g S� g 	� ds where � is the unique normalized Haar measure
on G.

Ž . Ž .PROPOSITION A.1. The action of GL I on P I given by the restrictionG G
Ž .of the action 2.1 is well defined, transitive and proper.

Ž . Ž .PROOF. It is trivial that the action is well defined. Since GL I and P IG G
Ž . Ž . Ž .are closed subsets of GL I and P I and the action 2.1 is proper, it follows
Ž . Ž .that the action of GL I on P I is proper. That the action is transitiveG G

follows from Lemma A.1. �

Ž . Ž .LEMMA A.1. Let � 
 PS I . Then there exists A 
 M I such thatG G
� � AA	.

Ž . Ž .PROOF. There exists A 
 M I such that � � AA	. Then AA	 
 M I .G
Ž .1�2 Ž .1�2 Ž .Since AA	 is a polynomial in AA	, it follows that AA	 
 M I . ThusG

Ž .1�2Ž .1�2� � AA	 AA	 . �

A.1. Maximum likelihood estimation.

ˆ Ž . Ž .THEOREM A.1. The maximum likelihood estimator � x of � 
 P I inG
Ž . Ž .the model 2.9 exists if and only if � xx	 is nonsingular. In this case it is

ˆ Ž . Ž .unique and given by � x � � xx	 .

Ž . I Ž . Ž .PROOF. The likelihood function L: P I � � � 0, � is given by L �, xG
1�1�2 �1 �1Ž . Ž Ž .. Ž .� det � exp � tr � xx	 . Since � 
 P I , it follows thatG2

A.1 tr ��1 xx	 � tr ��1� S x ,Ž . Ž . Ž .Ž .Ž .
Ž . Ž .where S x � xx	 and � is defined in 2.10 . The problem is then to maximize

�1�2 1 �1A.2 L � , x � det � exp � tr � � S x ,Ž . Ž . Ž . Ž .Ž .Ž .Ž .2

Ž . Ž . Ž .in � 
 P I for fixed S x 
 PS I .G
Ž Ž .. Ž .Assume that � S x is nonsingular. Then the maximum of L �, x for

ˆŽ . Ž . Ž Ž ..� 
 P I is well known to be attained at the unique point � x � � S x .
ˆŽ Ž .. Ž . Ž .Since � S x 
 P I , � x is also the solution to the original maximizationG

problem.
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Ž Ž .. �1 Ž Ž ..Next suppose that � S x is singular and set � � n 1 � � S x .n I
Ž . Ž .Then � 
 P I and L � , x � � for n � �. �n G n

REMARK A.1. The maximum of the likelihood function is
�1�2 1ˆ ˆ � �L � x , x � det � x exp � I .Ž . Ž . Ž .Ž . Ž . 2

Ž .From the likelihood function A.2 it can easily be verified that the GS
Ž . Ž .model 2.9 is an exponential family with canonical statistic � xx	 and with

Ž . � Ž .�full and open parameter space P I cf. Barndorff-Nielsen 1978 . In partic-G
ular the canonical statistic is sufficient and complete.

Ž .PROPOSITION A.2. Consider the GS model 2.9 . Either the ML estimator
ˆ Ž . Ž . Ž .� x exists with probability one w.r.t. all N � , � 
 P I , or else it does notG
exist for any x 
 � I.

The proof follows from Theorem A.1, and from Lemmas A.2 and A.4.

ˆREMARK A.2. The distribution of � can be described as a generalized
Ž .Wishart distribution on P I cf. the final paragraph of Appendix B. TheG

Ž .generalized Wishart distributions W are parametrized by pairs �, � 
�, �

Ž . Ž .P I � �� where �� for generalization of degrees of freedom is a subsetG
Ž . Ž .of all multipliers � on GL I ; that is, all continuous functions � : GL I �G G

Ž . Ž . Ž . Ž . Ž .0, � with the properties � 1 � 1 and � A A � � A � A , A , A 
I 1 2 1 2 1 2
Ž .GL I . The expectation of W is �. It is beyond the scope of the presentG �, �

paper to discuss these distributions further.

Ž . Ž .A.2. Regular elements. Let AA G � M I be the algebra generated by
Ž . I Ž . I I� G . An element x 
 � is called regular if AA G x � � . Let � � � denote

the set of regular elements.

I Ž .LEMMA A.2. An element x 
 � is regular if and only if � xx	 is nonsin-
gular.

PROOF. First note that we have the following biimplication: for all x, z 

� I,

�z	� xx	 z � 0 � z	� g xx	� g 	z g 
 G � 0Ž . Ž . Ž .Ž .Ý
� � g 
 G : z	� g x z	� g x 	 � 0Ž . Ž .Ž . Ž .
� � g 
 G : z	� g x � 0.Ž .
I Ž .Let x 
 � and let z 
 � . It is enough to show that z	� xx	 z � 0 implies

� Ž . � 4 Ithat z � 0. Since span � g x g 
 G � � , the above bimultiplication from
the left to the right provides this result. Next, assume that x 
 � I � �. Then
Ž . I IAA G x � � and therefore there exists a z 
 � with z � 0 such that
Ž Ž . .z	 � g x � 0 for all g 
 G. The biimplication from the right to the left then

Ž .shows that � xx	 is singular. �
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Ž .LEMMA A.3. Let AA � M I be a subalgebra with 1 
 AA and let AA* � AAI
denote the group of nonsingular elements in AA. Then AA* is an open subset of
AA, and the Lebesgue measure on AA is concentrated on AA*; that is, AA � AA* has
Lebesgue measure zero.

PROOF. Let the mapping L : AA � AA denote the left multiplication witha
Ž . Ž .a 
 AA. Then a 
 AA* if and only if det L � 0. Since det L is a continuousa a

function of a 
 AA it follows that AA* is an open subset of AA. Furthermore
Ž .det L is a polynomial in the coordinates of a 
 AA with respect to a basisa

Ž . Ž .for AA. Since det L � 0, the result follows from Bourbaki 1963 , Ch. VII,1 I

Section 3, Number 3, Lemma 9. �

LEMMA A.4. The set � is an open subset of � I. If � � � then the Lebesgue
measure on � I is concentrated on �; that is, � I � � has Lebesgue measure
zero.

� I � Ž . 4 Ž .PROOF. Since � � x 
 � � xx	 is nonsingular and P I is open inG
Ž . IPS I , it follows that � is open in � . Let x 
 �. Then the mappingG
Ž . If : AA G � � given by A � Ax is linear and surjective. Since the Lebesgue

Ž . Ž . Ž .measure on AA G is concentrated on the nonsingular elements AA G * of AA G
Ž . Icf. Lemma A.3 , it then follows that the Lebesgue measure on � is concen-

Ž Ž . . Itrated on f AA G * � �, and thus that � � � has Lebesgue measure zero. �

A GS model with � � �, that is, the ML estimator exists with probability
1, is called a regular GS model. Note that the concept of regularity only
depends on the representation � of G on � I.

A.3. Structure constants. Let E and F be finite-dimensional vector spaces
Ž .over the real numbers. Let Hom E, F denote the vector space of all linear

Ž .mappings from E to F. The vector space Hom E, E is also an algebra and is
Ž . Ž .denoted by End E . The group of all nonsingular elements in End E is

Ž . Ž .denoted by GL E the general linear group over E .
Ž .Let G be a finite group and let �: G � GL E be a group representation of

G on E; that is, � is a group homomorphism. It is standard to call E a
Ž .Ž . IG-space and to write gx instead of � g x , g 
 G, x 
 � . By extension of �

ŽG . Ž .to the group algebra � , E becomes, in a canonical way, a left module over
ŽG . � Ž . �� cf., e.g., Bourbaki 1958 , Section 13, Number 1, Remarque . On the

other hand, if E is a module over �ŽG ., then by restriction of �ŽG .-multiplica-
tion to G, we have a group representation of G on E. Since G is finite
Ž .compact the module is semisimple. We can thus use all well-known results
from the theory of semisimple modules.

Ž .Suppose that we also have a group representation � : G � GL F of G on
Ž . Ž .F. A linear mapping f : E � F that commutes with G, that is, f gx � gf x

Ž .for all x 
 E and g 
 G, is called G-linear. Let Hom E, F denote theG
Ž .subspace of Hom E, F consisting of all G-linear mappings f : E � F. The
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Ž . � 4G-spaces E and F are called disjoint if Hom E, F � 0 . The G-spaces EG
Ž .and F are called equivalent if there exists a bijective mapping in Hom E, F .G

A subspace N � E is called a G-subspace if GN � N. Every G-subspace has a
Žcomplement which is also a G-subspace this is in fact the definition of

. � 4semisimple . A representation of G on a vector space S � 0 is called
� 4irreducible if there are no nontrivial G-subspaces, that is, if S and 0 are the

Ž .only G-subspaces of S. By Schur’s Lemma, D � End S is then a divisionG
algebra over the real numbers, and is therefore, by Frobenius’ Theorem,
isomorphic either to the real numbers �, the complex numbers � or the
quaternion division algebra �. The dimension d of D as a vector space over �

is thus 1, 2 or 4, and S is also a vector space over D. Any two irreducible
representations are thus either equivalent or disjoint.

Let � be a complete set of disjoint irreducible representations � : G ��

Ž .GL S of G on real vector spaces S , � 
 �. Since G is finite, � is also� �

Ž .finite. Let � 
 � and denote by d the dimension of D � End S as a� � G �

vector space over the real numbers, and by n the dimension of S as a vector� �

space over D . The dimension of S as a vector space over � is thus d n .� � � �

Note that the integers d , n , � 
 �, only depend on the group G and not on� �

the representation �.
A representation of G on a vector space T is called isotypic if all irre-

ducible G-subspaces of T are equivalent. If � 
 � is equivalent with an
irreducible G-subspace of T, we say that T is of type � or of type S . In this�

case T is a direct sum of equivalent irreducible G-subspaces; that is, T is
isomorphic to S�p where p 
 � is the number of times the irreducible�

representation � is contained in the representation of G on T. The number�

� 4p is called the G-dimension of T. Note that p � 0 corresponds to T � 0 . The
decomposition into irreducible components is in general not unique. Two
nonzero isotypic representations are disjoint if and only if they are of differ-
ent type.

Ž �Any G-space E has a unique decomposition into a direct sum E � � T�

.� 
 � of disjoint isotypic G-subspaces, where T is of type S , � 
 �. The� �

unique G-subspaces T are called isotypic components of E. The family of�

ŽŽ . .structure constants for the G-space E are the family p , d , n � � 
 � of� � �

triples of nonnegative integers, where p is the G-dimension of T , � 
 �.� �

Ž � .The family p � 
 � of nonnegative integers is called the G-dimension of�

the G-space E. When E � � I and the representation is orthogonal, that is,
Ž . Ž . I� G � O I , the decompositions of � into its isotypic components becomes

Ž � .orthogonal. Note that the dimension of E is Ý p d n � 
 � .� � �

Ž � .Let F � � U � 
 � be the unique decomposition of the G-space F into�

Ž . Ž .isotypic components. For every f 
 Hom E, F we have f T � U for allG � �

Ž .� 
 �. On the other hand, if f 
 Hom T , U , � 
 �, then the direct sum� G � �

Ž � .f � � f � 
 � : E � F is G-linear. Thus E and F are disjoint if and only�

if for all � 
 �, either T � 0 or U � 0.� �

Ž .Some of the details of the above can be found in Andersson 1975b . A main
Ž .reference to the theory of semisimple modules is Bourbaki 1958 , Sections

1�4.
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A.4. Regularity and structure constants. The family of structure con-
ŽŽ . . Istants p , d , n � � 
 � for the G-space � is also called the structure� � �

Ž .constants for the GS-model 2.9 . It follows from the structure theorem for GS
Ž . Ž .models in Andersson 1975b , Theorem 4.18, that the GS model 2.9 is

regular if and only if

A.3 � � 
 � : n � p .Ž . � �

A.5. The generalized variance. From the norming constants in Andersson,
�Ž . �Brøns and Jensen 1983 , page 414 , one can easily derive the moments of

the determinant of a real, complex or quaternion Wishart distributed vari-
able, that is, the moments of the generalized variance. These moments are

Ž .well known for the real that is, the standard Wishart distribution and the
complex Wishart distribution. Furthermore it then follows from the structure

ˆ ��Ž . � Ž Ž . .theorem in Andersson 1975b , Theorem 4.18 , that the moments E det � ,
ˆ Ž .where � is the ML estimator in the model 2.9 and � � 0, are given by

� �ˆE det � det �Ž .Ž .ž /
d n �� �2 
 d n � j �1 �2�d n �Ž .Ž .� � � � ��Ł Ł ž /d nž 
 d n � j �1 �2� Ž .Ž .� � � � �A.4Ž .

j � 1, . . . , p � 
 � .� � / 0
ˆŽ . Ž .In fact det � �det � has the same distribution as a product of independent

variables

d n� � �X j � 1, . . . , p � 
 � ,Ł Ł ž /j � �ž /�

2 Ž .where X follows a � distribution with d n � j � 1 degrees of freedomj � � ��

Ž .�1and scale d n .� �

Ž . Ž .REMARK A.3. Note that A.3 and A.4 only depend on the essential
ŽŽ . � . �subfamily of structure constants p , d , n � 
 �* , where �* � � 
� � �

� 4� p � 0 . Any subfamily of the structure constants containing the essential�

subfamily will therefore also be called the structure constants for the model
Ž .2.9 .

A.6. Independent repetitions. Let N be a nonempty finite set and let
Ž .SS N be the symmetric group over N, that is, the group of all permutations

Ž . Ž .of the set N. Let � � 
 O N be the permutation matrix corresponding to
Ž . Ž . Ž .� 
 SS N , that is, the matrix with entries � � � 1 when � � � � 	 and�� 	

equal to zero otherwise, � , � 	 
 N. Let GG denote the semidirect product ofN
� 4N Ž . � 4N Ž .�1, 1 and SS N , that is, the group with underlying set �1, 1 � SS N
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and composition given by

� � � � ��1� � 
 N , � � � � 
 N , � 	 � � � � 
 N , �� 	 ,Ž . Ž .Ž . Ž . Ž .Ž .� � � � Ž� .

Ž � . Ž � � . � 4N Ž .where � � 
 N , � � 
 N 
 �1, 1 and � , � 	 
 SS N . The group GG� � N
has a representation � GG ŽN . on � N given by

GG ŽN . � �� � � 
 N , � � diag � � 
 N � � ,Ž .Ž . Ž .Ž . .� �

ŽŽ � . . GG ŽN .Ž .where � � 
 N , � 
 GG . The set of matrices � GG is the group of all� N N
N � N permutation matrices with signs � on the nonzero entries.

Ž . GŽN .The product group G N � G � GG has an orthogonal representation �N
on � I�N given by

� GŽN . g , � � � g � � GG ŽN . � ,Ž . Ž . Ž .Ž .
Ž . Ž .where g, � 
 G N .

Ž . � � Ž .4It is easy to see that P I � N � � � 1 � 
 P I . Note thatGŽN . N G

˙ �A.5 I � N � � I � 
 N ,Ž . Ž .
Ž � . Ž .and hence � � 1 � diag � � 
 N , � 
 P I .N G

Ž Ž . � Ž ..Thus the GS model N 
 
 
 P I � N is, except for the reparam-GŽN .
etrization

P I � P I � N ,Ž . Ž .G GŽN .

� � � � 1 ,N

A.6Ž .

Ž .the same as N independent repetitions of the model 2.9 , that is, the model
�N �A.7 N � � 
 P IŽ . Ž . Ž .Ž .G

with observation space � I�N. The smoothing mapping � corresponding to
Ž .G N is determined by

1
�� S � � S � 
 N � 1Ž . Ž .Ž .Ý �� Nž /n

A.8Ž .
1

�� � S � 
 N � 1 ,Ž .Ý �� Nž /n
Ž Ž . . Ž .where S � S � � , � 	 
 N � N 
 PS I � N is the partition of S accord-�� 	

Ž . � �ing to A.5 and n � N .
Ž . ŽŽ .Finally the structure constants for the model A.7 become p , d , n n �� � �

. GG ŽN . Ž . N� 
 � . This follows since the representation � � � of G N on S � �� �

is irreducible and its commutator is isomorphic to D , � 
 M.�

ŽŽ .Thus the smoothing mapping � and the structure constants p , d , n �� � �

. Ž .� 
 � for the model 2.9 determine the smoothing function � and the
ŽŽ . � . Ž .structure constants p , d , n n � 
 � for the model A.7 . In particular,� � �

they determine the regularity condition

A.9 � � 
 M: nn � p ,Ž . � �

ˆ Ž .the estimator � for � 
 P I :G

�̂ y � � S y ,Ž . Ž .Ž .
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� I�NŽ . Ž . Ž � . Ž � .where S y � 1�n Ý x x � 
 N and y � x � 
 N 
 � is a partition� � �
ˆŽ . Ž .of y according to A.5 , and the moments of the generalized variance det �

� Ž .� Ž .cf. the reparametrization A.6 in the model A.7 .

Ž .REMARK A.4. The inequalities A.9 determine the minimum number of
Ž .repetitions for regularity of the model A.7 .

The literature contains several specific examples of GS models and testing
problems.

Ž .1. Complete symmetry, Wilks 1946 .
Ž .2. Compound symmetry of types I and II, Votaw 1948 .

Ž .3. Circular symmetry, Olkin and Press 1969 .
Ž .4. Independent multivariate observations, Anderson 1984 .

5. Independent multivariate observations with the same covariance matrix,
Ž .Anderson 1984 .

Ž . Ž .6. Complex normal distributions, Goodman 1963 , Khatri 1965a, b , Anders-
Ž . Ž .son 1975b , Andersson, Brøns and Jensen 1983 , Andersson and Perlman

Ž .1984 .
Ž .7. Quaternion normal distributions, Andersson 1975b , Andersson, Brøns

Ž .and Jensen 1983 .
Ž .8. Multivariate complete symmetry, Arnold 1973 . This model is, except for a

Ž Ž .simple rearrangement, the same as compound symmetry of type II, cf. 2
.above .

Ž .9. Circular symmetry in blocks, Olkin 1973 . This model is not the multivari-
ate version of circular symmetry. It is in fact the model of dihedral
symmetry, that is, circular symmetry and invariance under reverse order-

� Ž .�ing cf. Perlman 1987 .

For all of these models, the smoothing function and the structure constants
can easily be obtained.

A.7. Testing additional symmetry. Let G � G be a subgroup of the finite0
Ž .group G and let � : G � O I be an orthogonal group representation0 0 0

Ž .extending �: G � O I . The GS model
�A.10 N � � 
 P IŽ . Ž . Ž .Ž .G 0

Ž . Ž . Ž . Ž .is a submodel of the GS model 2.9 since P I � P I . Since AA G x �G G0
Ž . I I Ž .AA G x for all x 
 � , it follows that if x 
 � is regular for the model 2.9 ,0

Ž .then it is also regular for the model A.10 . In particular regularity of the
Ž . Ž .model 2.9 implies regularity of the submodel A.10 . We shall consider the

statistical problem of testing
H : � 
 P IŽ .0 G 0

against
H: � 
 P I .Ž .G

Let � denote the smoothing mapping corresponding to the representation �0 0
� Ž .� Ž . Ž .cf. 2.10 . Assume that 2.9 , and therefore also the submodel A.10 , is
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regular. Then the likelihood ratio statistic Q exists with probability 1, and
from Remark A.1 it follows that Q is given by

1�2ˆdet �Ž .
Q � ,1�2ˆdet �Ž .0

ˆ Ž . Ž . Ž Ž .. Ž .where � x � � xx	 � � S x is the ML estimator for � 
 P I in the0 0 0 G 0ˆ ˆŽ . Ž . Ž .model A.10 . Since the distribution of det � and det � both have scale0
Ž .det � under H , it follows that Q is an ancillary statistic under H . Since0 0 0

ˆ ˆ� is complete and sufficient, it follows from Basu’s lemma that � and Q are0 0
�independent under H . This also can be obtained using Lemma 3 in Anders-0
Ž . Ž . Ž .son, Brøns and Jensen 1983 with X � �, Y � P I and G � GL I ,G G0 0ˆwhich implies that � is independent of the maximal invariant statistic of0

Ž . Ž .the action of G � GL I on P I . Since Q is invariant under this action,G G0 �the above result follows.
ˆ ˆ 1�2 ˆ 1�2Ž . Ž . Ž .Thus det � is independent of Q and det � � det � Q, hence it0 0

� .follows that the � th moment of Q, � 
 0, � , is given by

��2ˆE det �Ž .ž /
�E Q �Ž . ��2ˆE det �Ž .0ž /

so

E Q�Ž .
d n ��2� �2 
 d n � j � 1 �2 � d n ��2Ž .Ž .� � � � �� Ł Ł ž /d nž 
 d n � j � 1 �2� Ž .Ž .� � � � �

j � 1, . . . , p � 
 �� � / 0
d n ��2� �2 
 d n � j � 1 �2 � d n ��2Ž .Ž .� � � � �

� Ł Ł ž /ž d n 
 d n � j � 1 �2ž Ž .Ž .� � � � �

�1

j � 1, . . . , p � 
 � ,� � / /
ŽŽ . � .where p , d , n � 
 � are the structure constants for the representation� � �

� of G . Note that the moments satisfy the classical Box conditions since0 0
Ž � . � � Ž � .Ý p d n � 
 � � I � Ý p d n � 
 NN . One can thus use the approxi-� � � � � �

Ž . Ž .mation to the distribution of �2 log Q given for example in Anderson 1984 ,
pages 311�316. Another, and probably better, method is the saddle point

Ž .approximation given in Jensen 1991 .
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A.8. Linear GS models.

I Ž . Ž .LEMMA A.5. Let L � � be an M I -subspace, that is, M I L � L, andG G
Ž . � � I � 4let D 
 P I . Then L � y 
 � � x 
 L: y	Dx � 0 does not depend onG

Ž . � � I 4 Ž .D 
 P I , that is, L � y 
 � � � x 
 L: y	x � 0 , and it is an M I -G G
subspace.

Ž . Ž .PROOF. First note that A 
 M I if and only if A	 
 M I . It followsG G
Ž .from Lemma A.1 that there exists A 
 GL I such that D � A	 A. ThenG

L�� y 
 � I � � x 
 L: y	 A	 Ax � 0� 4
� y 
 � I � � x 
 L: y	 A	 Ax � 0� 4Ž .
� y 
 � I � � x 
 L: y	x � 0 ,� 4

Ž . � Ž .since A	 A L � L. Next let y 
 L and A 
 M I . For every x 
 L weG
Ž .have that Ay 	x � y	 A	x � 0 since A	x 
 L. �

I Ž .Let L � � be an M I -subspace and let P denote the orthogonalG L
Ž .projection matrix determined by L, that is, x � P x 	z � 0 for all z 
 L. TheL

statistical model

A.11 N � , � � � , � 
 L � P IŽ . Ž . Ž . Ž .Ž .G

Ž .is called the linear group symmetry LGS model determined by L and G.

ˆ ˆŽ Ž . Ž .. Ž .THEOREM A.2. The maximum likelihood estimator � x , � x of � , �
Ž . Ž . ŽŽ .Ž . .
 L � P I in the model A.11 exists if and only if � x � P x x � P x 	G L L

Ž̂ . Ž .is nonsingular. In this case, it is unique and given by � x � P x andL
ˆ Ž . ŽŽ .Ž . .� x � � x � P x x � P x 	 .L L

Ž Ž .. I Ž .PROOF. The likelihood function L: L � P I � � � 0, � is given byG

�1�2 1 �1L � , � , x � det � exp � tr � x � � x � � 	 .Ž . Ž . Ž . Ž .Ž . Ž .Ž .2

�1 Ž . �Since � 
 P I and L is the orthogonal complement to L w.r.t. allG
�1 Ž .� 
 P I , it follows thatG

tr ��1 x � � x � � 	Ž . Ž .Ž .
� tr ��1� x � P x x � P x 	Ž . Ž .Ž .Ž .L LA.12Ž .

�tr ��1 P x � � P x � � 	 .Ž . Ž .Ž .L L

The problem is then to maximize

�1�2 1 �1L � , � , x � det � exp � tr � � x � P x x � P x 	Ž . Ž . Ž . Ž .Ž . Ž .Ž .Ž L L2

1 �1� tr � P x � � P x � � 	 ,Ž . Ž .Ž . .L L2
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Ž . Ž . Iwhere � , � 
 L � P I and x 
 � is fixed. Now it is seen that the MLG
Ž̂ . Ž .estimator for � 
 L always exists and is uniquely given by � x � P x . TheL
Ž . ŽŽtheorem now follows from Theorem A.1 by replacing � xx	 by � x �

.Ž . .P x x � P x 	 . �L L

REMARK A.5. The maximum of the likelihood function is

�1�2 1ˆ ˆ � �L � x , x � det � x exp � I .Ž . Ž . Ž .Ž . Ž . 2

An element x 
 � I is called regular w.r.t. L and G if x � P x 
 �. TheL
set of regular elements w.r.t. L then has the form � � L � � I, whereL
� � L� . An element x 
 � I is then regular w.r.t. L and G if and only ifL
ŽŽ .Ž . .� x � P x x � P x 	 is nonsingular.L L

LEMMA A.6. The set � � L is an open subset of � I. If � � L � � thenL L
I I Ž .the Lebesgue measure on � is concentrated on � � L, that is, � � � � LL L

has Lebesgue measure zero.

� � � Ž . 4 Ž .PROOF. Since � � z 
 L � zz	 is nonsingular and P I is open inL G
Ž . � IPS I , it follows that � is open in L and thus that � � L is open in � .G L L

Ž . I Ž .Let x 
 � � L. Then the mapping f : AA G � � given by A � A x � P xL L
Ž .is linear and surjective. Since the Lebesgue measure on AA G is concentrated

Ž . Ž . Ž .on the nonsingular elements AA G * of AA G cf. Lemma A.3 and f is linear
and surjective, it follows that the Lebesgue measure on � I is concentrated on
Ž Ž . . I Ž .f AA G * � � � L, and thus the � � � � L has Lebesgue measure zero.L L

�

Ž .PROPOSITION A.3. Consider the LGS model A.11 . Either the ML estima-
ˆ ˆŽ Ž . Ž .. Ž . Ž .tor � x , � x exists with probability one w.r.t. all N � , � , � , � 
 L �

Ž . IP I , or else it does not exist for any x 
 � .G

The proof follows from Theorem A.2 and Lemma A.6.
A LGS model with � � �, that is, such that the ML estimator exists withL

probability 1, is called a regular LGS model. Note that the concept of
regularity only depends on the representation of G on � I and L.

REMARK A.6. It follows from the theory of semisimple modules, for exam-
Ž . Ž . Ž .ple as explained in Bourbaki 1958 or Andersson 1975b , that any M I -G

module L corresponds to D -subspaces L � S , � 
 �, where we define� � �

� 4L � 0 when p � 0. Let l be the D -dimension of L , � 
 �. We shall call� � � � �

Ž � . Ž . Ž .the family l � 
 � , the M I -dimension of L. In particular, an M I -� G G
I Ž .subspace L of � is an M I -module.G

I Ž .The group representation � on � and the M I -subspace L thus define aG
ŽŽ . � . Žfamily p , d , n , l � 
 � of four-tuples of nonnegative integers cf. Sec-� � � �

.tion A.3 . This family is called the family of structure constants for the model
Ž . Ž � .A.11 . Note that the dimension of L is Ý p d l � 
 � .� � �
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�Ž . �REMARK A.7. It follows from Andersson 1975b , Theorem 4.18 , that the
Ž .model A.11 is regular if and only if

� � 
 � : n � p � l .� � �

ˆŽ . Ž . Ž .Also the distribution of det � �det � can be obtained from Andersson 1975b
as a product of independent variables

d n� � �X j � 1, . . . , p � 
 � ,Ł Ł ž /j � �ž /�

2 Ž .where X follows a � distribution with d f � j � 1 degrees of freedomj � � ��

Ž .�1and scale d n and f � n � l . Thus� � � � �

� �ˆE det � det �Ž .Ž .ž /
d n �� �2 
 d f � j � 1 �2 � d n �Ž .Ž .� � � � �� Ł Ł ž /d nž 
 d f � j �1 �2� Ž .Ž .� � � � �A.13Ž .

j � 1, . . . , p � 
 � .� � / 0
The theory of LGS models can be developed in a similar fashion to the

theory of GS models presented above.

APPENDIX B

Proof of Theorem 4.1. The proof follows the same ideas as the proof of
Ž . Ž .Theorem 3.1 in AP 1995a . Simply follow the Appendix in AP 1995a with

the following changes and improvements:
Ž . I Ž .Replace M I � N by � and replace the definition of � in A.1 of AP

Ž . Ž . Ž . Ž .1995a with the definition 3.18 . Furthermore replace GL KK , P KK and
Ž . Ž . Ž . Ž� �. Ž .P , K 
 II KK , by GL I , P I and P K , K 
 II KK , respectively.� K � G, KK G, KK G

Ž . Ž .Note that GL I acts on � since for A 
 GL I and x 
 �,G, KK G, KK

Ž . Ž . Ž .AA G A x � A AA G x � A E � E for all K 
 II KK .K K K K K K K K K
Ž .The next step is to transform the normal distributions in the model 4.1 by

Ž . .� : � � ��TT. The hypothesis H in AP 1995a is replaced by H . WeT KK G, KK

notice that it is not necessary to represent the orbit projection � explicitly.TT

Ž .Thus as we shall see, Lemma A.1 in AP 1995a is unnecessary in the present
Ž .proof and in the proof of Theorem 3.1 in AP 1995a . The calculations from

Ž . Ž . Ž .A.7 to A.8 in AP 1995a are now replaced by the following.
Ž � Ž ..First note that � � � � K 
 II KK is a Haar measure on TT, where � isK K

Ž� � ² :. Ž .a Lebesgue measure on M K � K , K 
 II KK . Let x 
 �. We shallG
Ž . Ž .first use that Tx � x � T x and Tx � T x together� K � � K � � K : ²K : ²K : ²K : ²K :
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Ž . Ž .with 2.6 and the translation invariance of � , K 
 II KK , to obtainK

q � xŽ .Ž .TT

�1�2 1 �1� det � exp � tr � Tx Tx 	 � dTŽ . Ž . Ž . Ž .Ž .Ž .H 2

�1�2 1 �1� det � exp � tr � x � T x ��� 	Ž .Ž . Ž .Ž .Ł H ž /� K � � � K � � � K � � K : ²K :2žB.1Ž .

��� dT K 
 II KK ,Ž .Ž .K � K : /
where the order of integration should be determined by a never-increasing

Ž . Ž . Ž . Ž .listing of the elements in II KK . Let K 
 II KK . It follows from 3.5 , 3.7 and
Ž .A.1 that

B.2 tr ��1 x T x � 0,Ž . Ž .� K � � � K � � � K : ²K :

and that

B.3 tr ��1 x x� � tr ��1 � x ,Ž . Ž . � �Ž . Ž .K �� K � � � K � � � K � � � K � �

where
ˆB.4 x � x � R x ,Ž . � K � � � K � � K : ²K :

ˆ Ž� � ² :. Ž .and R is the unique solution in M K � K to 3.10 . The factor� K : G
Ž . Ž .corresponding to K 
 II KK in B.1 can be rewritten as follows:

1 �1exp � tr � x � T x ��� 	 � dTŽ .Ž . Ž .Ž .H ž /� K � � � K � � K : ²K : K � K :2

1 �1 ˆ� exp � tr � x � R � T x ��� 	 � dTŽ . Ž .H ž /ž /� K � � � K � � � K : � K : ²K : K � K :2 ž /ž /
1 �1� exp � tr � x � T x ��� 	 � dTŽ .Ž . Ž .Ž .H ž /� K � � � K � � � K : ²K : K � K :2

1 �1� exp � tr � � xx	Ž . � �Ž .K �ž /� K � �2

1 �1� exp � tr � T x ��� 	 � dT ,Ž .Ž . Ž .Ž .H ž /� K � � � K : ²K : K � K :2

Ž .where the first equality follows from B.4 , the second from the translation
Ž . Ž . Ž .invariance of � and the third from B.2 and B.3 . The density q of � PK TT

w.r.t. the quotient measure ��� on ��TT is thus given by

q � xŽ .Ž .TT

�1�2 1 �1� det � exp � tr � � xx	Ž .Ž . � �Ž .Ł K �ž /� K � � � K � �2ž
1 �1 �� exp � tr � T x ��� 	 � dTŽ .Ž . Ž .Ž .H ž /� K � � � K : ²K : K � K :2

B.5Ž .

K 
 II KK .Ž . /
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Ž . Ž .The next step is to represent the transformed measure � P � q � ���TT

as q � � , where � is an invariant measure under the induced action of AA on1
Ž .��TT. The first part of the second paragraph on page 35 in AP 1995a is

unchanged until the formula for mod � . This formula is in general not validA
for the present paper. Next define

1 ��1n � � exp � tr � T T � dTŽ . Ž .Ž .H ž /� K � � K � � K : � K : K � K :2

and

c � , xŽ .� K � ²K :

�1 1 �1� n � exp � tr � T x T x 	 � dT ,Ž . Ž . Ž . Ž .Ž .H ž /� K � � K � � K : ²K : � K : ²K : K � K :2

Ž� �. Ž � . Ž .where � 
 P K . Since c A � A , x � c � , x , A 
� K � G � K � � K � � K � ²K : � K � ²K : � K �
Ž� �. Ž .GL K , it follows from Proposition A.2 that c � , x does not dependG � K � ²K :

Ž� �. Ž .on � 
 P K . Furthermore, replace m in AP 1995a by� K � G

m � xŽ .Ž .TT

1�2 �11ˆ ˆ� det � x exp � tr � x T x ��� 	Ž . Ž . Ž .Ž .� � � �Ž .Ł HK � K �ž /ž /� K : ²K :2žž
�1

�� dT K 
 II KK .Ž .Ž .K � K : / /
The density q is therefore given by1

1�2ˆn � det � x 1Ž .Ž . � �Ž .K �� K � � �1 ˆq � x � exp � tr � � x .Ž . Ž .Ž . � �K �ž /1 TT � K � �1�2 ž /ˆ 2n � xŽ . � � det �Ž .K � Ž .� K � �

Ž .Now apply Lemma A.2 in AP 1995a with the identifications G � G	 �
Ž Ž� �. � Ž ..AA, X � ��TT, X 	 � � P K K 
 II KK , � � id , and with � given byG AA

ˆŽ Ž .. Ž Ž . � Ž ..� � x � � x K 
 II KK , to conclude that the induced action of AA onTT � K � �

��TT is proper.
Ž . Ž .Next replace the right-hand side of A.11 in AP 1995a by

1�2ˆdet �n � 1Ž . ž /� K � �� K � � �1B.6 exp � tr � � .Ž . Ž .� K � � � K �1�2 ž /n � 2Ž . det �� K � Ž .� K �

Ž� �.Note that � is an invariant measure on P K under the action ofK G
ˆŽ� �. Ž .GL K and that the distribution of � has the density B.6 w.r.t.G � K � �

Ž . Ž .� d� , K 
 II KK . These distributions are all generalized Wishart distri-K � K �
Ž .butions cf. Remark A.2 . This completes the proof of Theorem 4.1. �
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