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Generalized linear models (GLM) include many useful models. This paper studies simultaneous confidence regions for the mean response function in these models. The coverage probabilities of these regions are related to tail probabilities of maxima of Gaussian random fields, asymptotically, and hence, the so-called tube formula is applicable without any modification. However, in the generalized linear models, the errors are often non-additive and non-Gaussian and may be discrete. This poses a challenge to the accuracy of the approximation by the tube formula in the moderate sample situation. Here two alternative approaches are considered. These approaches are based on an Edgeworth expansion for the distribution of a maximum likelihood estimator and a version of Skorohod’s representation theorem, which are used to convert an error term (which is of order \( n^{-1/2} \) in one-sided confidence regions and of \( n^{-1} \) in two-sided confidence regions) from the Edgeworth expansion to a “bias” term. The bias is then estimated and corrected in two ways to adjust the approximation formula. Examples and simulations show that our methods are viable and complementary to existing methods. An application to insect data is provided. Code for implementing our procedures is available via the software parfit.

1. Introduction. Generalized linear models (GLM) include many useful models, for example, linear regression models for normal response data, linear logistic models for binary response data and log-linear models for categorical response data. It is important to quantify the shape, presence of some special features and uncertainty of the estimates of the mean response curve or the regression function. For this purpose, this article studies informative simultaneous confidence regions (SCR hereafter) for the mean response curve under generalized linear models.

The Scheffé (1959) method may be used to construct a SCR for a linear parametric regression function over the whole predictor space when errors are i.i.d. normal and additive. In more practical cases when the domain of interest is a subset of the whole predictor space, Naiman (1987, 1990) and Sun and Loader (1994) provided SCRs for a regression function over the subset using the “tube method” [see also Knowles and Siegmund (1989), Johansen and Johnstone (1990)]. These regions are robust for additive models with contaminated normal errors and errors from spherical symmetric distributions.
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The “tube formula” in principle also works without modification for models with any nonnormal additive independent errors when the sample size is large as the central limit theorem applies. In other cases, this tube formula without any modification (called naive SCR hereafter) may fail, as shown in Loader and Sun (1997). It is encouraging that the tube formula can be modified and combined with other techniques to extend to the cases with independent heteroscedastic or correlated additive errors, after an adjustment to account for the extra variation introduced by estimation of unknown weights in a weighted least squares regression or the structured covariance in the correlated case [cf. Faraway and Sun (1995) and Sun, Raz and Faraway (1999)]. However, in the generalized linear model, the errors are often nonadditive (unless they are normal) and (response) variables are discrete. This poses a challenge to the tube method used in the above work when the sample size is moderate.

Here two remedies are proposed. They apply the Edgeworth expansion in the middle of approximations rather than the normal approximation for a normalized process and then use the idea of the Skorohod construction to convert the first order error term from the Edgeworth expansion (in terms of distribution) to a bias term (in terms of the difference of the process and its limit, in a suitable sample space). The converted expansion may be called an inverse Edgeworth expansion. Our corrections then proceed in two ways in “correcting” the bias term from the inverse Edgeworth expansion.

More details are as follows. In Section 2, the GLM and some basic SCRs are described. In Section 3, several inverse Edgeworth expansions are developed. The first expansion is called basic inverse Edgeworth expansion in this paper. The inverse Edgeworth expansion is of interest in itself and can be considered as a generalization of the Cornish–Fisher expansion for a partial sum of i.i.d. random variables. Other inverse Edgeworth expansions are generalized from the basic inverse Edgeworth expansion for some special processes to make corrections in Section 4. In Section 4, a first-level approximation to the coverage probabilities of the basic SCRs is provided; corrections of the basic SCRs are derived in two ways for each of two types of SCRs: one- and two-sided SCRs. In the case of the one-sided SCR, the error term in the Edgeworth expansion is at the rate of $n^{-1/2}$ and depends on the bias, skewness and variance of a normalized process; in the case of two-sided SCRs, the error term is of order $n^{-1}$ and depends on the kurtosis and a secondary effect of the skewness of the process. Thus, the corrections for one-sided and two-sided SCRs are different. Our first way of correction is to apply the tube formula to some modified processes. Our second way of correction uses the method of bias correction in Sun and Loader (1994), which is equivalent to shrinking and expanding the width of the basic SCRs, based on a bound of the bias term. Examples and simulations are shown in Section 5. Concluding remarks and comparisons with alternative methods [e.g., Knafl, Sacks and Ylvisaker (1985), Hall and Titterington (1988) and Härdle and Marron (1991)] are summarized in Section 6. Proofs and other examples can be found in the Appendix. Those who wish to use our SCRs right away may read Table 3 in Section 5 directly, though reading
the description of GLM in Section 2 and the concluding remarks in Section 6 is always helpful. Those who wish to check the meaning of a notation may consult the list of notations at the end of this paper, arranged roughly in the order of their appearances in the paper.

2. Model and basic simultaneous confidence regions.

Model. Consider the usual generalized linear model (GLM) specified by a link function and a random structure. Here the (anti) link function $g$ links $n$ independent observable pairs of predictor $x_i$ and response variable $Y_i$ by

$$-\infty < E(Y_i|x_i) = g(\eta(x_i)) < \infty \quad \text{for } i = 1 \ldots n,$$

where $E(Y|x)$ is the conditional expectation of a response $Y$ given a predictor $x$, $\eta(x) = z(x)^T \beta$ is a linear predictor, $\beta$ is a $q$-dimensional unknown parameter and $z$ is a $q$-dimensional known covariate, for example, $z(x) = (1, x, x^2)$. The random structure assumes that the density $f$ of $Y_i$ belongs to an exponential family,

$$(1) \quad f(y; \theta_i) = \exp\{y\theta_i - b(\theta_i) + a(y)\}$$

with respect to some $\sigma$-finite measure $d\Lambda(y)$, for some known functions $b$ and $a$ and a natural parameter $\theta_i = \theta(x_i)$. The natural parameter is a function of the linear predictor $\eta(x_i)$. Our problem of interest is to find under the GLM an informative simultaneous confidence region for the mean response function $E(Y|x)$ as a function of $x$ over a domain of interest $\mathcal{X} \subseteq \mathbb{R}^d$ for some $d > 0$. In this paper, for simplicity we only study the case $d = 1$. The extension to a high-dimensional $d$ is possible since both the tube formula and the inverse Edgeworth expansion (can) have their multivariate versions.

Throughout this paper, a subscripted function denotes the function evaluated at $x_i$, for example $z_i = z(x_i)$ and $\theta_i = \theta(x_i)$, and $b'$ denotes the first derivative of $b$, $b''$ the second derivative and $b'''$ the third derivative, etc.

Basic simultaneous confidence regions. In most cases, the link function $g$ is chosen to be the canonical link. The canonical link requires that the natural parameter $\theta = \theta(x) = \eta(x)$, so $g(\eta) = g(\theta) = E(Y|x) = b'(\theta)$, which is a known monotone function of $\eta$ since $b''(\theta) = \text{var}(Y|x) > 0$. Hence finding a SCR for the mean response function $E(Y|x)$ is equivalent to finding a SCR for the linear predictor $\eta(x)$, for $x \in \mathcal{X}$.

A basic two-sided SCR for $\eta(x)$ is one centered around its estimator $\hat{\eta}(x) = z(x)^T \Hat{\beta}$,

$$(2) \quad l_c(x) = (\hat{\eta}(x) - c\hat{\sigma}(x), \hat{\eta}(x) + c\hat{\sigma}(x)) \quad \forall x \in \mathcal{X}$$

for some $c > 0$, where $\Hat{\beta} = \Hat{\beta}_n$ is the maximum likelihood estimator of $\beta$, and $\hat{\sigma}^2(x)$ is the estimated asymptotic variance of $\hat{\eta}(x)$. Equations (6) and (7) below have their detailed expressions. For a prescribed level $0 < 1 - \alpha < 1$, $c$ is such that

$$(3) \quad 1 - \alpha = \text{pr}\{\eta(x) \in l_c(x), \forall x \in \mathcal{X}\}.$$
Once $c$ is found, we have a SCR $l_c(x)$ for $\eta(x)$ and hence a SCR $g(l_c(x))$ for the mean response function $E(Y|x)$ for $x \in \mathcal{X}$. Note that for an approximate pointwise CI at a fixed $x$, $c$ is simply $\Phi^{-1}(1 - \alpha/2)$, the upper $\alpha/2$ quantile of the standard normal distribution.

Sometimes one-sided confidence bounds are of interest. For example, in quality control applications, one might want upper bounds on the failure rates of components under various operating conditions. Our one-sided basic upper and lower SCRs for $\eta(x)$ are of the form

$$l^u(x) = (-\infty, \hat{\eta}(x) + c^u \hat{\sigma}(x)) \quad \forall x \in \mathcal{X},$$

$$l^l(x) = (\hat{\eta}(x) - c^l \hat{\sigma}(x), \infty) \quad \forall x \in \mathcal{X},$$

respectively, where $c^u$ and $c^l$ are such that

$$\Pr\{\eta(x) \in l^u(x), \forall x \in \mathcal{X}\} = 1 - \alpha = \Pr\{\eta(x) \in l^l(x), \forall x \in \mathcal{X}\}.$$  

We shall see in Section 4 that $c^l = c^u$, using a first-level approximation to (5).

Clearly, the estimator $\hat{\beta}$ is a solution of the MLE equation

$$\sum_{i=1}^{n} z_i [Y_i - b'(\theta_i)] = 0.$$ 

The asymptotic variance $\sigma^2(x)$ of $\hat{\eta}(x)$ and its estimator are

$$\sigma^2(x) = z(x)^T I_n^{-1}(\hat{\beta}) z(x), \quad \hat{\sigma}^2(x) = z(x)^T I_n^{-1}(\hat{\beta}) z(x),$$

where $\sigma(x)/\hat{\sigma}(x) = 1 + O_p(n^{-1/2})$ [obviously, under the Cramér conditions that lead to $\hat{\beta} - \beta = O_p(n^{-1/2})$] and $I_n(\beta)$ is the $q \times q$ Fisher information matrix about $\beta$ in the sample $(x_i, Y_i), i = 1, \ldots, n$. This Fisher information can be expressed as

$$I_n(\beta) = \sum_{i=1}^{n} b''(\theta_i) z_i z_i^T = X^T \Sigma X,$$

where $z_i = z(x_i), X^T = (z_1, \ldots, z_n)$ is the $n \times q$ design matrix and

$$\Sigma = \text{diag}(\text{var}(Y_1), \ldots, \text{var}(Y_n)) = \text{diag}(b''(\theta_1), \ldots, b''(\theta_n))$$

is the variance matrix of the responses. Of course, $\hat{\beta}$ may be a biased estimator of $\beta$. We will not merely recenter or shift the region in (2) based on an estimator of the bias, as this may increase the variance of the adjusted estimator and sometimes is worse than no correction [cf. Loader (1993) and Sun and Loader (1994)]. Instead, to achieve a prescribed level, we shall use two methods of bias corrections discussed at the end of Section 1.

Discussion. The following development and corrections of basic SCRs are for the case that the link is canonical. However, it is apparent that our method also applies to the case with known noncanonical link. A discussion for the case of an unknown link function is given in Section 6.
3. Inverse Edgeworth expansions. In this section, inverse Edgeworth expansions are developed using Skorohod construction. Examples of relevant coefficients in the inverse Edgeworth expansions, such as bias, skewness and lattice term, are presented in the Appendix. For two sequences of distributions, $F_n$ and $G_n$, it will be convenient to have a notation to denote equality of distributions up to $o(n^{-1/2})$ or $o(n^{-1})$. We write $F_n =^d G_n$ to indicate that $F_n(x) - G_n(x) = o(n^{-1/2})$ or $o(n^{-1})$, uniformly in $x$. Whether it is $o(n^{-1/2})$ or $o(n^{-1})$ should be clear from the last term in $F_n$ or $G_n$. As is customary, we also write $X_n =^d Y_n$ to indicate that the corresponding sequence of distributions stand in the relation of equality up to $o(n^{-1/2})$ or $o(n^{-1})$ and we write $\langle x, y \rangle$ to denote the inner product between two arguments $x$ and $y$.

Inverse Edgeworth expansions of vectors. The heuristics for developing an inverse Edgeworth expansion is as follows. When $\beta$ is one-dimensional, for a normalizing constant $a_n$, following Skovgaard (1981a, b) we have an Edgeworth expansion for the random sequence $a_n(\hat{\beta}_n - \beta)$ given by

$$\text{pr}\{a_n(\hat{\beta}_n - \beta) \leq t\} = \Phi(t) + R_n(t) \equiv F_n(t),$$

where $R_n(t) = O(n^{-1/2})$ depends on the bias and skewness of $a_n(\hat{\beta}_n - \beta)$ and $\Phi(t)$ is the standard normal cumulative distribution function. (When $\beta$ is $q > 1$-dimensional, a similar expansion exists for $\langle v, a_n(\hat{\beta}_n - \beta) \rangle$ for any $v \in \mathbb{R}^q$.) Thus, for some $Q_n(t) = O(n^{-1/2})$,

$$a_n(\hat{\beta}_n - \beta) \overset{d}{=} F_n^{-1}(U) = \Phi^{-1}(U) + Q_n(U) \overset{d}{=} Z + Q_n(\Phi(Z)),$$

where $U$ is a uniform random variable on $(0,1)$ and $Z$ is a standard normal random variable. In this way, the $O(n^{-1/2})$ error term $R_n$ in the convergence of the distribution is passed onto a $O_p(n^{-1/2})$ “bias” term $Q_n(\Phi(Z))$ between the random sequence and its limit, in a suitable sample space. This is similar to that of Skorohod construction. A detailed expression of $Q_n$ is given in (10) of the following proposition.

**Proposition 3.1** (Basic inverse Edgeworth expansion). Let $\lambda_\alpha \leq \lambda_\beta$ denote the smallest and largest eigenvalues of $A_n$, where $A_n(\beta) = I_n(\beta)/n - \alpha$ rescaled Fisher information, and let $B_n = B_n(\beta)$ be the upper Cholesky triangle in the decomposition $B_n^2 B_n = A_n$. Suppose that $E|Y_i|^3 < \infty$ for all $i$ and $0 < \lim inf \lambda_\beta \leq \lim sup \lambda_\alpha < \infty$. Then for any $v \in S^{q-1}$ (the $q$-dimensional unit sphere) and a random variable $Z \sim N(0, 1)$, we have the following basic inverse Edgeworth expansion:

$$\langle v, \sqrt{n} B_n(\hat{\beta}_n - \beta) \rangle \overset{d}{=} Z + \frac{1}{6} \tau_n(v)[Z^2 - 1] + \langle v, \mu_n \rangle + T_n(v)$$

as $n \to \infty$. Here $\langle v, \mu_n \rangle$, $\tau_n(v)$ and $T_n(v)$ are the bias, skewness and lattice terms of $\langle v, \sqrt{n} B_n(\hat{\beta}_n - \beta) \rangle$ given in (13), (14) and (15) below.
The key formula for deriving the bias, skewness and lattice term in (10) is the following asymptotic expression of $B_n\sqrt{n}(\hat{\beta}_n - \beta)$:

$$
B_n\sqrt{n}(\hat{\beta}_n - \beta) = \xi - \frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i)(u_i, \xi)^2 u_i + o_p\left(\frac{1}{n^{1/2}}\right),
$$

which comes from a second-order expansion of the MLE equation (6). Here $u_i = (B_n^T)^{-1} z_i$ is a normalized covariate of $z_i$, and

$$
\xi = \xi(n) = \frac{1}{n^{1/2}} \sum_{i=1}^{n} u_i \left[Y_i - b'(\theta_i)\right]
$$

is the normalized random variable such that $E(\xi) = 0$ and $E(\xi \xi^T) = I_q$, the $q$-dimensional identity matrix. The moment relationship about $\xi$ here follows easily from (8). See the Appendix for its detailed derivation and the proof of Proposition 3.1.

Based on the asymptotic expansion (11), one can simply compute the first and third moments of $B_n\sqrt{n}(\hat{\beta}_n - \beta)$ to get the bias $\langle v, \mu_n \rangle$ and skewness $\tau_n(v)$,

$$
\mu = \mu_n = E[B_n\sqrt{n}(\hat{\beta}_n - \beta)] = -\frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i)\|u_i\|^2 u_i,
$$

$$
\tau_n(v) = E\left[v, B_n\sqrt{n}(\hat{\beta}_n - \beta) - \mu\right]^3 = -\frac{2}{n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i)(u_i, v)^3,
$$

up to $o(n^{-1/2})$, for any $v \in S_q^{-1}$; compare (A.3).

The bias and skewness terms are of $O(n^{-1/2})$. If the distribution of $\langle v, \xi \rangle$ is lattice, clearly there is an additional $n^{-1/2}$ order (lattice) term $T_n(v)$ in (10),

$$
T_n(v) = \begin{cases} 
\frac{h(v)}{n^{1/2}} H\left(\frac{n^{1/2}}{h(v)} Z\right), & \text{if } \langle \xi, v \rangle \text{ has a lattice distribution}, \\
0, & \text{if } \langle \xi, v \rangle \text{ does not have a lattice distribution},
\end{cases}
$$

where $h(v)$ is the span of $\langle v, \xi \rangle$, and $H(x)$ is a periodic function with a period 1 and such that $H(x) = x - 1/2$ for $0 \leq x \leq 1$.

It is easy to check when the lattice term is zero. A necessary condition for $\langle v, \xi \rangle$ to have a lattice distribution is that at least one component of $\xi^T = (\xi_1, \ldots, \xi_q)$ has a lattice distribution. In order words, there are constants $a_i$ and $h_i > 0$ for some $i$ such that

$$
\Pr(\xi_i = a_i + h_i k \text{ for some } k = \ldots, -2, -1, 0, 1, 2, \ldots) = 1.
$$

The largest real number $h_i$ such that the above statement holds is called the span. Based on this necessary condition, it is rare to need a nonzero lattice term even if the response variable is discrete. See the examples in the Appendix.
In contrast to the one-sided case, in the case of a two-sided SCR the main effect of skewness is of \(O(n^{-1})\) instead of \(O(n^{-1/2})\), because the \(O(n^{-1/2})\) terms cancel at two boundaries. Indeed, as in Hall [(1992), page 49],

\[
\Pr\{|a_n(\hat{\beta}_n - \beta)| \leq t\} = 2\Phi(t) - 1 + R'_n(t) = F_n(t),
\]

where \(R'_n(t) = O(n^{-1})\) depends on the kurtosis and a secondary effect of the skewness and variance of \(a_n(\hat{\beta}_n - \beta)\). Then, similar to the idea for obtaining (9), one obtains

\[
|a_n(\hat{\beta}_n - \beta)| \xrightarrow{d} |Z| + Q'_n(\Phi(Z)).
\]

The \(p_2\) in (25) below is an example of \(Q'_n\).

**Inverse Edgeworth expansions of processes.** Let \(W_n(x)\) and \(W^*_n(x)\) denote two normalized processes

\[
W_n(x) := \frac{\hat{\eta}(x) - \eta(x)}{\hat{\sigma}(x)} \quad \text{and} \quad W^*_n(x) := \frac{\hat{\eta}(x) - \eta(x)}{\sigma(x)}.
\]

It is straightforward to show that under some regularity conditions [e.g., the exponential family specified by (1) is minimal and steep in the sense of Brown (1986), and the natural parameter space contains at least one interior point], the family \(\{W_n(x)\}\) is tight and

\[
W_n(x) \xrightarrow{d} W(x)
\]

and hence \(W^*_n(x) \xrightarrow{d} W(x)\), as \(n \to \infty\). Here \(W(x)\) is a standard Gaussian random field with mean zero and covariance function \(\rho(x, x') = \langle s(x'), s(x) \rangle\), where \(\rho(x, x') = 1\) if \(x = x'\), \(s(x) = \lim_{n \to \infty} s_n(x)\) and

\[
s_n(x) = \frac{(B_n^T)^{-1}z(x)}{\sqrt{n}\sigma(x)} = \frac{(B_n^T)^{-1}z(x)}{\sqrt{z^T A_n^{-1}}}.\]

Since \(\hat{\eta}(x) = z(x)^T\hat{\beta}\) and \(W^*_n(x) = \langle s_n(x), B_n\sqrt{n}\hat{\beta}\rangle\), it follows from (10) and similar steps in establishing (18) that an inverse Edgeworth expansion for \(W^*_n(x)\) is

\[
W^*_n(x) \overset{d}{=} W(x) + \frac{1}{6} \tau_n(s_n(x))[W(x)^2 - 1] + \langle s_n(x), \mu_n + T_n(s_n(x)) \rangle,
\]

under the same regularity conditions of Proposition 3.1.

However, the inverse Edgeworth expansion for \(W_n(x)\) differs from (20), since \(W_n(x) = W^*_n(x)\sigma(x)/\hat{\sigma}(x)\) and \(\sigma(x)/\hat{\sigma}(x) = 1 + O_p(n^{-1/2})\). Indeed, multiplying \(W^*_n\) [obtained by taking the inner product of the expression in (11) with \(s_n = s_n(x)\)] by an expansion of \(\sigma(x)/\hat{\sigma}(x)\), we have up to \(o_p(n^{-1/2})\),

\[
W_n(x) = \langle s_n, \xi \rangle + \frac{1}{2n^{3/2}} \sum_{i=1}^n b^{(3)}(\theta_i)
\]

\[
\times \left[\langle s_n, u_i \rangle^2 (s_n, \xi) (s_n, \xi) - \langle u_i, s_n \rangle^2 (u_i, \xi)^2\right].
\]
It then follows by straightforward calculations that the mean, covariance and skewness of $W_n(x)$, up to $o(n^{-1/2})$, are

$$\mu_n(x) := E(W_n(x)) = \frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \left[ \langle s(x), u_i \rangle - \langle s(x), u_i \rangle \| u_i \|^2 \right],$$

(22) \quad \text{cov}(W_n(x), W_n(x')) = \langle s(x), s(x') \rangle,

$$\tau_n(x) := \text{skew}(W_n(x)) = \frac{1}{n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \langle u_i, s(x) \rangle^3.$$ 

See the Appendix for a more detailed derivation of (21) and (22). Consequently, an inverse Edgeworth expansion of $W_n(x)$ is

$$W_n(x) \overset{d}{=} W(x) + \frac{1}{6} \tau_n(x) [W(x)^2 - 1] + \mu_n(x) + T_n(s(x)).$$

Recall from (3) and (5) that our goal is to choose $c > 0$, $c^u > 0$ and $c^l > 0$ such that $\alpha = P(c)$ and $P_u(c^u) = \alpha = P_l(c^l)$, where

$$P(c) = \text{pr}\left\{ \sup_{x \in \Delta} |W_n(x)| > c \right\},$$

(24) \quad P_u(c^u) = \text{pr}\left\{ \inf_{x \in \Delta} W_n(x) < -c^u \right\},

$$P_l(c^l) = \text{pr}\left\{ \sup_{x \in \Delta} W_n(x) > c^l \right\}.$$ 

Clearly, $W_n$ has a mean and a skewness much closer to zero than those of $W_n^*$, and the skewness of $W_n$ and $W_n^*$ have different signs; see (13), (14) and (22). Thus, an application of (20) (intended for $W_n^*$) for correcting $c^u$ in $I^u$ (related to $W_n$) would result in overcorrections. In Section 4, we shall use (23) to build corrected one-sided SCRs.

Tracing the same arguments for (23) and using (16), we have a two-sided inverse Edgeworth expansion for $W_n(x)$,

$$|W_n(x)| \overset{d}{=} |W(x)| - p_2(x, W_n(x)),$$

(25) \quad \text{where the meaning of } p_2 \text{ is similar to that in Hall [(1992), pages 48–50] so that}

$$p_2(x, z) = -z \left\{ \frac{1}{2} \left[ \kappa_2(x) - 1 + \kappa_1^2(x) \right] \right\}$$

(26) \quad + \frac{1}{24} \left[ \kappa_4(x) + 4 \kappa_1(x) \kappa_3(x) \right] (z^2 - 3)

$$+ \frac{1}{72} \kappa_5^2(x) (z^4 - 10 z^2 + 15) = O\left( \frac{1}{n} \right).$$

$$\left[ \kappa_2(x) \right]$$
Here $\kappa_i$s are the moments of $W_n(x)$, up to $o(n^{-1})$,

\begin{align*}
    \kappa_1(x) &= EW_n(x) = \mu'_n(x), \\
    \kappa_3(x) &= E[W_n(x) - EW_n(x)]^3 = \tau'_n(x), \\
    \kappa_2(x) &= E[W_n(x) - EW_n(x)]^2 = 1 + \frac{1}{2}C_1 - \frac{1}{2}C_2 \\
    \kappa_4(x) &= E[W_n(x) - EW_n(x)]^4 - 3\kappa_2^2(x) \\
    &= -9C_3 + 3C_6 + 6C_8 + 3C_9
\end{align*}

(28)

with $u_i = (B_n^2)^{-1}z_i$ and

\begin{align*}
    C_1 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle \langle s(x), u_j \rangle \langle u_i, u_j \rangle^2 = C_5, \\
    C_2 &= \frac{1}{n^2} \sum_i b_i^{(4)} \langle s(x), u_i \rangle^2 \langle u_i, u_i \rangle, \\
    C_3 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle^2 \langle s(x), u_j \rangle^2 \langle u_i, u_j \rangle, \\
    C_4 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle^2 \langle u_i, u_j \rangle \langle u_j, u_j \rangle, \\
    C_5 &= \frac{1}{n^2} \sum_i b_i^{(4)} \langle s(x), u_i \rangle^4, \\
    C_6 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle \langle s(x), u_j \rangle^3 \langle u_i, u_i \rangle, \\
    C_7 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle \langle s(x), u_j \rangle^3 \langle u_i, u_i \rangle \langle u_j, u_j \rangle, \\
    C_8 &= \frac{1}{n^3} \sum_i \sum_j b_i^{(3)}b_j^{(3)} \langle s(x), u_i \rangle^3 \langle s(x), u_j \rangle^3 \langle u_i, u_j \rangle^3 = [\kappa_3(x)]^2, \\
    C_9 &= \frac{1}{n^2} \sum_i [b_i^{(2)}]^2 \langle s(x), u_i \rangle^4.
\end{align*}

(29)

Similarly, let $W_n^{(0)}(x)$ be a normalized process of $W_n(x)$,

\begin{equation}
    W_n^{(0)}(x) = (W_n(x) - \bar{\kappa}_1(x)) / \sqrt{\hat{\kappa}_2(x)};
\end{equation}

(30)

then a two-sided inverse Edgeworth expansion of $W_n^{(0)}(x)$ is

\begin{equation}
    |W_n^{(0)}(x)| \overset{d}{=} |W(x)| - q_2(x, W_n^{(0)}(x)),
\end{equation}

(31)

where $q_2$ is the counterpart of $p_2$ for $W_n^{(0)}(x)$,

\begin{equation}
    q_2(x, z) = -z \left[ \frac{1}{2} \kappa_{2,2}(x) + \frac{1}{27} \kappa_{4,4}(x)(z^2 - 3) \\
    + \frac{1}{72} \left[ \kappa_{3,3}(x) \right]^2(z^4 - 10z^2 + 15) \right],
\end{equation}

(32)
the coverage probability of two-sided SCR is when $s$ to get weak convergence (18), tube formula in Sun (1993) and a boundary correction cases it does not; cf. Sun and Loader (1994), it is straightforward to apply the

\begin{align}
\kappa_{2,2}(x) &= C_3 - \frac{3}{2} C_8 - C_5 - C_4 + \frac{1}{2} C_7 + C_6 - C_2, \\
\kappa_{3,1}(x) &= \kappa_3(x) = \tau_n(x), \\
\kappa_{4,1}(x) &= -3C_3 - 6C_4 - 6C_5 + 3C_6 + 3C_7 - 3C_8 + 3C_9.
\end{align}

Here, $q_2(x, z) = O(n^{-1}) = p_2(x, z)$. From their expressions, it is obvious that the computation involving the $n^{-1}$ correction term increases drastically from that of $n^{-1/2}$. Nevertheless, these formulas are easy to compute in a computer; a user may use our software parfit to automate the computation.

4. Approximations and corrections. In this section, a first-level approximation is developed for the coverage probabilities of basic SCRs in (2) and (4). The inverse Edgeworth expansions in Section 3 are used to derive corrected SCRs, in two different ways.

Approximations. In the typical case that $s(x)$ does not self-overlap [in most cases it does not; cf. Sun and Loader (1994)], it is straightforward to apply the weak convergence (18), tube formula in Sun (1993) and a boundary correction [Sun and Loader (1994)] to get

$$P_l(c) \approx \Pr \left( \sup_{x \in \mathcal{X}} W(x) > c \right) \approx \frac{\kappa_0}{2\pi} \exp \left( -c^2/2 \right) + \delta \left( 1 - \Phi(c) \right)$$

where $P_l(c)$ is in (24), $\kappa_0$ is the length of $\{s(x): x \in \mathcal{X}\}$,

$$\kappa_0 = \int_{x \in \mathcal{X}} \left\| s'(x) \right\| \, dx,$$  

$s'$ is the first derivative of $s$ and $\delta$ is Euler–Poincaré characteristic of $\{s(x): x \in \mathcal{X}\}$ such that (1) $\delta = 1$ if $\mathcal{X} = [a, b]$ and $s(a) \neq s(b)$, and (2) $\delta = 0$ when $s(a) = s(b)$. Consult Kreyszig (1968) for more details on $\delta$. Similarly, the coverage probability of two-sided SCR is

$$P(c) \approx \Pr \left( \sup_{x \in \mathcal{X}} |W(x)| > c \right) \approx \frac{\kappa_0}{\pi} \exp \left( -c^2/2 \right) + 2\delta \left( 1 - \Phi(c) \right).$$

Solution of $C$. By the symmetry of $W(x)$, it is easy to see that $c' = c''$. So, if $c$ and $c'' = c'$ are the solutions of

$$\alpha = \frac{\kappa_0}{\pi} \exp \left( -c^2/2 \right) + 2\delta \left( 1 - \Phi(c) \right), \quad \alpha = \frac{\kappa_0}{2\pi} \exp \left( -(c')^2/2 \right) + \delta \left( 1 - \Phi(c') \right),$$

respectively, basic SCRs $l_1(x)$ in (2), $l''(x)$ and $l'(x)$ in (4) are $1 - \alpha$ approximate two-sided, one-sided upper and lower, SCRs of $\eta(x)$ for all $x \in \mathcal{X}$.

Remark 1. Note that a basic SCR for $\eta$ or a SCR $g(\ell_c)$ for $E(\gamma|x)$, based on $c$ or $c''$ from the tube formula (35), is different from the naive SCR unless the responses in GLM are normally distributed. Using the naive SCR in discrete response cases could fail badly, as discussed in Section 4.
Our simulation results in the next section show that these basic SCRs based on the first level approximation in (35) are good if the sample size is large for many discrete models including logistic (for \( n = 200 \)) and Poisson models (for \( n = 50 \)). When \( n \) is small and the data are discrete, it is desirable to have a better approximation or correction which takes into account the bias from the Gaussian approximation in (18).

**Corrections.** There are two ways for modifying each of the two basic SCRs, based on (23) for one-sided basic SCR and based on (25) and (31) for two-sided basic SCR. We shall ignore the lattice term and name these corrections as follows:

<table>
<thead>
<tr>
<th>Name</th>
<th>One-sided SCR</th>
<th>Two-sided SCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1 (based on a modified process)</td>
<td>Correction 1</td>
<td>Correction 2</td>
</tr>
<tr>
<td>Method 2 (bound a bias term)</td>
<td>Correction 1'</td>
<td>Correction 2'</td>
</tr>
</tbody>
</table>

**Correction 1.** Based on (23), define a new process

\[
W^\ast_n(x) = W_n(x) - \mu'_n(x) - \frac{\tau'_n(x)}{6} \left\{ [W_n(x) - \mu'_n(x)]^2 - 1 \right\},
\]

where \( W_n(x) = (\hat{\eta}(x) - \eta(x))/\hat{\sigma}(x) \). It follows easily that \( W^\ast_n(x) \to d W(x) \), by (18) and "\( \mu'_n = O(n^{-1/2}) = \tau'_n \)". Thus, we can define corrected upper and lower SCRs based on \( W^\ast_n \):

\[
\begin{align*}
l_n^1(x) &= \{ \eta(x): W^\ast_n(x) \geq -c^u \}, \\
l_n^u(x) &= \{ \eta(x): W^\ast_n(x) \leq c^l \} \quad \forall x \in \mathcal{X},
\end{align*}
\]

where \( c^u = c^l \) is a solution of (35).

**Correction 1’.** Our next corrected SCR is in the proposition below.

**Proposition 4.1.** Define \( R = \sup_{x \in \mathcal{X}} R(x) \) where

\[
R(x) := \frac{1}{6} \tau'_n \left[ W_n(x)^2 - 1 \right] + T_n(s(x)) + \mu'_n(x).
\]

Suppose that there are positive constants \( r = r_n \) such that \( \Pr(R \geq r) = o(\alpha) \) as \( n \to \infty \) and \( \alpha \to 0 \). Then if \( \mathcal{X} \) is one-dimensional, a conservative and a liberal approximation to (4) are

\[
\begin{align*}
\alpha &\approx \frac{\kappa_0}{2\pi} \exp\left( -\frac{(c^u - r)^2}{2} \right) + (1 - \Phi(c^u - r))\delta, \\
\alpha &\approx \frac{\kappa_0}{2\pi} \exp\left( -\frac{(c^u + r)^2}{2} \right) + (1 - \Phi(c^u + r))\delta,
\end{align*}
\]

respectively, where \( \delta \) is the same Euler–Poincaré characteristic as that in (35).
Thus, our second corrected upper and lower one-sided SCRs are \( l^u \) and \( l^l \) in (4) with \( c^u = c^l \) being the solutions from one of the equations in (38).
The idea of the proof is to apply the inverse Edgeworth expansion (23) to approximate $P'$ in (24) and consider the $n^{-1/2}$ term, for example, $R$, as a bias term. Then the method of the bias correction from Sun and Loader (1994) is generalized to our problem for improving the accuracy of our approximation formula. See the Appendix for the proof.

Of course, the solution $e^u$ depends on constants $\delta$, $\kappa_0$ and $r$, which can be estimated. See (42)–(44) below. The resulting SCR $l$ may have a slightly conservative [if the first equation in (38) is used] or a slightly liberal (if the second equation is used) coverage probability, but both coverage probabilities approach to $1-\alpha$ as $n \to \infty$ and then $\alpha \to 0$. See Section 5 for suggestions on choosing $e^u$ from either of the two equations in (38) in practice.

**Correction 2.** Define new processes

\[ W_n^{(1)}(x) = |W_n(x)| + p_2(x, W_n(x)), \]
\[ W_n^{(2)}(x) = |W_n^{(0)}(x)| + q_2(x, W_n^{(0)}(x)). \]

Then, similar to establishing (25) and (31), we have $W_n^{(1)}(x) = d |W(x)| = d W_n^{(2)}(x)$, up to $o_p(n^{-1})$. Thus, let $c$ be the constant such that $P\{\max_{x} |W(x)| \leq c\} = 1-\alpha$, that is, $c$ be the solution of the first equation in (35), two corrected regions are

\[ l^{(i)}(x) = \{\eta(x): W_n^{(i)}(x) \leq c\} \quad \forall \ x \in \mathcal{A}^c \] for $i = 1, 2$. The SCR $l^{(1)}$ based on $W_n^{(1)}$ is no good, while $l^{(2)}$ based on $W_n^{(2)}$ provides a significant improvement over that based on $W_n$. See Batch 2 experiment in Section 5.

**Correction 2'.** It is $l_c(x)$ in (2) with $c$ being the solution of (41) below.

**Proposition 4.2.** Define $R'_p = \sup_{x \in \mathcal{A}} p_2(x, W(x)) = O_p(1/n)$. Suppose that there are positive constants $r'_p = r'_p(n)$ such that $\text{pr}(R'_p \leq r'_p) = 1 - o(\alpha)$ as $n \to \infty$ and $n^{-k} \leq \alpha \to 0$ for some $1 \geq k > 0$. Then if $\mathcal{A}$ is one-dimensional, a conservative and a liberal approximation to “$1-\alpha = \text{pr}\{\eta(x) \in l_c(x), \ \forall \ x \in \mathcal{A}\}”$ are

\[
\alpha \approx \frac{\kappa_0}{\pi} \exp\left(-\frac{(c-r'_p)^2}{2}\right) + 2(1 - \Phi(c-r'_p))\delta,
\]
\[ \alpha \approx \frac{\kappa_0 - \kappa_1}{\pi} \exp\left(-\frac{(c+r'_p)^2}{2}\right) + 2(1 - \Phi(c+r'_p))\delta,
\]

respectively, where $\delta$ is same as (35) and $\kappa_1 \approx 0.5 \int_{s \in \mathcal{A}_1} \|s'(x)\| dx$ with $\mathcal{A}_1$ being the overlapping area of the tubular neighborhoods of $\{s(x): x \in \mathcal{A}\}$ and $\{-s(x): x \in \mathcal{A}\}$. 
Remark 2. The corrected SCR $2'$ from (41) are equivalent to
\[ l^{(3)}(x) = \{ \eta(x) : |W_n(x)| \leq c + r'_p \} \quad \forall x \in \mathcal{A}. \]
The counterpart based on $W^{(0)}_n(x)$ is
\[ l^{(4)}(x) = \{ \eta(x) : |W^{(0)}_n(x)| \leq c + r'_q \} \quad \forall x \in \mathcal{A}, \]
where $\text{pr}(R'_q \leq r'_q) = 1 - o(\alpha)$ as $n \to \infty$ and $R'_q = \sup_{x \in \mathcal{A}} q_2(x, W(x)) = O_p(1/n)$. Interestingly, $l^{(3)}$ (based on $W^{(1)}_n$) works better than $l^{(4)}$ (based on $W^{(2)}_n$) in practice, reversing what occurred in Correction 2; see Batch 4 experiment in Section 5.

Estimation of constants $\kappa_0, \kappa_1, r, r'_p, r'_q$.

1. A simple approximation to $\kappa_0$ when $\mathcal{A} = [a, b]$ can be obtained by partitioning $[a, b]$ into $a = t_0 < \cdots < t_m = b$, and computing
\[
\hat{k}_0 = \sum_{i=1}^{m} \int_{t_{i-1}}^{t_i} \left| \frac{\Delta (\hat{B}_n^{-1}) z(x)}{\sqrt{n}\hat{\sigma}(x)} \right| dx \approx \sum_{i=1}^{m} \left| \frac{(\hat{B}_n^{-1}) z(t_i)}{\sqrt{n}\hat{\sigma}(t_i)} - \frac{(\hat{B}_n^{-1}) z(t_{i-1})}{\sqrt{n}\hat{\sigma}(t_{i-1})} \right|,
\]
where $\hat{B}_n = B_n(\hat{\beta})$.

2. The calculation of $\kappa_1$ depends on the set $\mathcal{A}$, which can be approximated roughly by plotting $s(x)$ and $-s(x)$. As shown in Sun and Loader (1994), if $s: \mathcal{A} \to s(\mathcal{A})$ is $1-1$, three times differentiable and there exists a vector $\gamma$ with $\langle \gamma, s(x) \rangle > 0$ for all $x \in \mathcal{A}$, then the tubular neighborhoods of $\{s(x)\}$ and $\{-s(x)\}$ do not intersect for sufficiently small radii. The vector $\gamma = (1, \ldots, 1)^T$ suffices in most regression models. In our simulations we simply set $\kappa_1 = 0$, which worked fine. A more rigorous and complicated expression for $\kappa_1$ may be derived using the inclusion and exclusion formulas due to Naiman and Wynn (1997). See the proof in the Appendix.

3. The estimate of $r$ is more complicated than those of $\kappa_0$ and $\kappa_1$. The sharper it bounds $\hat{R}$ the better the correction will be. Analogous to (A.5) in the Appendix, a “sharp” estimate of $r$ is
\[
\hat{r} = \hat{r}(c) = \sup_{x \in \mathcal{A}} \left( \frac{1}{5} \hat{r}_n(x)[c^2 - 1] + \hat{T}_n(s_n(x)) + \hat{\mu}'_n(x) \right),
\]
where $c$ is a solution of an equation in (38) with $r$ replaced by $\hat{r}(c)$. Thus, given a data set, a corrected conservative SCR $\hat{r}'$ is $\hat{l}_c$ with $c$ to be the solution of the first equation in (38) where $r = \hat{r}(c)$. A “corrected” liberal SCR can be obtained similarly.

It is possible to have an estimate of $r$ that does not depend on $c$, and hence it is easier than $\hat{r}$ in (43) to use for solving $c$ based on (38) though it is not as sharp as $\hat{r}$. See Sun, Loader and McCormick (1998) for this estimate and a related interesting little inequality.

Using the same idea for developing $\hat{r}$, we have “sharp” estimates of $r'_p$ and $r'_q$,
\[
\hat{r}'_p = \sup_x p_2(x, c) \quad \text{and} \quad \hat{r}'_q = \sup_x q_2(x, c).
\]
5. Examples and simulations. To perform a simulation experiment we just need to compute the maxima (say, equal to $b$) of the processes $W_n(x)$, $W_n^0(x)$, $W_n^{(1)}(x)$ and $W_n^{(2)}(x)$ using the known true $\eta(x)$ and estimate the $\alpha$ quantile of a tube approximation $t(b)$ by

$$\hat{\alpha} = \frac{\sum_{i=1}^{10,000} \{t(b_i) < \alpha\}}{10,000},$$

where $b_i$ is the $i$th independent repetition of $b$ in the experiment, 10,000 is the simulation size of the experiment and $t(\cdot)$ is a tube approximation to $P(\cdot)$ or $P^\alpha(\cdot)$ or $P(\cdot)$ in (24). In other words, $t(b_i)$ is the right-hand side of an equation in (35) (for basic SCRs and Method 1, corrected SCRs 1 and 2), or the right-hand side of an equation in (38) or in (41) (for Method 2, corrected SCRs 1' and 2'), evaluated at $c = b_i$ or $c^\alpha = b_i$. If the SCR works well, $\hat{\alpha}$ should be close to the nominal noncoverage probability $\alpha$. We will discuss our simulation results for one-sided and two-sided SCRs with $\alpha = 0.005, 0.01, 0.05$ and 0.1. The canonical (anti) links for the Poisson and Bernoulli–binomial regression are log and logistic links.

To actually compute SCRS for a data set, one places the critical values $c$ or $c^\alpha$ obtained from the tube approximations on these processes to obtain equations that can be solved to find confidence limits for $\eta(x)$. See Table 3 below and an application to a real data set.

Simulations. Twenty $x_i$’s were generated from $U[0, 1]$. For a given mean response function $E(Y_i|x_i) = m$, Poisson responses were generated, and a log-quadratic model fitted to the data. The basic two-sided SCRs $l_c(x)$ were computed over the interval [0, 1], and the coverage probabilities estimated based on 10,000 simulations by (45).

![Fig. 1. Simulated coverage probabilities for a Poisson log-quadratic regression. For each mean, the actual coverage obtained at a nominal 90%, 95% and 99% levels is displayed.](chart.png)
Figure 1 displays the results. The coverage probabilities are generally quite good and comparable to what would be expected from the “naive” SCR for the mean response function from a Gaussian model. The “naive” SCR works reasonably well under a Gaussian model [Sun and Loader (1994)] but may fail under a nonnormal GLM (especially with discrete responses). Recall Remark 1 in Section 4. There is some evidence that the true distribution has light tails at smaller means, with the results being conservative at the nominal 90% coverage and slightly liberal at the nominal 99% coverage. However, the notable point is that the main effect (at the rate of $n^{-1/2}$) of skewness does not have a significant impact on coverage probability of two-sided SCRs, as shown in (16). Even though the distribution of $W_n(x)$ is quite heavily skewed [as shown below and in (22)], the main effects of skewness cancel at the two boundaries; the excess coverage gained at one boundary is lost at the other boundary.

To show the effect of skewness more dramatically, we consider one-sided confidence bounds. The coverage probabilities of one-sided basic SCRs $l^u$ and $l^l$ [based on $W_n(x)$] and corrected SCRs $l^{u-1}$ and $l^{l-1}$ [based on $W^*_n(x)$] are shown in Figure 2. Clearly there is a dramatic skewness effect; The basic lower SCRs are liberal, and the basic upper SCRs are very conservative. The corrected SCRs improve the situation in both cases, although in the case of the upper bound, the correction does not go far enough (This is also true for the lower bound, since the tube formula should be slightly conservative, especially at the 90% level.) Part of the problem may be the use of estimated parameters in $\mu'_n(x)$ and $\tau'_n(x)$; however, the main problem appears to be a low kurtosis; $E((W_n(x) - \mu_n(x))^4 - (W_n(x) - \mu_n(x))^2) < 2$.

A second simulation is carried out in a Bernoulli setting, using quadratic logistic regression with true mean function 0.5 based on basic two-sided SCRs. Again, $x_i$'s were generated from a $U[0, 1]$ distribution, with sample sizes ranging from 20 to 200. Results are shown in Figure 3. The results in this case are poor (in comparison to the results in the Poisson case), except for the largest sample size $n = 200$. Moreover, the results here cannot be attributed to bias.
and skewness; since our responses are Bernoulli with mean 0.5, symmetry implies the estimate is unbiased and has skewness 0. Therefore, Correction 1 and 1' will not help with one-sided confidence bands in this case. The results with Corrections 2 and 2' for two-sided SCRs are given below.

Implementing Corrections 2 and 2' for two-sided SCRs is as straightforward as those for Corrections 1 and 1', though the computation of the $n^{-1}$ term is more complicated. Our design of experiments for comparing two-sided SCRs is a complete or partial crossing of the cases in Table 1 for the following four batches of experiments. In each experiment, simulation size is 10,000 and SCRs are computed for each of 10,000 independent samples from a distribution specified in Table 1, under an exact and/or overfitting scheme.

**Batch 1. Comparisons of overfits and exact fits.** The basic SCRs are computed from $W_n(x)$, for 10 pc models with $\deg = 0, 1, 2$ fits and $n = 20, 50, 100$; for 2 bc models with $\deg = 0, 1$ fits and for bl, bq, pl and pq with the exact fits and $n = 20, 50, 100, 150, 200$ and for Bl. This leads to a total of $90 + (4 +$

---

**Table 1**

<table>
<thead>
<tr>
<th>Model</th>
<th>Notation</th>
<th>Mean</th>
<th>Exact fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson</td>
<td>pc</td>
<td>mean = 1, 2, ..., 10</td>
<td>$\deg = 0$</td>
</tr>
<tr>
<td></td>
<td>pl</td>
<td>mean = $5 \exp(x)$, a log linear function</td>
<td>$\deg = 1$</td>
</tr>
<tr>
<td></td>
<td>pq</td>
<td>mean = $10 \exp(-1 + 6x - 9x^2)$, log quadratic</td>
<td>$\deg = 2$</td>
</tr>
<tr>
<td>Bernoulli</td>
<td>bc</td>
<td>mean = 0.5, 0.7</td>
<td>$\deg = 0$</td>
</tr>
<tr>
<td></td>
<td>bl</td>
<td>mean = $\expit(x) := \exp(x)/(1 + \exp(x))$, logistic linear</td>
<td>$\deg = 1$</td>
</tr>
<tr>
<td></td>
<td>bq</td>
<td>mean = $\expit(x - 2x^2)$, logistic quadratic</td>
<td>$\deg = 2$</td>
</tr>
<tr>
<td>Binomial</td>
<td>Bl</td>
<td>mean = $3 \expit(x)$</td>
<td>$\deg = 1$</td>
</tr>
</tbody>
</table>

Sample size $n = 20, 50, 100, 150, 200$; overfits if fitted with $\deg >$ exact $\deg$.  

---

**Fig. 3.** Simulated coverage probabilities for a quadratic logistic regression.
4) × 5 + 1 = 131 experiments. There are three points that can be made from these experiments.

The first point relates to the justification of overfits. In practice, we often do not know how a true mean response function depends on predictors. An underfit is much more serious than an overfit, since an underfitted model is wrong while an overfitted model still gives an unbiased estimator of the log (or logit) of the mean response function, though the variance of the estimator tends to be larger than that by an exact fit. An effect of this variance increase (the size of which decreases as the sample size increases) is that the SCR from an overfit tends to be more conservative. This is confirmed in this experiment; compare the noncoverage probabilities in Figure 4. Figure 4 only has the plot for $\alpha = 0.05$; the plots for other levels are similar. If there must be a deviation it is better to have a conservative SCR than a liberal SCR as long as the conservative SCR is informative—not too wide. In addition, Figure 4 shows interestingly that the coverage probabilities (not variances) under an overfitted model are less varied than those under an exact fit. Thus, Corrections 1' and 2' should work well in practice from an overfitted model. Of course, it is beneficial to perform an exact fit if possible (by performing diagnostics on several possible fits) before computing a SCR. This two-stage process, obtaining an exact fit to a given data and then computing a good SCR, will be illustrated in the data application below.

The second point compares the SCRs for Poisson and Bernoulli models, under exact and overfits. Most basic SCRs under the 90 pc cases are conservative, though some are a little liberal. Almost all SCRs under the remaining 41 cases are conservative. Generally, the basic SCRs from Bernoulli models are much more conservative than those from the Poisson models. This is consistent with our earlier discovery in Figures 1 and 3. Since the binomial model Bl is equivalent to a Bernoulli model bl with a larger sample size, this is the only batch where the Bl case is experimented.

**Fig. 4.** Comparisons of exact fits (deg = 0) and overfits (deg = 1, 2). Simulated noncoverage probabilities of the level 0.05 basic SCRs are plotted against n and the true mean in the Poisson model pc.
The third point is about the computation of SCRs. In two out of these 131 experiments, our algorithm returned NA in one (or four) out of the 10,000 samples for the bc model with mean 0.7, \( n = 20 \) and a deg = 0 (or deg = 1) fit. This indicates that our algorithm occasionally has difficulties when the sample size is small, for example, \( n = 20 \).

The basic SCR is used as a baseline of comparisons in the rest of the experiments.

**Batch 2. Comparisons of \( W^{(1)}_n(x) \) and \( W^{(2)}_n(x) \) for building corrected SCR 2.** The SCRs computed from \( W^{(2)}_n(x) \) are the clear winners, especially when the models are fitted exactly. This suggests performing exact fits and using a more centered process when possible.

**Batch 3. Comparisons of \( W^{(0)}_n(x) \) and \( W^{(2)}_n(x) \).** A SCR from \( W_n(x) \) is the easiest to compute and that from \( W^{(2)}_n(x) \) is easier to compute than that from \( W^{(2)}_n(x) \); thus, if the results from two processes are not much different, we suggest using the simpler one. There were a total of 390 experiments with different fits, \( n \) and models. The results are shown in Figures 5 and 6 and summarized in Table 2, where by small \( n \) in a small sample case. Fortunately, the failure happened only when \( n = 20 \) and in the worst case only six out of 10,000 repetitions. We see similar results in the case of deg = 1 fits. For bq, the corrected SCRs for \( \alpha = 0.1 \) (large \( \alpha \)) generally improve over the basic SCRs, but not enough sometimes. This is the case that Correction 2’ helped.

**Batch 4. Comparisons of Corrections 2 and 2’.** The sampling distributions are bl, bq, pl and pq. The fits are exact and \( n = 20, 50, 100, 150, 200 \). In each experiment, nine SCRs are computed while only four of them are listed in Table 2. Other unlisted SCRs include corrected SCR 2’ based on \( \max\{|W^{(0)}_n(x)|\} \pm \hat{r}_q \) and those simplified from \( W^{(1)}_n \) and \( W^{(2)}_n \), for example, \( \max\{|W^{(0)}_n(x)| + q_2(x, c)\} \) is simpler for building a SCR than \( \max\{|W^{(2)}_n(x)|\} = \max\{|W^{(0)}_n(x)| + q_2(x, W^{(0)}_n(x))\} \). The unlisted SCRs though justified asymptotically [see (A.5)] did not perform well in simulations.

Again, the basic SCRs generally have reasonable coverage probabilities for Poisson data, but not for Bernoulli data unless the sample size is 200. The centered SCRs are uniformly better than the basic SCRs, though the improvements are not as big as corrected SCR 2 in some cases for \( \alpha = 0.1 \) and 0.05. Corrected SCRs 2 are excellent for pq models, very good for bl except \( n = 20 \) and pretty good for pl. Corrected SCRs 2’ defined by \( \{\eta(x): |W_n(x)| \leq c - |\hat{r}_p|, x \in \)
\( \mathcal{A} \) (which serves as a guideline for deciding whether to add or subtract \( \hat{r}_p \) in the confidence width) are better than corrected SCRs 2 for bl and bq.

**EXAMPLE.** The following is the insect data from Bliss (1935):

\[
\begin{array}{cccccc}
\text{log}_2 (\text{concentration}) & 0 & 1 & 2 & 3 & 4 \\
\text{No. of deaths} & 2 & 8 & 15 & 23 & 27 \\
\text{No. of insects} & 30 & 30 & 30 & 30 & 30
\end{array}
\]

An exploratory data analysis suggests that the \( \log_2(\text{concentration}) \) of an insecticide might be a good predictor for modeling the probability of death of an insect. The analysis of a deviance table for a linear logistic fit and a quadratic logistic fit to the data [available in Sun, Loader and McCormick (1998)] suggests the linear logistic fit is good enough. This is also confirmed by other simple diagnostics plots. The estimates of the linear predictor \( \eta(x) \)

![Image of graphs showing comparisons of non-coverage probability with different sample sizes and parameter values.](image-url)
Fig. 6. Comparisons of three SCRs with exact fits. For the pq model, results from three SCRs for $n = 150$ and 200 are very close and hence are omitted.
Table 2
Comparisons of $W_n^{(0)}(x)$ and $W_n^{(2)}(x)$

<table>
<thead>
<tr>
<th>Winner</th>
<th>Exception</th>
</tr>
</thead>
<tbody>
<tr>
<td>pc</td>
<td>$W_n^{(0)}(x)$</td>
</tr>
<tr>
<td>bc</td>
<td>$W_n^{(2)}(x)$</td>
</tr>
<tr>
<td>bl</td>
<td>$W_n^{(0)}(x)$</td>
</tr>
<tr>
<td>bq</td>
<td>$W_n^{(2)}(x)$</td>
</tr>
<tr>
<td>pl</td>
<td>$W_n^{(0)}(x)$</td>
</tr>
<tr>
<td>pq</td>
<td>$W_n^{(0)}(x)$ or $W_n$</td>
</tr>
</tbody>
</table>

and its variance $\sigma^2(x)$ are

$$\hat{\eta}(x) = -2.32379 + 1.161895x,$$

$$\hat{\sigma}^2(x) = \begin{pmatrix} 1 & x \end{pmatrix} \begin{pmatrix} 0.17462 & -0.06582 \\ -0.06582 & 0.03291 \end{pmatrix} \begin{pmatrix} 1 \\ x \end{pmatrix},$$

where $x = \log_{10}(\text{concentration})$. Based on 41 equally spaced points in $(0, 4)$ and $\alpha = 0.05$, we obtain $c = 2.4304$, $\hat{r}_p = 0.043414$. The summary statistics of $\hat{k}_1(x), \hat{k}_2(x), u(x)$ are

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>1st qu.</th>
<th>Median</th>
<th>Mean</th>
<th>3rd qu.</th>
<th>Max</th>
<th>st.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{k}_1(x)$</td>
<td>-0.036</td>
<td>-0.012</td>
<td>-0.00055</td>
<td>-0.00011</td>
<td>0.012</td>
<td>0.036</td>
<td>0.00279</td>
</tr>
<tr>
<td>$\hat{k}_2(x)$</td>
<td>0.985</td>
<td>0.986</td>
<td>0.98660</td>
<td>0.98670</td>
<td>0.988</td>
<td>0.988</td>
<td>0.00015</td>
</tr>
<tr>
<td>$u(x)$</td>
<td>2.185</td>
<td>2.203</td>
<td>2.23700</td>
<td>2.23800</td>
<td>2.279</td>
<td>2.284</td>
<td>0.00517</td>
</tr>
</tbody>
</table>

Figure 7 displays an approximate pointwise confidence region (CR), $\hat{\eta}(x) \pm 1.96\hat{\sigma}(x)$, basic, centered, corrected simultaneous CRs in Table 3 for $E(Y|x) = p(x)$, the probability of death as a function of log$_2$(concentration). The pointwise confidence region is narrowest of all CRs. This is expected since it can not

Table 3
Comparisons of corrected SCRs 2 and 2’ and recommendations

<table>
<thead>
<tr>
<th>Name</th>
<th>Process</th>
<th>SCR for $\eta(x)$</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic SCR</td>
<td>$\max{</td>
<td>W_n(x)</td>
<td>}$</td>
</tr>
<tr>
<td>Centered SCR</td>
<td>$\max{</td>
<td>W_n^{(0)}(x)</td>
<td>}$</td>
</tr>
<tr>
<td>Corrected SCR 2</td>
<td>$\max{</td>
<td>W_n^{(2)}(x)</td>
<td>}$</td>
</tr>
<tr>
<td>Corrected SCR 2’</td>
<td>$\max{</td>
<td>W_n(x)</td>
<td>} + \hat{r}_p$</td>
</tr>
</tbody>
</table>

Here $c$ is the first level approximation from the first equation in (35), $\hat{r}_p$ is in (44), $\hat{k}_1(x)$ and $\hat{k}_2(x)$ are estimated mean and variance of $W_n(x)$ in (28), and $u(x)$ is the solution of $|u| + q_2(x, u) = c$, with $q_2$ defined in (32).

*Summarized based on Table 2 and Batch 4 experiments: briefly, if bl and pl, use corrected SCR 2’; if one is to choose between the first three SCRs, follow Table 2 for exceptions and specifics related to $n$ and $a$. 

be interpreted simultaneously for making inferences about the entire curve as the other SCRs do. All SCRs are fairly close since the sample size (number of insects) is 150. However, the basic SCR is the widest (as expected) and centered SCR is indistinguishable from the basic SCR. Both corrected SCR 2 and 2' are narrower than the basic SCR with the corrected SCR 2 being the best.

6. Discussion and concluding remarks. We constructed basic SCRs and corrected SCRs for the mean response function in a GLM. The central idea in our approach is similar to the Skorohod construction so that we could explicitly study the “bias” from approximating $W_n(x)$ by $W(x)$. When this bias is small we can estimate the bias for adjusting the approximating formula.

Basic SCRs are informative (an original Figure 8 is omitted. If interested, see Sun, Loader and McCormick (1998)). They are reasonable for continuous data and Poisson data when $n \geq 50$ and binomial data when $n \geq 200$. In other cases, centered or corrected SCRs should be used. Our centered SCRs uniformly improve over the basic SCRs and corrected SCRs in most cases offer improvement over the basic SCRs. Corrections 1 are generally helpful for one-sided bands. Corrections 2 and 2' can be used for two-sided bands. See Table 3 for a summary of recommended two-sided SCRs. Implementing these SCRs via our software parfit is fairly straightforward.

Our methods require that the link function be known. When the link function is unknown, a user may use residual plots to guess a reasonable link function and then proceed as above as if the link were known. In this case,

\[ p = \expit(-2.32379 + 1.161895x) \]

**Fig. 7.** Approximate pointwise CI, basic, centered, corrected simultaneous CI for $E(Y|x) = p(x)$. The points are percentages of deaths at each log 2 (concentration). The middle black solid curve is the estimate $\hat{p}(x) = \expit(-2.32379 + 1.161895 \times x)$. 
a further justification may be needed to justify the use of the plug-in link function.

Alternative methods for constructing a SCR can be found in Knafl, Sacks and Ylvisaker (1985), Hall and Titterington (1988), Härdle and Marron (1991) and others. Knafl, Sacks and Ylvisaker (1985) assume that the errors are normal and additive. They build simultaneous confidence bands on discrete points using discrete upcrossings and then interpolate between these points, so in the limit it is equivalent to the “tube method” in the one-dimensional case \((d = 1)\) when errors are normal. Härdle and Marron (1991)’s bands are based on kernel estimates of the regression function and a bootstrap procedure for building simultaneous error bars, that is, their bands are simultaneous on a set of finite discrete points in the predictor space. Some comparisons with the tube formula approach are presented in Loader (1993). Hall and Titterington (1988) present an alternative approach for constructing SCRs for density functions and regression functions. They divide the data into nonoverlapping bins and then use the data in each bin to find confidence intervals at the centers of each bin (this essentially amounts to using a rectangular kernel estimate). Since the bins are nonoverlapping, the intervals for separate bins are independent, so they can easily make these simultaneous. Then, to construct a SCR, for a regression problem, say, they assume a bound on a low-order derivative of the regression function. So this bound plays an important role in the actual size and coverage probability of their SCR. In any case, the tube formula approach is complementary to previous bands [cf. Sun and Loader (1994) and Loader (1993)].

**APPENDIX**

**DERIVATION AND EXAMPLES**

**Exemplar \(\mu_n, \tau_n\) and \(T_n\)’s.**

**EXAMPLE 1 (Gamma).** Here the response variables have a gamma density with a known shape parameter \(r > 0\) and an unknown scale parameter \(\omega > 0\),

\[
    f(y; r, \omega) = \frac{\omega^r}{\Gamma(r)} y^{r-1}e^{-\omega y} \quad \text{for } y > 0.
\]

We have the form of (1) with \(\theta = -\omega\), \(b(\theta) = -r \log(-\theta)\). Clearly, \(g(\theta) = b'(\theta) = -r/\theta\) is monotone in \(\theta\), \(-\omega_i = \theta_i = \langle z(x_i), \beta \rangle\) and

\[
    b'(\theta) = -\frac{r}{\theta} = \frac{r}{\omega}, \quad b''(\theta) = \frac{r}{\omega^2}, \quad b^{(3)}(\theta) = -\frac{2r}{\theta^3} = \frac{2r}{\omega^3}.
\]

Substituting them into (13) and (14) etc. gives

\[
    A_n = \frac{1}{n} \sum_{i=1}^{n} \frac{r}{\theta_i^2} z_i z_i^T, \quad \mu_n = \frac{1}{n^{3/2}} \sum_{i=1}^{n} \frac{r}{\theta_i} \|u_i\|^2 u_i \quad \text{and} \quad \tau_n(v) = \frac{4}{n^{3/2}} \sum_{i=1}^{n} \frac{r}{\theta_i^3} \langle u_i, v \rangle^3.
\]

In this case \(\xi\) cannot be lattice as \(Y_i\) is a continuous random variable and hence \(T_n\) in Proposition 3.1 is zero.
Note that a commonly used noncanonical link for the gamma case is log-link, that is,
\[ \log(\omega) = \langle z(x), \beta \rangle. \]
In this case, a similar Edgeworth expansion exists though the maximum likelihood estimates of \( \beta, \tau_n \) and \( \mu_n \) may be different from ones under the canonical link.

**EXAMPLE 2 (Poisson).** Here the response variables have a Poisson density with an intensity parameter \( \omega > 0 \),
\[ f(y; \omega) = \frac{\omega^y}{y!} e^{-\omega} \quad \text{for} \quad y = 0, 1, \ldots. \]
We have the form of (1) with \( \theta = \log(\omega), b(\theta) = e^\theta \). Again, \( g(\theta) = b'(\theta) = e^\theta \) is monotone in \( \theta \), and \( \log(\omega_i) = \theta_i \), so \( b'(\theta) = b''(\theta) = b^{(3)}(\theta) = e^\theta = \omega \). Substituting them into (13) and (14) etc., yields similar expressions of \( A_n, \mu \) and \( \tau_n \).

Note that \( \xi_j \) has the lattice distribution iff the \( j \)th component of \( \sum_{i=1}^n (y_i - \omega_i) z_i \), does, or if the \( j \)th component of \( z_j \) for all \( i \) only take lattice values; that is, they belong to \( a_j + h_j \mathbb{J} \) for some \( a_j, h_j \), for \( j = 1, \ldots, q \), where \( \mathbb{J} \) is the integer set. Hence, \( T_n = 0 \) unless we have a very special design, for example, \( z_i^T = (1, \ldots, 1) \), which is rare.

**EXAMPLE 3 (Binomial).** Here the response variables have a binomial density with a success parameter \( 0 < p < 1 \),
\[ f(y; p) = \binom{n}{y} p^y (1-p)^{n-y} \quad \text{for} \quad y = 0, 1, \ldots, n. \]
The GLM with such a random structure is called a logistic model. We also have the form of (1) with \( \theta = \log(p/(1-p)), b(\theta) = n \log(1 + e^\theta) \). So \( g(\theta) = b'(\theta) \), and for \( q = 1 - p \),
\[ b'(\theta) = \frac{ne^\theta}{1 + e^\theta} = np, \quad b''(\theta) = \frac{ne^\theta}{(1 + e^\theta)^2} = npq, \]
\[ b^{(3)}(\theta) = \frac{ne^\theta}{(1 + e^\theta)^2} - \frac{n2e^{2\theta}}{(1 + e^\theta)^3} = npq - 2np^2q. \]

Note that \( \xi \) might have a lattice distribution if we use the same special design described in Example 2: \( z_i^T = (1, \ldots, 1) \).

In most cases, \( \langle v, \xi \rangle \) does not have a lattice distribution, and it is approximately normally distributed.

**Proof of Proposition 3.1 and Equation (11).** Let \( \beta_0 \) be the true value of \( \beta \), set \( \theta_{i, 0} = z(x_i)^T \beta_0 \), and denote
\[ \psi_n := \frac{1}{n} \sum_{i=1}^n (Y_i - b'(\theta_{i, 0})) z_i \quad \text{and} \quad g_n(\beta) := \frac{1}{n} \sum_{i=1}^n (b'(\theta_i) - b'(\theta_{i, 0})) z_i. \]
Then from (6) we see that \( \hat{\beta} \) is a solution to
\[(A.1) \quad \psi_n = g_n(\beta). \]
Note that (A.1) has as a first-order approximation the equation
\[
\psi_n = \frac{1}{n} \sum_{i=1}^{n} b^{(2)}(\theta_{i,0})(z_i, \beta - \beta_0)z_i = A_n(\beta - \beta_0)
\]
with solution \( \hat{\beta}_{n,1} \) given by \( \hat{\beta}_{n,1} - \beta_0 = A_n^{-1}\psi_n \). A second-order approximation to (A.1) yields the equation
\[
\psi_n = \frac{1}{n} \sum_{i=1}^{n} b^{(2)}(\theta_{i,0})(z_i, \beta - \beta_0)z_i + \frac{1}{2n} \sum_{i=1}^{n} b^{(3)}(\theta_{i,0})(z_i, \beta - \beta_0)^2 z_i.
\]
Replacing \( \beta - \beta_0 \) with the first-order solution \( A_n^{-1}\psi_n \) in the second term on the right-hand side above yields a linear equation with solution \( \hat{\beta}_{n,2} \). Continuing in this way one can obtain an expansion for \( \hat{\beta}_n \) defined in (A.1) in terms of \( \psi_n \).

Taking the branch that sets \( \hat{\beta}_n = \beta_0 \) when \( \psi_n = 0 \) yields
\[
\hat{\beta}_n - \beta_0 = A_n^{-1}\psi_n - \frac{1}{2n} \sum_{i=1}^{n} b^{(3)}(\theta_{i,0}) \left[ x(x_i)^T A_n^{-1}\psi_n \right] A_n^{-1} x(x_i) + o_p(\psi_n^2),
\]
that is, \( \hat{\beta}_n = \hat{\beta}_{n,2} \) if \( o_p(\psi_n^2) \) term above is zero. This is equivalent to
\[(A.2) \quad B_n \sqrt{n}(\hat{\beta}_n - \beta_0) = \xi - \frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_{i,0}) \langle u_i, \xi \rangle^2 u_i + o_p(n^{-1/2}|\psi_n|^2). \]

Note that \( \psi_n = n^{-1/2}B_n^T \xi = O_p(n^{-1/2}) \) with \( \xi \) defined in (12), so (A.2) implies (11).

The moments of \( \xi \) can be calculated easily as
\[
E\langle a_0, \xi \rangle = 0, \quad E\langle a_0, \xi \rangle \langle a_1, \xi \rangle = \langle a_0, a_1 \rangle,
\]
\[
E\langle a_0, \xi \rangle \langle a_1, \xi \rangle \langle a_2, \xi \rangle = \frac{1}{n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \langle a_0, u_i \rangle \langle a_1, u_i \rangle \langle a_2, u_i \rangle,
\]
\[(A.3) \quad E\langle a_0, \xi \rangle \langle a_1, \xi \rangle \langle a_2, \xi \rangle \langle a_3, \xi \rangle = \langle a_0, a_1 \rangle \langle a_2, a_3 \rangle + \langle a_0, a_2 \rangle \langle a_1, a_3 \rangle + \langle a_0, a_3 \rangle \langle a_1, a_2 \rangle + \frac{1}{n^2} \sum_{i=1}^{n} \left[ b^{(4)}(\theta_i) + 3b''(\theta_i) \right] \times \langle a_0, u_i \rangle \langle a_1, u_i \rangle \langle a_2, u_i \rangle \langle a_3, u_i \rangle
\]
for any nonrandom vectors \( a_0, \ldots, a_3 \). It then follows from (A.2) and (A.3) that the bias and skewness of \( \langle v, B_n \sqrt{n}(\hat{\beta}_n - \beta) \rangle \) are \( \langle v, \mu_n \rangle \) and \( \tau_n(v) \) in (13) and (14), respectively.

In the nonlattice case it follows again from (A.2) that for \( \Phi \) and \( \phi \) denoting the standard normal distribution and density, respectively,
\[
\text{pr}\left[ \langle v, B_n \sqrt{n}(\hat{\beta}_n - \beta_0) - \mu_n \rangle \leq x \right]
\]
\[
-\Phi(x) - \frac{1}{6} \tau_n(v)(1 - x^2)\phi(x) = o\left( \frac{1}{\sqrt{n}} \right).
\]
Taking note of

\[ \Pr \left[ Z + \frac{1}{6} \tau_n(v) [Z^2 - 1] \leq x \right] - \Pr \left[ Z + \frac{1}{6} \tau_n(v) [x^2 - 1] \leq x \right] = o \left( \frac{1}{\sqrt{n}} \right), \]

where \( \tau_n(v) = O(1/\sqrt{n}) \) and

\[ \left| \Pr \left[ Z \leq x + \frac{1}{6} \tau_n(v)(1 - x^2) \right] - \Phi(x) - \frac{1}{6} \tau_n(v)(1 - x^2) \phi(x) \right| = o \left( \frac{1}{\sqrt{n}} \right), \]

we obtain

\[ \left| \Pr \left[ Z + \frac{1}{6} \tau_n(v) [Z^2 - 1] \leq x \right] - \Phi(x) - \frac{1}{6} \tau_n(v)[1 - x^2] \phi(x) \right| = o \left( \frac{1}{\sqrt{n}} \right), \]

thus we see from (A.4) and (A.6) that up to order \( o_p(1/\sqrt{n}) \),

\[ [v, B_n \sqrt{n}(\hat{\beta}_n - \beta_o) - \mu_n] \overset{d}{=} Z + \frac{1}{6} \tau_n(v) [Z^2 - 1]. \]

The inverse Edgeworth expansion now follows. The lattice case proceeds similarly, but using the notations in Hall ([1992], page 46). \( \Box \)

**Proof of (21) and (22).** For \( \hat{A}_n = A_n(\hat{\beta}) \), since

\[ B_n \hat{A}_n^{-1} B_n^T = B_n (A_n + \hat{A}_n - A_n)^{-1} B_n^T = \left[ I + (B_n^T)^{-1} (\hat{A}_n - A_n) B_n^{-1} \right]^{-1} \]

\[ = I - (B_n^T)^{-1} (\hat{A}_n - A_n) B_n^{-1} + o_p(\hat{A}_n - A_n) \]

\[ = I - \frac{1}{n} \sum_{i=1}^{n} u_i u_i^T (b''(\theta_i) - b''(\theta_i)) + o_p(\hat{A}_n - A_n) \quad \text{[by (8)]} \]

\[ = I - \frac{1}{n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) u_i u_i^T \langle u_i, \xi \rangle (1 + o_p(1)) \quad \text{[by (A.2)]} \]

we have for \( v = (B_n^T)^{-1} z(x) \) that \( s_n(x) = v/\|v\| \) and (omitting the subscripts of \( s \))

\[
\frac{\sigma(x)}{\hat{\sigma}(x)} = \left[ \frac{z(x)^T A_n^{-1} z(x)}{z(x)^T \hat{A}_n^{-1} z(x)} \right]^{1/2} = \frac{\|v\|}{\sqrt{v^T B_n \hat{A}_n^{-1} B_n^T v}^{1/2}}
\]

\[ = \left[ 1 - \frac{1}{n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \left( \frac{v}{\|v\|}, u_i \right)^2 \langle u_i, \xi \rangle (1 + o_p(1)) \right]^{-1/2}
\]

\[ = 1 + \frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \langle s(x), u_i \rangle^2 \langle u_i, \xi \rangle + o_p(n^{-1/2}). \]
Hence, from (A.2) again,

\[ W_n(x) = \frac{[s(x), B_n \sqrt{n}(\hat{\beta} - \beta)]\sigma(x)}{\hat{\sigma}(x)} = (s(x), \xi) \]

\[ + \frac{1}{2n^{3/2}} \sum_{i=1}^{n} b^{(3)}(\theta_i) \left[ (s(x), u_i)^2 \langle u_i, \xi \rangle \langle s(x), \xi \rangle - \langle u_i, s(x) \rangle \langle u_i, \xi \rangle \right] + o_p(n^{-1/2}), \]

which is (21). Equations in (22) then easily follow from (A.3). ✷

**Proof of Proposition 4.1.** By the inverse Edgeworth expansion (23),

\[ P^l(c) \approx \Pr \left( \sup_{x \in \mathcal{X}} [W(x) + R(x)] > c \right) \leq \Pr \left( \sup_{x \in \mathcal{X}} W(x) + R > c \right), \]

where \( R = O_p(n^{-1/2}) \) and \( P^l \) is in (24). Let \( r_n \) be positive constants for which \( P\{R_n \geq r_n\} = o(\alpha) \) as \( n \to \infty \). Then, similar to establishing the first level approximation (35) to the basic SCR, we have

\[ P^l(c) \leq \Pr \left( \sup_{x \in \mathcal{X}} W(x) > c - r \right) + o(\alpha) \approx \frac{k_0}{2\pi} \exp \left( -\frac{(c - r)^2}{2} \right) + (1 - \Phi(c - r)) + o(\alpha). \]

Setting the right-hand side equal to \( \alpha \) gives the first equation of (38). This is a conservative confidence band, but the nominal level will be closely approximated if \( r \) is close to \( R \) and \( \alpha \) is small. An approximate lower bound to \( P^l(c) \) can be obtained similarly, which leads to (38). ✷

**Proof of Proposition 4.2.** This is similar to that of Proposition 4.1. The main differences are as follows. For the upper bound approximation, we note that

\[ P^u(c) = \Pr \left( \sup_{x \in \mathcal{X}} \{|W(x)| - p_2(x, W(x))| > c \right) + o(\alpha) \]

\[ \leq \Pr \left( \sup_{x \in \mathcal{X}} |W(x)| + R'_p > c \right) + o(\alpha) \]

\[ \leq 2 \Pr \left( \sup_{x \in \mathcal{X}} W(x) > c - r'_p \right) + o(\alpha). \]

Setting the last formula equal to \( \alpha \) gives the first equation of (41). For the
The probability on the right-hand side is equal to the ratio of the volume of the lower bound approximation, note that for $c' = c - r_p'$,

$$P(c) \geq \frac{\sup_{x \in \mathcal{X}} |W(x)| - R_p}{pr} + o(\alpha)$$

$$\geq \frac{\sup_{x \in \mathcal{X}} |W(x)| > c'}{pr} + o(\alpha)$$

$$= \int_{c'}^\infty \frac{\sup_{x \in \mathcal{X}} |(s(x), U)| \geq \frac{c'}{y}}{pr} g(y, n) dy + o(\alpha),$$

where $g(y, n)$ is the density of a $\chi$ random variable with $n$ degrees of freedom and $U$ is a uniform random variable on the unit sphere $S^{n-1}$.

Let $\mathcal{F}(r|\mathcal{M})$ be a tube of $\mathcal{M} = \{s(x), x \in \mathcal{X}\}$ with radius $r$ (by abusing the notation $r$ used earlier to indicate another constant: radius),

$$\mathcal{F}(r|\mathcal{M}) = \{u: u \in S^{n-1}, \inf_{x \in \mathcal{X}} \|u - s(x)\| \leq r\}.$$  

Then, in the one-sided case,

$$P\left\{\sup_{x \in \mathcal{X}} \|s(x), U\| \geq \frac{c'}{y}\right\} = P\{U \in \mathcal{F}(r|\mathcal{M})\}$$

by the simple equality $\|a - b\|^2 = 2 - 2(a, b)$ where $a, b \in S^{n-1}$ and $r = \sqrt{2}(1 - c'/y)$. In the two-sided case,

$$P\left\{\sup_{x \in \mathcal{X}} \|s(x), U\| \geq \frac{c'}{y}\right\} = P\{U \in \mathcal{F}(r|\mathcal{M}) \cup \mathcal{F}(r - |\mathcal{M}|)\}.$$  

The probability on the right-hand side is equal to the ratio of the volume of the tubular neighborhood $\mathcal{F}(r|\mathcal{M}) \cup \mathcal{F}(r - |\mathcal{M}|)$ and the volume of the unit sphere $S^{n-1}$. By applying Weyl's (1939) formula, as in Sun (1993), for the volume of the tubular neighborhood and ignoring boundary effects, we have

$$\int_{c'}^\infty \frac{\sup_{x \in \mathcal{X}} \|s(x), U\| \geq \frac{c'}{y}}{pr} g(y, n) dy \approx \int_{c'}^\infty (2\kappa_0 - \kappa_1(y)) J_0\left(\frac{c'}{y}\right) g(y, n) dy$$

$$\approx \frac{2\kappa_0 - \kappa_1}{2\pi} \exp\left(-\frac{c'^2}{2}\right),$$

where $\kappa_0$ is in (34) and

$$J_0(w) = \frac{\Gamma(n/2)}{\Gamma((n - 2)/2)} \frac{1}{\pi} \int_0^1 (1 - t^2)^{(n-4)/2} t dt,$$

$$\kappa_1 = \pi \exp\left(-\frac{c'^2}{2}\right) \int_{c'}^\infty \kappa_1(y) J_0\left(\frac{c'}{y}\right) g(y, n) dy,$$

$$\kappa_1(y) = \int_{\mathcal{X}_1(y)} \|s'(x)\| dx,$$

$$\mathcal{X}_1(y) = [x \in \mathcal{X}: \mathcal{F}(r|\mathcal{M}) \cap \mathcal{F}(r - |\mathcal{M}|)], \quad r = 2(1 - c'/y).$$
If $\kappa_1(y)$ is independent of $y$ for $y \leq C$, some constant, then

$$\kappa_1 = \int_{\mathcal{X}} \|s'(x)\| \, dx, \quad \mathcal{B}_1 = \{s(x), \; x \in \mathcal{X}\} \cap \{-s(x), \; x \in \mathcal{X}\}.$$ 

This is true for most regression problems. Also recall the discussion on computing $\kappa_1$ in Section 4. In summary, the addition of $\kappa_1$ is to make sure that the intersection of $\mathcal{M}$ and $-\mathcal{M}$ is only counted once in computing the volume. Finally, adding the boundary correction $2\delta(1-\Phi(c))$ as that in Sun and Loader (1994) leads to the liberal formula (41). ∎

**Notation.**

- $n$: sample size
- $x_i$: $i$th predictor
- $\mathcal{X}$: domain of interest about $x_i$
- $y_i$ or $Y_i$: $i$th response variable
- $g$: link function, $g(\eta(x_i)) = E(Y_i|x_i)$
- $f$: density of $Y_i$; see (1)
- $a(y)$: component of $f$; see (1)
- $b(\theta)$: component of $f$; see (1)
- $\theta$: natural parameter; see (1)
- $\theta_i, z_i \ldots$: subscripted functions, denoting functions evaluated at $x_i$, e.g., $z_i = z(x_i), \theta_i = \theta(x_i)$
- $\eta(x)$: linear predictor, $\eta(x) = z(x)^T \beta$
- $\beta$: unknown $q$-dimensional parameter
- $z(x)$: known $q$-dimensional covariate
- $\hat{\cdot}$: denote estimate or estimator, e.g., $\hat{\beta}$ is an estimator of $\beta$
- $l$ or $l_c(x)$: two-sided basic SCR in (2)
- $l^u(x)$: one-sided basic upper SCR in (4)
- $l^l(x)$: one-sided basic lower SCR in (4)
- $\hat{\sigma}^2(x)$: estimated variance of $\hat{\eta}$; see (7)
- $I_n(\beta)$: $q \times q$ Fisher information matrix; see (8)
- $X$: $n \times q$ design matrix: $X^T = (z_1, \ldots, z_n)$; see (8)
- $\Sigma$: $n \times n$ covariance matrix; see (8)
- $B_n$: upper Cholesky triangle, $B_n^T B_n = A_n$
- $A_n$: $A_n = A_n(\beta) = I_n(\beta)/n$
- $w_i$: $w_i = A_n^{-1} z_i$
- $u_i$: $u_i = (B_n^T)^{-1} z_i$
- $S^{d-1}$: unit sphere, $S^{d-1} = \{v \in \mathbb{R}^d; \|v\| = 1\}$
- $\| \cdot \|_d$: Euclidean norm, $\|v\|_d^2 = \sum_{i=1}^d v_i^2$
- $\xrightarrow{\text{d}}$: convergence in distribution; see the second paragraph in Section 3
\[ d \] equality of distributions; see the second paragraph in Section 3
\[ \xi \] normalized vector; see (12)
\[ \mu \text{ or } \mu_n \] bias; see (13)
\[ \tau_n \] skewness; see (14)
\[ T_n(\nu) \] lattice term; see (15)
\[ \lambda_n \] eigenvalues of \( A_n \); see Proposition 3.1
\[ h \text{ or } H \] periodic function; see (15)
\[ W_n(x) \] limit process of \( W_n(x) \); see (18)
\[ s(x) \] \( s(x) = \lim_{n \to \infty} s_n(x) \)
\[ s_n(x) \] \( s_n(x) = (B_n^T)^{-1} z(x)/\sqrt{n\sigma(x)} \); see (19)
\[ \Phi(\cdot) \] standard normal cumulative distribution
\[ \kappa_0 \] volume of \( \{s(x): x \in \mathcal{B}^c\} \); see (34) and (42)
\[ W_n^*(x) \] \( W_n^*(x) = (\hat{\eta}(x) - \eta(x))/\sigma(x) \); see (20) and compare it with \( W_n(x) \)
\[ \mu' \] bias of \( W_n \); see (22)
\[ \tau' \] skewness of \( W_n \); see (22)
\[ W_n^*(x) \] see (36)
\[ l^{u,1}(x) \] one-sided corrected upper SCR; see (37)
\[ l^{l,1}(x) \] one-sided corrected lower SCR; see (37)
\[ R \text{ or } R(x) \] see Proposition 4.1
\[ r, \hat{r} \] see Proposition 4.1 and (43)
\[ \kappa_1 \] see the paragraph before (43)
\[ p_2(x, z) \] see (27)
\[ \kappa_i(x) \] \( i = 1, \ldots, 4 \); see (28)
\[ C_{1, \ldots, C_9} \] see (29)
\[ W_n^{(1)}(x) \] \( W_n^{(1)}(x) = |W_n(x)| + p_2(x, W_n(x)) \); see (39)
\[ W_n^{(2)}(x) \] \( W_n^{(2)}(x) = |W_n^{(0)}(x)| + q_2(x, W_n^{(0)}(x)) \); see (39)
\[ W_n^{(0)}(x) \] \( W_n^{(0)}(x) = (W_n(x) - \hat{k}_1(x))/\sqrt{\kappa_2(x)} \); see (30)
\[ q_2(x, z) \] see (32)
\[ \kappa_{2, 2}, \kappa_{3, 1} \] see (33)
\[ \kappa_{3, 1} \] see (33)
\[ l^{(1)}(x) \] see (40)
\[ l^{(2)}(x) \] see (40)
\[ l^{(3)}(x) \] see Remark 2
\[ R', r', \hat{r}' \] see Proposition 4.2 and (44)
\[ r'' \] see Remark 2
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