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1. Summary. For testing independence between two sets of normally distrib-
uted variates we consider the class of test procedures which are invariant under
certain groups of transformations and depend only on the sample canonical
correlation coefficients [1]. The power function of such a test depends only on
the population canonical correlation coefficients as parameters, which may be
regarded as measures of deviation from the hypothesis. In this paper sufficient
conditions on the invariant procedure for the power function to be a mono-
tonically increasing function of each of the parameters are obtained. The likeli-
hood-ratio test [1] and Roy’s maximum root test [5] satisfy these conditions.
In [4] only the unbiasedness of the maximum root test was proved, although the
authors claimed to prove the monotonicity property.

2. Introduction. Consider a (p + ¢) X (n + 1) random matrix Z whose
column vectors z.’s are independently distributed according to a (p =+ q)-
variate normal distribution N (¥, ), where the positive definite matrix = is
partitioned into p and ¢ rows and columns as

Zn Zpp
X = .
[zzl 222]
Consider the problem of testing the hypothesis

Jo: X =0(p Xg)
against all alternatives. Let the sample covariance matrix be S which is similarly

partitioned as
_ | Su  Si
S = [S21 Szz] ’
n+1

where nS = ZZ' — (n + 1)2Z’ and z = [1/(n + 1)]D>_~*} z,. This problem is
invariant under transformations

B, 0 B
<0 B2>ZF, Zo+b,  a=1-,n+1,

where B; and B; are nonsingular matrices of order p and g, respectively, and F
is orthogonal. A test procedure which is invariant under these transformations
depends only on the characteristic roots ¢; 2 ¢; = --- = ¢, of S11S12S72 S ,
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which are the squares of the nonzero sample canonical correlation coefficients.
(We assume p < ¢.) The power function of such a test depends only on the
characteristic roots py = ps = + -+ = p, of =11 E13¥3 o, which are the squares
of the possibly nonzero population canonical correlation coefficients. The dis-
tribution of the characteristic roots of S11S1:Sz Sy is the same as the distribution
of the roots of (XX')™(XY')(YY') ™ (YX'), where the density of the matrices
X = [zi: p Xnand Y = [yid): ¢ X n is given by

b4 ?
@y [ (= gy e [ 143 (= )
=1 i=1

(2.1) n ¢
e 2 (Tt Y — 200 Tia Yia) + D D y%a}];
a=1 i=p+1 a=l
and 3C, holds if and only if p = pg = -+ = p, = 0. *

Some invariant tests are:

(1) The likelihood-ratio test [1] whose acceptance region is HZ-LI 1—c¢) =2
M , a constant.

(ii) Roy’s maximum root test [5] whose acceptance region is ¢; < A2, a
constant.

3. Tests of independence between two sets of variates. Starting from the
canonical form (2.1) of the density of X and Y, we find that given Y, the column
vectors x;’s of X are independently distributed, each according to a p-variate
normal distribution with covariance matrix D which is diagonal with diagonal
elements 1 — p;,1 — p3, -+ ,1 — p5. The marginal distribution of Y does not
depend on p’s. Moreover, the conditional expectation of X, given Y, is §(X | Y) =
AY, where A = [R0]: p X ¢, and R is the diagonal matrix with diagonal elements
P1,p2, """ 7PP'Deﬁne

Sn= (XY')(YY)(YX), S.=XX — (XY')(YY)(YX)).

If ¢. is the 7th largest root of (XX')™(XY')(YY')™(YX'), then ¢;/(1 — ¢;) is the
ith largest root of S,S;". Thus the class of test procedures based on the roots of
(XX)H(XY') (YY) (YX') is the same as the class of test procedures based on
the roots of S;S;". Let U = BXF, V = BXG, where B is nonsingular, and
F:n X gand G:n X (n — q) are such that

FF' =Y (YY)Y, GG =1I,-Y(YY)Y.

Then the roots of S,S;" are the same as the roots of (UU’)(VV’)™, The matrices
B, F and G can be found (see [5], p. 86) such that the conditional density of
U=[ujl:p Xqand V= [v;5]: p X (n — q), given Y, is
b4 yd q
(2m) 7" exp [—% gtr (V') + Z (uss — 7:)* + Z Z uf,s] ,
1=1 1=;.;i=1
where 73 = 73 = -+ = 75 are the characteristic roots of AYY'A'D™",
TurorEM 1. An invariant test for which the acceptance region is convex in each
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column vector of U for each set of fixed V and fived values of the other column vectors
of U has a power function which is monotonically increasing in each p; .

Proor. It follows from Theorem 3 of [3] that, for given Y, the conditional
probablhty of the acceptance region monotonically decreases in each 7: . Note
that +{, --- , 75 are the possibly nonzero roots of YY'A'DA = TT' I, where
YY' = TT', T being a nonsingular ¢ X ¢ matrix, and

e Dy O
r =ADA= ,
0 o

and D, is a diagonal matrix with diagonal elements 6;, --- , 6, , where t; =
pi/(1 — p?). We denote the sth largest characteristic root of a matrlx by ch:(-).
Then

¢hy(TT'T) = chy(T'TT), . i=1,-+,p.

Let T™ be the matrix obtained by changing the nonzero elements of I" from 6,
to 6F, where 6F = 0.(7 = 1, -,p). Then T'r*T — T'rT is a positive semi-
definite matrix. It follows from ([2], pp. 33-34) that

ch(T'T*T) = ch(T'TT), i=1,---,p.

Thus, for any given Y, the conditional probability of the acceptance region
decreases monotonically in each p; . The theorem now follows from the fact that
the marginal distribution of Y does not involve any p; .

Letey == --- = e be the roots of (UU’)(VV')™, Then ¢; = ¢: /(1 —¢i).
Thus the relation ¢; é u is equivalent to the relation ¢; < u/(1 — u) = u*, say.

Letdi =1+ e;(7 = -+, p), and let Wy be the sum of all different products
ofdy, -+ ,d, taken Ic at a time (k =1, --- , p). In particular,

b4 P —1
W= [la=[ITa-e]"
The following results are obtained from Section 3 of [3] and Theorem 1:
CoroLLARY 1.1. The maximum root test of Roy has a power function which s
monotonically increasing in each p: .
THEOREM 2. A test having the acceptance region D ity Wi < u, ax = 0,
has a power function which ts monotonically increasing in each p; .
CoroLLARY 2.1. The power function of the likelihood-ratio test monotonically
increases as each p; increases.
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