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Abstract

We study regularizing properties for transition semigroups related to Ornstein Uhlenbeck
processes with values in a Banach space E which is continuously and densely embedded in a
real and separable Hilbert space H . Namely we study conditions under which the transition
semigroup maps continuous and bounded functions into differentiable functions. Via a Gir-
sanov type theorem such properties extend to perturbed Ornstein Uhlenbeck processes. We
apply the results to solve in mild sense semilinear versions of Kolmogorov equations in E.
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1 Introduction

In this paper we study transition semigroups, related to Ornstein Uhlenbeck and perturbed Orn-
stein Uhlenbeck processes with values in a Banach space E, that map continuous and bounded
functions into differentiable functions. The Banach space E is continuously and densely embed-
ded in a real and separable Hilbert space H. Similar properties have been extensively studied
in relation to the strong Feller property of the semigroup, see e.g. (8). For such processes we
also study a more general regularizing property, introduced in the paper (20) for Hilbert space
valued processes. We apply these results to prove existence and uniqueness of a mild solution
for a semilinear version of a Kolmogorov equation in E.

Namely, we study E-valued processes which are solutions of the stochastic differential equation

{
dXτ = AXτdτ +GF (Xτ ) dτ +GdWτ , τ ∈ [0, T ]
X0 = x ∈ E,

(1.1)

where A is the generator of a semigroup of bounded linear operators etA, t ≥ 0, which extends to
a strongly continuous semigroup in H with generator denoted by A0. W is a cylindrical Wiener
process in another real and separable Hilbert space Ξ, and G is a bounded linear operator
from Ξ to H. Finally, we assume that for every ξ ∈ Ξ and for every t > 0, etAGξ ∈ E and
∥∥etAGξ

∥∥
E
≤ ct−α ‖ξ‖Ξ, for some constant c > 0 and 0 < α <

1

2
. The stochastic convolution

WA (τ) =

∫ τ

0
e(τ−s)AGdWs

is well defined as an H valued Gaussian process when its covariance operator

Qτ =

∫ τ

0
esA0GG∗esA

∗

0ds, τ ≥ 0,

is a trace class operator on H; we assume further that the stochastic convolution WA (τ) admits
an E-continuous version. The map F : E → Ξ is continuous, Gateaux differentiable and F
and its derivative have polynomial growth with respect to x ∈ E. Moreover GF : E → E is
dissipative. When A, F and G satisfy these assumptions, there exists a unique mild solution,

that is a predictable process
(
X0,x

τ

)
in E satisfying P-a.s. for τ ∈ [0, T ] ,

X0,x
τ = eτAx+

∫ τ

0
e(τ−s)AGF

(
X0,x

s

)
ds+

∫ τ

0
e(τ−s)AGdWs.

Let us denote by Z0,x
t the Gaussian process in E associated to the case F = 0: Z0,x

t = etAx +∫ t
0 e

(t−s)AGdWs. Let us denote by Rt the transition semigroup associated to the process Z0,x
t .

First we prove that Rt maps continuous and bounded functions into Gateaux differentiable ones,
if for 0 < t ≤ T

etA0 (H) ⊂ Q
1/2
t (H) .

Moreover, if there exists Ct, depending on t, such that the operator norm satisfies

∥∥∥Q−1/2
t etA0

∥∥∥
L(H,H)

≤ Ct, for 0 < t ≤ T,
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then for every bounded and continuous function ϕ : E → R,

|∇Rt [ϕ] (x) e| ≤ Ct ‖ϕ‖∞ ‖e‖E , 0 < t ≤ T, x, e ∈ E.

This extends well known results in (8) for Hilbert space valued processes. By a Girsanov type
theorem we are able to extend this property of the semigroup Rt, to the transition semigroup
Pt, associated to the process X0,x

t in the case of F not equal to 0. A similar result is presented in
the paper (2), for Hilbert space valued processes: in that paper the proof is achieved by means
of the Malliavin calculus. We also remember that in the monograph (4) such a regularizing
property for transition semigroups associated to reaction diffusion equations is achieved under
weaker assumptions than ours, on the contrary in (4) no application to Kolmogorov equations
is performed.

In analogy, we prove that if

etA0G (Ξ) ⊂ Q
1/2
t (H)

and if there exists a constant Ct, depending on t, such that the operator norm satisfies

∥∥∥Q−1/2
t etA0G

∥∥∥
L(Ξ,H)

≤ Ct, for 0 < t ≤ T,

then for every bounded and continuous function ϕ : E → R, Rt [ϕ] is Gateaux differentiable
in E in the directions selected by G. More precisely, for a map f : E → R the G-directional
derivative ∇G at a point x ∈ E in direction ξ ∈ Ξ is defined as follows, see (20):

∇Gf (x) ξ = lim
s→0

f (x+ sGξ) − f (x)

s
, s ∈ R.

This definition makes sense for ξ in a dense subspace Ξ0 ⊂ Ξ such that G (Ξ0) ⊂ E, for more
details see section 2. We prove that for every bounded and continuous function ϕ : E → R the
G-derivative of Rt [ϕ], satisfies, for every 0 < t ≤ T ,

∣∣∇GRt [ϕ] (x) ξ
∣∣ ≤ Ct ‖ϕ‖∞ ‖ξ‖Ξ , x ∈ E, ξ ∈ Ξ.

Again by applying the Girsanov type theorem we are able to extend this property of the semi-
group Rt, to the transition semigroup Pt.

One of the main motivations is to find a unique mild solution for second order partial differential
equations of parabolic type in the Banach space E. Second order partial differential equations in
infinite dimensions have been extensively studied in the literature: we cite the monograph (10)
as a general reference, and the papers (14) and (20), where the non linear case is treated. In that
book and those papers the notion of mild solution is considered and the second order partial
differential equation is studied in an infinite dimensional Hilbert space. For partial differential
equations of parabolic type on an infinite dimensional Hilbert space, also the notion of viscosity
solution has been studied by many authors, we refer to (5) as a general reference, and to the
fundamental papers (17) and (18). We also cite (15) and (16) where the notion of viscosity
solution is introduced for Hamilton Jacobi Bellman equation related respectively to boundary
stochastic optimal control problems and to stochastic optimal control of the Duncan-Mortensen-
Zakai equation. On of the main motivation to study Hamilton Jacobi Bellman equations is to
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solve a stochastic optimal control problem. In this paper we study equations on a Banach space
E of the following form:

{
∂u
∂t (t, x) = −Atu (t, x) + ψ (t, x, u (t, x) ,∇u (t, x)) , t ∈ [0, T ] , x ∈ H
u(T, x) = ϕ (x) ,

(1.2)

where At is formally defined by

Atv (x) =
1

2
Trace

(
GG∗∇2v (x)

)
+ 〈Ax,∇v (x)〉E,E∗ + 〈GF (x) ,∇v (x)〉E,E∗.

A, F and G are the coefficients of the stochastic differential equation (1.1), ψ is a map from
[0, T ]×E×R×E∗ with values in R and ϕ : E → R is bounded and continuous. By mild solution
of (1.2) we mean a continuous function u : [0, T ] × E → R, Gateaux differentiable with respect
to x for every fixed t > 0, satisfying the integral equation

u(t, x) = Pt,T [ϕ] (x) −
∫ T

t
Pt,s [ψ (s, ·, u (s, ·) ,∇u (s, ·))] (x) ds, t ∈ [0, T ] , x ∈ E.

In order to find a unique mild solution we use a fixed point argument, so we have to impose some
Lipschitz conditions on ψ, and a regularizing property for the semigroup Pt: for every bounded
and continuous function ϕ : E → R, we assume that Pt [ϕ] (x) is Gateaux differentiable in E
and for every 0 < t ≤ T , x, e ∈ E

|∇Pt [ϕ] (x) e| ≤ Ct ‖ϕ‖∞ ‖e‖E , 0 < t ≤ T,

with t 7→ Ct in L1 ([0, T ]). We prove similar results for equations of the form

{
∂u
∂t (t, x) = −Atu (t, x) + ψ

(
t, x, u (t, x) ,∇Gu (t, x)

)
, t ∈ [0, T ] , x ∈ H

u(T, x) = ϕ (x) .
(1.3)

In all the paper we will refer to equations (1.2) and (1.3) as semilinear Kolmogorov equations.
Equation (1.3) has a less general structure than equation (1.2), but it can be solved in mild
sense under weaker assumptions on the transition semigroup Pt: we need only to require that
for every bounded and continuous function ϕ : E → R, Pt [ϕ] is G-Gateaux differentiable in E
and for every t > 0, x ∈ E and ξ ∈ Ξ

∣∣∇GPt [ϕ] (x) ξ
∣∣ ≤ Ct ‖ϕ‖∞ ‖ξ‖Ξ , 0 < t ≤ T,

with t 7→ Ct in L1 ([0, T ]). For what concerns already known results on partial differential
equations in Banach spaces, we are not aware of any paper treating viscosity solutions for
partial differential equations of parabolic type in Banach spaces; in the papers (6) and (7)
viscosity solutions are presented for first order partial differential equations in Banach spaces.
We also cite the paper (21), where second order partial differential equations in Banach spaces
are solved in mild sense with a completely probabilistic approach: (21) generalizes the results
obtained in (11), where Hamilton Jacobi Bellman equations in a Hilbert space are studied by
means of backward stochastic differential equations. In (21) equations with the form of equation
(1.3) are considered: ϕ and ψ are taken more regular than in the present paper, on the contrary
no regularizing property on the transition semigroup is asked. In this paper we weaken the
regularity assumptions on ψ and ϕ, see the discussion in section 5 for more details.
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The paper is organized as follows: in section 2 we we study regularizing properties for Ornstein
Uhlenbeck transition semigroups, in section 3 we present a Girsanov type theorem for a suitable
perturbation of the Ornstein Uhlenbeck process, in section 4 we study regularizing properties for
perturbed Ornstein Uhlenbeck processes: we want to stress the fact that to do this we cannot
make a direct use of Malliavin calculus, as in (2), since we are working in Banach spaces. In
section 5 we study mild solutions of semilinear Kolmogorov equations in Banach spaces and in
section 6 we present some models where our results apply.

2 Regularizing properties for Ornstein Uhlenbeck semigroups

In the following, with the letter X and E we denote Banach spaces. L(X,E) denotes the space
of bounded linear operators from X to E, endowed with the usual operator norm. If E is a
Banach space we denote by E∗ its dual space. We denote by Cb (X) the space of bounded and
continuous functions from X to R endowed with the supremum norm. We denote by C1

b (X)
the space of bounded and continuous functions from X to R, with a bounded and continuous
Fréchet derivative. With the letters Ξ and H we will always denote Hilbert spaces, with scalar
product 〈·, ·〉. All Hilbert spaces are assumed to be real and separable. For maps acting among
topological spaces, by measurability we mean Borel measurability.

From now on, let E be a real and separable Banach space and we assume that E admits a
Schauder basis. Moreover E is continuously and densely embedded in a real and separable
Hilbert space H. By the Kuratowski theorem, see e.g. (22), Chapter I, Theorem 3.9, it follows
that E is a Borel set in H.

We are given a complete probability space (Ω,F ,P) , and a filtration {Fτ , τ ≥ 0} satisfying the
usual conditions. For every T > 0, Hp ([0, T ] , E) is the space of predictable processes (Yτ )τ∈[0,T ]

with values in E, admitting a continuous version and such that

E sup
τ∈[0,T ]

‖Yτ‖p
E <∞.

The Ornstein-Uhlenbeck process is the solution in E to equation
{
dXτ = AXτdτ +GdWτ , τ ∈ [0, T ]
X0 = x ∈ E. (2.1)

A is a linear operator in E with domain D (A), W is a cylindrical Wiener process in another
real and separable Hilbert space Ξ, and G is a linear operator from Ξ to H. We will need the
following assumptions. We refer to (19) for the definition of sectorial operator.

Hypothesis 2.1. We assume that either

1. A generates a C0 semigroup in E; or

2. A is a sectorial operator in E.

In both cases we denote by etA, t ≥ 0, the semigroup of bounded linear operators on E generated
by A and we suppose that there exists ω ∈ R such that

∥∥etA
∥∥

L(E,E)
≤ eωt, for all 0 ≤ t ≤ T . We

assume that etA, t ≥ 0, admits an extension to a C0 semigroup of bounded linear operators in
H, whose generator is denoted by A0 or by A if no confusion is possible.
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We have to make assumptions on G and on the stochastic convolution

WA (τ) =

∫ τ

0
e(τ−s)AGdWs.

Let us introduce the nonnegative symmetric operators Qτ ∈ L (H,H) given by

Qτ =

∫ τ

0
esA0GG∗esA

∗

0ds, τ ≥ 0.

Hypothesis 2.2. 1. G ∈ L (Ξ,H) is such that the operators Qτ are of trace class for every
τ ∈ [0, T ].

2. The stochastic convolution WA (τ) admits an E-continuous version.

It is well known that under assumption 1 alone, WA is a well defined Gaussian process in H
and Qτ is the covariance operator of WA (τ). Assumption 2 strengthens these properties. With
hypotheses 2.1 and 2.2 there exists a unique mild solution (Xx

τ )τ∈[0,T ] to equation (2.1): by
definition,

Xx
τ = eτAx+WA (τ) , τ ∈ [0, T ] .

The Ornstein-Uhlenbeck semigroup is defined as

Rt [φ] (x) =

∫

E
φ
(
etAx+ y

)
µt (dy) ,

where µt (dy) is a symmetric gaussian measure in E. Indeed, due to hypothesis 2.2, the stochastic
convolution WA is a Gaussian random variable with values in C ([0, T ] , E) with mean equal to
etAx, see e.g. (21). Let N

(
etAx,Qt

)
(dy) denote the Gaussian measure in H with mean etAx,

and covariance operator Qt.

Lemma 2.3. The Gaussian measures µt (dy) and N (0, Qt) (dy) admits the same reproducing

kernel, which is given by Q
1/2
t (H). In particular Q

1/2
t (H) ⊂ E.

Proof. It is well known, see e.g. (8), that the reproducing kernel of the Gaussian measure

N (0, Qt) (dy) in H is given by Q
1/2
t (H). To conclude the proof it suffices to apply proposition

2.8 in (8). By this proposition if a separable Banach space E1 is continuously and as a Borel
set embedded in another separable Banach space E2, and if µ is a symmetric Gaussian measure
on E1 and E2, then the reproducing kernel spaces calculated with respect to E1 and E2 are the
same.

In order to relate regularizing properties of the semigroup Rt to the operators A and G we make
the following assumptions:

Hypothesis 2.4. Assume that for 0 < t ≤ T we have

etA0 (H) ⊂ Q
1/2
t (H) . (2.2)

We denote by Ct a constant such that
∥∥∥Q−1/2

t etA0

∥∥∥
L(H,H)

≤ Ct, for 0 < t ≤ T.
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Hypothesis 2.5. Assume that for 0 < t ≤ T we have

etA0G (Ξ) ⊂ Q
1/2
t (H) . (2.3)

We denote by Ct a constant such that

∥∥∥Q−1/2
t etA0G

∥∥∥
L(Ξ,H)

≤ Ct, for 0 < t ≤ T.

We note that if (2.2), respectively (2.3), holds then the operator Q
−1/2
t etA0 , respectively

Q
−1/2
t etA0G, is bounded by the closed graph theorem.

We recall that a map f : E → R is Gateaux differentiable at a point x ∈ E if f admits the
directional derivative ∇f (x; e) in every directions e ∈ E and there exists a functional, the
gradient ∇f (x) ∈ E∗, such that ∇f (x; e) = ∇f (x) e. f is Gateaux differentiable on E if it
is Gateaux differentiable at every point x ∈ E. We denote by G (E) the class of continuous
functions f : E → R that are Gateaux differentiable on E and such that for every e ∈ E,
∇f (·) e is continuous from E to R.

Let G ∈ L (Ξ,H); we recall that for a continuous function f : H → R the G-directional derivative
∇G at a point x ∈ E in direction ξ ∈ Ξ is defined as follows, see (20):

∇Gf (x; ξ) = lim
s→0

f (x+ sGξ) − f (x)

s
, s ∈ R.

A continuous function f is G-Gateaux differentiable at a point x ∈ H if f admits the G-
directional derivative ∇Gf (x; ξ) in every directions ξ ∈ Ξ and there exists a functional, the
G−gradient ∇Gf (x) ∈ Ξ∗ such that ∇Gf (x; ξ) = ∇Gf (x) ξ. We want to extend this definition
to continuous functions f : E → R, where E ∈ H is a Banach space. In general, we can not
guarantee that G (Ξ) ⊂ E. We make the following assumptions which is verified in most of the
applications.

Hypothesis 2.6. There exists a subspace Ξ0 dense in Ξ such that G (Ξ0) ⊂ E.

Definition 2.7. For a map f : E → R the G-directional derivative ∇G at a point x ∈ E in
direction ξ ∈ Ξ0 is defined as follows:

∇Gf (x; ξ) = lim
s→0

f (x+ sGξ) − f (x)

s
, s ∈ R.

We say that a continuous function f is G-Gateaux differentiable at a point x ∈ E if f admits the
G-directional derivative ∇Gf (x; ξ) in every directions ξ ∈ Ξ0 and there exists a linear operator
∇Gf (x) from Ξ0 with values in R, such that ∇Gf (x; ξ) = ∇Gf (x) ξ and

∣∣∇Gf (x) ξ
∣∣ ≤ Cx ‖ξ‖Ξ,

where Cx does not depend on ξ. So the operator ∇Gf (x) can be extended to the whole Ξ, and
we denote this extension again by ∇Gf (x), the G-gradient of f at x. We say that f is G-Gateaux
differentiable on E if it is G-Gateaux differentiable at every point x ∈ E. We denote by GG (E)
the class of bounded and continuous functions f : E → R that are G-Gateaux differentiable on
E and such that for every ξ ∈ Ξ, ∇Gf (·) ξ is continuous from E to R.

Lemma 2.8. Let hypotheses 2.1 and 2.2 hold true.
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1. If hypothesis 2.4 holds true, then for every ϕ ∈ Cb (E), Pt [ϕ] ∈ G (E) and

|∇Rt [ϕ] (x) e| ≤ cCt ‖ϕ‖∞ ‖e‖E , 0 < t ≤ T. (2.4)

2. If hypothesis 2.5 holds true, then for every ϕ ∈ Cb (E), Pt [ϕ] ∈ GG (E) and

∣∣∇GRt [ϕ] (x) ξ
∣∣ ≤ cCt ‖ϕ‖∞ ‖ξ‖Ξ , t > 0. (2.5)

Proof. We prove only 2, point 1 can be proved with similar arguments. We remark that when
ξ ∈ Ξ, then Gξ ∈ H, but we cannot guarantee that Gξ ∈ E, anyway as a consequence of lemma

2.3, it turns out that Q
1/2
t (H) ⊂ E, so if inclusion (2.3) holds true, then etA0G (Ξ) ⊂ E, so for

every ξ ∈ Ξ, etA0Gξ ∈ E for every t > 0. So, for every ξ ∈ Ξ, ∇G(Pt [ϕ]) (x) ξ is well defined by
the formula

∇G(Rt [ϕ]) (x) ξ

= lim
s→0

1

s
E

[
ϕ

(
etA (x+ sGξ) +

∫ t

0
e(t−r)AGdWr

)
− ϕ

(
etAx+

∫ t

0
e(t−r)AGdWr

)]
.

Let ξ ∈ Ξ and consider

∇G(Rt [ϕ]) (x) ξ

= lim
s→0

1

s

[
Eϕ

(
etA (x+ sGξ) +

∫ t

0
e(t−r)AGdWr

)
− ϕ

(
etAx+

∫ t

0
e(t−r)AGdWr

)]

= lim
s→0

1

s

[∫

E
ϕ
(
y + etAGξ

)
µs

t (dy) −
∫

E
ϕ
(
y + etAx

)
µt (dy)

]
,

where µs
t (dy) = etAsGξ+µt (dy), and it is a gaussian measure on E with mean equal to etAsGξ.

We denote by H (µt) the reproducing kernel of the gaussian measure µt. By lemma 2.3, it

coincides with Q
1/2
t (H). Since by our assumptions etAGξ ∈ Q

1/2
t (H), the gaussian measures

µs
t (dy) and µt (dy) are equivalent. Let us denote

d (t, ξ, s, y) :=
dµs

t

dµt
(y)

the Radon-Nikodym derivative. Following (1), we denote by aµt the mean of µt: for every
f ∈ E∗, aµt is defined as

aµt (f) =

∫

E
f (y) dµt (y) .

Let E∗
µt

be the closure in L2 (E,µt) of the set {f − aµt (f) : f ∈ E∗}. Consider Rµt the covariance
operator of µt: for every f, g ∈ E∗ it is defined as

Rµt (f) (g) =

∫

E
(f (y) − aµt (f)) (g (y) − aµt (g)) dµt (y) .

It turns out that h ∈ H (µt) if and only if there exists g ∈ E∗
µt

such that h = Rµt (g). By propo-

sition 2.8 in (8), the reproducing kernel H (µt) coincides with Q
1/2
t (H). So by our assumptions

setAGξ ∈ H (µt): there exists g ∈ E∗
µt

such that etAGξ = Rµt (g) and setAGξ = sRµt (g).
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By the Cameron-Martin formula, see e.g. (1), corollary 2.4.3,

d (t, ξ, s, y) = exp

{
sg (y) − 1

2
s2
∥∥etAGξ

∥∥2

H(µt)

}
.

We get

∇G(Rt [ϕ]) (x) ξ = lim
s→0

∫

E
ϕ
(
y + etAx

) (d (t, ξ, s, y) − 1)

s
µt (dy)

=

∫

E
ϕ
(
y + etAx

)
lim
s→0

(d (t, ξ, s, y) − 1)

s
µt (dy) ,

where in the last passage we have used dominated convergence, since ϕ is bounded and

∣∣∣∣
d (t, ξ, s, y) − 1

s

∣∣∣∣ ≤
∣∣∣∣g (y) − 1

2
s
∥∥etAGξ

∥∥2

H(µt)

∣∣∣∣ .

But g ∈ E∗
µt

, and so in particular g ∈ L2 (E,µt). So

∇G(Rt [ϕ]) (x) ξ =

∫

E
ϕ
(
y + etAx

)
g (y)µt (dy) .

We conclude that

∣∣∇G(Rt [ϕ]) (x) ξ
∣∣ ≤ sup

z∈E
|ϕ (z)|

∫

E
|g (y)|µt (dy)

≤ sup
z∈E

|ϕ (z)|
(∫

E
|g (y)|2 µt (dy)

)1/2

= sup
z∈E

|ϕ (z)| ‖g‖L2(E,µt)

= sup
z∈E

|ϕ (z)|
∥∥etAGξ

∥∥
H(µt)

≤ c sup
z∈E

|ϕ (z)|
∥∥∥Q−1/2

t etAG
∥∥∥

L(Ξ,H)
‖ξ‖Ξ .

In the fourth passage we have used the fact that as a map from E∗
µt

to H (µt), Rµt is an isometric
isomorphism, and in the last passage we have used the fact that the reproducing kernel of H (µt)

is given by ImQ
1/2
t , see lemma 2.3. We have concluded that

|∇(Rt [ϕ]) (x) e| ≤ c sup
z∈H

|ϕ (z)|
∥∥∥Q−1/2

t etA
∥∥∥

L(H,H)
‖e‖E .

Remark 2.9. In the case of the Ornstein Uhlenbeck process, we are able to relate the assumption
on the G-derivative of Rt [ϕ] with properties of A and G. Also, in Hilbert spaces there are
examples of Ornstein Uhlenbeck processes when it is clear that hypothesis 2.5 is less restrictive
than 2.4, see (20). In particular we remember that, in the Hilbert space case, inclusion Im etA ⊂
ImQ

1/2
t is equivalent to the strong Feller property of the Ornstein Uhlenbeck semigroup, see (8).
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3 A Girsanov type theorem

We recall a result in (12) on a theorem of Girsanov type. Consider a stochastic differential
equation {

dXτ = AXτdτ + b (Xτ ) dτ +GdWτ , τ ∈ [0, T ]
X0 = x ∈ E,

(3.1)

with A and G satisfying hypotheses 2.1 and 2.2. Moreover we make the following assumption
on b and G.

Hypothesis 3.1. b : E → E is continuous and there exists an increasing function a : R+ → R+

with limt→∞ a (t) = ∞ such that for every y ∈ E and x ∈ D (A), 〈Ax+ b (x+ y) , x∗〉E,E∗ ≤
a (‖y‖) − k ‖x‖, for some k ≥ 0 and some x∗ ∈ ∂ ‖x‖, the subdifferential of the norm of x.
Moreover assume that G is invertible and that

∥∥G−1
∥∥

L(H,Ξ)
≤ C.

Denote by Xx
τ the solution of equation (3.1) and by Zx

τ the solution of equation (2.1). Then the
following result holds true, see (12), theorem 1.

Theorem 3.2. Let A, b and G satisfy hypotheses 2.1, 2.2 and 3.1. Then, for every ϕ ∈ Cb (E) ,

Eϕ (Xx
τ ) = E

[
ϕ (Zx

τ ) exp

{∫ τ

0

〈
G−1b (Zx

s ) , dWs

〉
− 1

2

∫ τ

0

∥∥G−1b (Zx
s )
∥∥2

Ξ
ds

}]

Here we prove an analogous result for a different perturbation of the Ornstein Uhlenbeck process
Zx

τ , the solution of equation (2.1). Let us consider a stochastic differential equation

{
dXτ = AXτdτ + f (Xτ ) dτ +GdWτ , τ ∈ [0, T ]
X0 = x ∈ E.

(3.2)

We make the following assumptions on the non linear term f .

Hypothesis 3.3. f : E −→ E is continuous and there exists η ∈ R such that A + f − η is

dissipative on E. There exists k ≥ 0 such that ‖f (x)‖E ≤ c
(
1 + ‖x‖k

E

)
. Moreover for every

x ∈ E, f (x) ∈ G (Ξ) and we denote by F (x) = G−1f (x), so F : E −→ Ξ. We assume that
as a map from E to Ξ, F is Gateaux differentiable and there exists j ≥ 0 such that F and its
derivative satisfy the following inequalities, for every x, e ∈ E:

‖F (x)‖Ξ ≤ c
(
1 + ‖x‖j

E

)
, ‖∇F (x) e‖Ξ ≤ c

(
1 + ‖x‖j

E

)
‖e‖E .

Theorem 3.4. Assume that hypotheses 2.1, 2.2 and 3.3 hold true. Then for every ϕ ∈ Cb (E) ,

Eϕ (Xx
τ ) = E

[
ϕ (Zx

τ ) exp

{∫ τ

0

〈
G−1f (Zx

s ) , dWs

〉
− 1

2

∫ τ

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds

}]
.

Proof. We follow (12), theorem 1, and a simple idea well known already to Girsanov, see (13). We

define ρx
T = exp

{∫ T

0

〈
G−1f (Zx

s ) , dWs

〉
− 1

2

∫ T

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds

}
= expV x

T and the sequence
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of stopping times τn = inf

{
t > 0 :

∫ t

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds > n

}
∧ T . We define the probability

measures P
n (dω) = ρx

τn
P (dω). The Novikov condition implies that

W n
t = Wt −

∫ t∧τn

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds

is a cylindrical Wiener process under the probability P
n. We claim that P

n (τn = T ) → 1 as
n→ ∞. In this case, in spite of the fact that Novikov condition cannot be applied directly, it is
immediate that Eρx

T = 1:

Eρx
T ≥ E

[
ρx

τn
1{τn=T}

]
= P

n (τn = T ) .

So the Theorem follows by the Girsanov theorem. We evaluate, by Markov inequality,

P
n (τn < T ) = P

n

(∫ T

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds > n

)
≤ 1

n
E

n

∫ T

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds.

With respect to the probability measure P
n, Zx

τ is solution to the equation

{
dZx

τ = AZx
τ dτ + f (Zx

τ ) 1[0,τn] (τ) dτ +GdW n
τ , τ ∈ [0, T ]

Zx
0 = x ∈ E.

Let Y x
τ = Zx

τ −W n
A (τ) and Y x

τ,λ = λR (λ,A)Y x
τ , where R (λ,A) = (λI −A)−1 is the resolvent

operator of A. Since Y x
τ,λ ∈ D (A) for every τ ∈ [0, T ], and

Y x
τ,λ = eτAλR (λ,A) x+

∫ τ

0
e(τ−s)AλR (λ,A) f (Y x

s +W n
A (s)) 1[0,τn] (s) ds,

it follows that, on [0, τn], Y x
τ,λ satisfies the equation

dY x
τ,λ

dτ
= AY x

τ,λ + λR (λ,A) f
(
Y x

τ,λ +W n
A (τ)

)

= AY x
τ,λ + f

(
Y x

τ,λ +W n
A (τ)

)
+
[
λR (λ,A) f

(
Y x

τ,λ +W n
A (τ)

)
− f

(
Y x

τ,λ +W n
A (τ)

)]

:= AY x
τ,λ + f

(
Y x

τ,λ +W n
A (τ)

)
+ δτ,λ.

So, on [0, τn], and for some y∗ ∈ ∂
∥∥∥Y x

τ,λ

∥∥∥
E
, the lower derivative of

∥∥∥Y x
τ,λ

∥∥∥
E

satisfies the equation

d−
∥∥∥Y x

τ,λ

∥∥∥
E

dτ
=
〈
AY x

τ,λ + f
(
Y x

τ,λ +W n
A (τ)

)
− f (W n

A (τ)) + f (W n
A (τ)) + δτ,λ, y

∗〉
E,E∗

≤ η
∥∥Y x

τ,λ

∥∥
E

+ c
(
1 + ‖W n

A (τ)‖k
E

)
+ ‖δτ,λ‖E .

By the Gronwall lemma

∥∥Y x
τ,λ

∥∥
E
≤ ‖x‖E e

|η|T + c

∫ T

0

(
1 + ‖W n

A (s)‖k
E

)
1[0,τn] (s) ds+

∫ T

0
‖δs,λ‖E ds.
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So, letting λ tend to ∞, we get ‖Y x
τ ‖E ≤ ‖x‖E e

|η|T + c
∫ T
0 e|η|s

(
1 + ‖W n

A (s)‖k
E

)
1[0,τn] (s) ds,

and so for every p ≥ 1

E sup
τ∈[0,T ]

‖Y x
τ ‖p

E ≤ ‖x‖p
E e

p|η|T + cE

(∫ T

0

(
1 + ‖WA (s)‖k

E

)
e|η|sds

)p

≤ ‖x‖p
E e

p|η|T + CT,k,p,

where the last estimate follows from the fact that, as a process with values in C ([0, T ] , E),
the stochastic convolution is a Gaussian process and so it has finite moments of every order.
So the process (Y x

τ )τ , and consequently the process (Zx
τ )τ belongs to Hp ([0, T ] , E) for every

1 ≤ p <∞. By polynomial growth assumptions on G−1f we get

E
n

∫ T

0

∥∥G−1f (Zx
s )
∥∥2

Ξ
ds ≤ C,

with C independent of n, and consequently P
n (τn = T ) → 1 as n→ ∞.

4 Regularizing properties of the semigroup: from the Ornstein

Uhlenbeck semigroup to the perturbed Ornstein Uhlenbeck

semigroup

Let us consider the Ornstein Uhlenbeck process Zx
τ which is a mild solution of the stochastic

differential equation with values in E:

{
dZx

τ = AZx
τ dτ +GdWτ , τ ∈ [0, T ]

Z0 = x ∈ E.

In this section we assume that A and G satisfy hypotheses 2.1 and 2.2. Moreover we have to

make one more assumption: as a consequence of lemma 2.3, it turns out that Q
1/2
t (H) ⊂ E, so if

inclusion (2.2) or inclusion (2.3) hold true, then etA0G (Ξ) ⊂ E. We have to make the following
assumption on the norm of the operator etA0G ∈ L (Ξ, E), for every t > 0.

Hypothesis 4.1. For every ξ ∈ Ξ and for every t > 0
∥∥etA0Gξ

∥∥
E

≤ ct−α ‖ξ‖Ξ, for some

constant c > 0 and 0 < α <
1

2
.

Let us denote by Rt the transition semigroup associated to Zx
t , that is for every ϕ ∈ Cb (E) and

t ∈ [0, T ]
Rt [ϕ] (x) = Eϕ (Zx

t ) . (4.1)

Moreover let us consider a perturbed Ornstein Uhlenbeck process Xx
τ which is a mild solution

of the stochastic differential equation with values in E:

{
dXx

τ = AXx
τ dτ + f (Xx

τ ) dτ +GdWτ , τ ∈ [0, T ]
X0 = x ∈ E.
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Namely, a mild solution is an adapted and continuous E-valued process satisfying P-a.s. the
integral equation

Xx
τ = eτAx+

∫ τ

0
e(τ−s)Af (Xx

s ) ds+

∫ τ

0
e(τ−s)AGdWs.

From now on we assume that f satisfies hypothesis 3.3. From the proof of theorem 3.4, it follows
that the process (Xx

τ )τ belongs to Hp ([0, T ] , E) for every 1 ≤ p < ∞. Let us denote by Pt the
transition semigroup associated to Xx

τ , that is for every ϕ ∈ Cb (E) and t ∈ [0, T ]

Pt [ϕ] (x) = Eϕ (Xx
t ) .

In this section we want to prove that if for every ϕ ∈ Cb (E), Rt [ϕ] ∈ G (E) and ∇Rt [ϕ] satisfies
inequality (2.4), then also for every ϕ ∈ Cb (E), Pt [ϕ] ∈ G (E) and ∇Pt [ϕ] satisfies inequality
(2.4). And, in analogy, if Rt is such that for every ϕ ∈ Cb (E), Rt [ϕ] ∈ GG (E) and ∇GRt [ϕ]
satisfies inequality (2.5), then also Pt does. In order to prove these results we apply the Girsanov
type Theorem 3.4 we have presented in the previous section: by this theorem we get

Pt [ϕ] (x) = E [ϕ (Zx
t ) expV x

t ] , (4.2)

and so Pt can be written in terms of the expectation of a function of the process Zx.

Theorem 4.2. Let hypotheses 2.1, 2.2, 3.3 and 4.1 hold true. Let Rt denote the Ornstein
Uhlenbeck transition semigroup defined in (4.1) and Pt denote the perturbed Ornstein Uhlen-
beck transition semigroup defined in (4.2). If for every ϕ ∈ Cb (E), Rt [ϕ] (x) ∈ G (E) and its
derivative satisfies inequality (2.4), then also Pt does.

We prove an analogous result: we show that the regularizing property expressed in (2.5) can be
extended from the Ornstein Uhlenbeck semigroup to the perturbed Ornstein Uhlenbeck semi-
group.

Theorem 4.3. Let hypotheses 2.1, 2.2, 2.6, 3.3 and 4.1 hold true. Let Rt denote the Ornstein
Uhlenbeck transition semigroup defined in (4.1) and Pt denote the perturbed Ornstein Uhlenbeck
transition semigroup defined in (4.2). If, for every ϕ ∈ Cb (E), Rt [ϕ] (x) ∈ GG (E) and its
G-derivative satisfies inequality (2.5), then also Pt does.

Proof. Let η ∈ Ξ0. We want to prove that for every ϕ ∈ Cb (E), ∇GPt [ϕ] (x) η exists and
satisfies the inequality

∣∣∇GPt [ϕ] (x) η
∣∣ ≤ cCt ‖ϕ‖∞ ‖η‖Ξ , 0 < t ≤ T.

So, since Ξ0 is dense in Ξ, the linear operator ∇GPt [ϕ] (x), which is well defined on Ξ0, admits
an extension to the whole space Ξ, and we denote this extension again by ∇GPt [ϕ] (x).

We remark that if η ∈ Ξ0, Gη ∈ E and so the difference quotient

Eϕ
(
Xx+rGη

t

)
− Eϕ (Xx

t )

r

makes sense.
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First we prove that for every η ∈ Ξ0 and for every ϕ ∈ C1
b (E)

∣∣∇GPt [ϕ] (x) η
∣∣ ≤ cCt ‖ϕ‖∞ ‖η‖Ξ , 0 < t ≤ T.

By the definition of ∇GPt [ϕ] (x) η we get

∇GPt [ϕ] (x) η

= lim
r→0

Eϕ
(
Xx+rGη

t

)
− Eϕ (Xx

t )

r

= lim
r→0

E

[
ϕ
(
Zx+rGη

t

)
expV x+rGη

t

]
− E [ϕ (Zx

t ) expV x
t ]

r

= lim
r→0

E

[
ϕ
(
Zx+rGη

t

)(
expV x+rGη

t − expV x
t

)]

r
+ lim

r→0

E

[(
ϕ
(
Zx+rGη

t

)
− ϕ (Zx

t )
)

expV x
t

]

r

= E

[
ϕ (Zx

t ) expV x
t

(∫ t

0

〈
∇F (Zx

s ) esAGη, dWs

〉

−1

2

∫ t

0

〈
F (Zx

s ) esA,∇F (Zx
s ) esAGη

〉
ds

)]
+ E

[〈
∇ϕ (Zx

t ) , etAGη
〉
expV x

t

]

= E

[
ϕ (Xx

t )

∫ t

0

〈
∇F (Xx

s ) esAGη, dWs

〉]
+ E

〈
∇ϕ (Xx

t ) , etAGη
〉
.

Next we evaluate E
〈
∇ϕ (Xx

t ) , etAGη
〉
. Let (ξτ )τ be a bounded predictable process with values

in Ξ. We define Xε,x
τ which is the mild solution to the equation

{
dXε,x

τ = AXε,x
τ dτ + f (Xε,x

τ ) dτ +Gεξτdτ +GdWτ , τ ∈ [0, T ]
Xε

0 = x,

that is

Xε,x
τ = eτAx+

∫ τ

0
e(τ−s)Af (Xε,x

s ) ds+ ε

∫ τ

0
e(τ−s)AGξsds+

∫ τ

0
e(τ−s)AGdWs.

By hypotheses 2.1, 2.2, 3.3 and 4.1 it turns out that there exists a unique mild solution; in

particular by hypothesis 4.1 it turns out that

∫ τ

0
e(τ−s)AGξsds, which a priori is an H-valued

process, admits a version in C ([0, T ] , E) .

We define the probability measure Qε such that

dQε

dP
= exp

(
ε

∫ T

0
ξσdWσ − ε2

2

∫ T

0
‖ξσ‖2

Ξ dσ

)
= ρε

T .

Since X with respect to P and Xε with respect to Qε have the same law, it turns out that

Eϕ (Xx
t ) = E [ϕ (Xε,x

t ) ρε
t ] ,

where

ρε
t = exp

(
ε

∫ T

0
ξσdWσ − ε2

2

∫ T

0
‖ξσ‖2

Ξ dσ

)
.
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By differentiating with respect to ε, at ε = 0, and applying the dominated convergence theorem,
we get

0 =
d

dε |ε=0
Eϕ (Xx

t ) =
d

dε |ε=0
E [ϕ (Xε,x

t ) ρε
t ]

= E

〈
∇ϕ (Xx

t ) ,
·
X

ξ

t

〉
− E

[
ϕ (Xx

t )

∫ t

0
〈ξσ, dWσ〉

]
,

where we have set
·
X

ξ

t :=
d

dε |ε=0
Xε,x

t , P-a.s. One can easily check that
·
X

ξ

t is the unique mild

solution to the equation




d

·
X

ξ

τ = A
·
X

ξ

τdτ +G∇F (Xτ )
·
X

ξ

τdτ +Gξτdτ, τ ∈ [0, T ]
·
X

ξ

0 = 0,

(4.3)

that is
·
X

ξ

τ solves the integral equation

·
X

ξ

τ =

∫ τ

0
e(τ−s)AG∇F (Xs)

·
X

ξ

sds+

∫ τ

0
e(τ−s)AGξsds.

By hypothesis 4.1, it can be easily checked that
·
X

ξ

τ is well defined as a process with values in
the Banach space E. So for every bounded and predictable process (ξτ )τ we have proved

E

〈
∇ϕ (Xx

t ) ,
·
X

ξ

t

〉
= E

[
ϕ (Xx

t )

∫ t

0
〈ξσ, dWσ〉

]
. (4.4)

Now we want to extend this equality to predictable Ξ-valued processes (ξτ )τ such that

E

∫ T

0
‖ξs‖2

Ξ ds is finite. By hypothesis 4.1, also for such a process ξ,
·
X

ξ

τ is well defined with

values in E and it is the unique mild solution of equation (4.3). Moreover for such a process ξ,
there exists an increasing sequence ((ξn

τ )τ )n of bounded and predictable Ξ-valued processes such

that

∫ T

0
‖ξs − ξn

s ‖2
Ξ ds→ 0 a.s. We evaluate

∥∥∥∥
·
X

ξ

τ −
·
X

ξn

τ

∥∥∥∥
E

≤
∫ τ

0

∥∥∥e(τ−s)AG
∥∥∥

L(Ξ,E)
‖∇F (Xτ )‖L(E,Ξ)

∥∥∥∥
·
X

ξ

s −
·
X

ξn

s

∥∥∥∥
E

ds+

∫ τ

0

∥∥∥e(τ−s)AG (ξs − ξn
s )
∥∥∥

E
ds

≤ c

∫ τ

0
(τ − s)−α

(
1 + ‖Xs‖k

E

)∥∥∥∥
·
X

ξ

s −
·
X

ξn

s

∥∥∥∥
E

ds+ c

∫ τ

0
(τ − s)−α ‖ξs − ξn

s ‖Ξ ds

≤ c

∫ τ

0
(τ − s)−α

(
1 + ‖Xs‖k

E

)∥∥∥∥
·
X

ξ

s −
·
X

ξn

s

∥∥∥∥
E

ds+ c

(∫ τ

0
(τ − s)−2α ds

)1/2(∫ τ

0
‖ξs − ξn

s ‖2
Ξ ds

)1/2

So

E

∥∥∥∥
·
X

ξ

τ −
·
X

ξn

τ

∥∥∥∥
2

E

≤ c

∫ τ

0
(τ − s)−2α

E

(
1 + ‖Xs‖k

E

)2
E

∥∥∥∥
·
X

ξ

s −
·
X

ξn

s

∥∥∥∥
2

E

ds

+ c

(∫ τ

0
(τ − s)−2α ds

)
E

∫ τ

0
‖ξs − ξn

s ‖2
Ξ ds
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By Gronwall lemma in integral form

E

∥∥∥∥
·
X

ξ

τ −
·
X

ξn

τ

∥∥∥∥
2

E

≤ CE

∫ T

0
‖ξs − ξn

s ‖2
Ξ ds exp

(∫ τ

0
(τ − s)−2α

E

(
1 + ‖Xs‖k

E

)2
ds

)
→ 0 as n→ ∞.

So we deduce that

E

〈
∇ϕ (Xx

t ) ,
·
X

ξn

t

〉
→ E

〈
∇ϕ (Xx

t ) ,
·
X

ξ

t

〉
as n→ ∞.

Moreover E

[
ϕ (Xx

t )

∫ t

0
〈ξn

σ , dWσ〉
]
→ E

[
ϕ (Xx

t )

∫ t

0
〈ξσ, dWσ〉

]
as n→ ∞:

E

∣∣∣∣ϕ (Xx
t )

∫ t

0
〈ξn

σ , dWσ〉 − ϕ (Xx
t )

∫ t

0
〈ξn

σ , dWσ〉
∣∣∣∣ ≤ sup

x∈E
|ϕ (x)|E

∣∣∣∣
∫ t

0
〈ξn

σ − ξσ, dWσ〉
∣∣∣∣

≤ sup
x∈E

|ϕ (x)|E
(∫ t

0
‖ξn

σ − ξσ‖2
Ξ dσ

)1/2

.

By (4.4), for every ξn bounded and predictable

E

〈
∇ϕ (Xx

t ) ,
·
X

ξn

t

〉
= E

[
ϕ (Xx

t )

∫ t

0
〈ξn

σ , dWσ〉
]
.

Letting n→ ∞ we get

E

〈
∇ϕ (Xx

t ) ,
·
X

ξ

t

〉
= E

[
ϕ (Xx

t )

∫ t

0
〈ξσ, dWσ〉

]
.

for every predictable process ξ ∈ L2 (Ω × [0, T ] ,Ξ).

Now we look for a predictable process ξ ∈ L2 (Ω × [0, T ] ,Ξ) such that

·
X

ξ

t = etAGη.

Let us consider the deterministic controlled system

{
dzs
ds

= Azs +Gus,

z0 = 0,
(4.5)

where u ∈ L2 ([0, T ] ,Ξ). The solution of (4.5) is given by

zs =

∫ s

0
e(s−r)AGurdr.

By hypothesis 4.1, the map s 7→ zs is continuous with values in E. We claim that there exists ξ

such that
·
X

ξ

s = zs, for every s ∈ [0, t]. Indeed, let us take

ξs = us −∇F (Xs) zs.

402



For such a process ξ, we get

·
X

ξ

s − zs =

∫ s

0
e(s−r)AG∇F (Xr)

[ ·
X

ξ

r − zr

]
dr.

By Gronwall lemma
·
X

ξ

s − zs = 0 for every s ∈ [0, t]. We are looking for ξ ∈ Ξ such that
·
X

ξ

t =

etAGη. By hypothesis 2.5, etAG (Ξ) ⊂ Q
1/2
t (H) and so there exists a control u ∈ L2 ([0, T ] ,Ξ)

such that zt = etAGη. So for such a control u, by taking ξs = us − ∇F (Xs) zs, 0 < s < t, we

get that
·
X

ξ

t = etAGη and that

E
〈
∇ϕ (Xx

t ) , etAGη
〉

= E

〈
∇ϕ (Xx

t ) ,
·
X

ξ

t

〉
= Eϕ (Xx

t )

∫ t

0
〈ξσ, dWσ〉 .

Moreover

E

∣∣∣∣

∫ t

0
〈ξσ, dWσ〉

∣∣∣∣ ≤ E

(∫ t

0
‖ξσ‖2

Ξ dσ

)1/2

≤ E

(∫ t

0
‖uσ‖2

Ξ dσ

)1/2

+ E

(∫ t

0

∥∥∇F (Xσ) eσAGη
∥∥2

Ξ
dσ

)1/2

.

By our assumptions,

∥∥∇F (Xσ) eσAGη
∥∥

Ξ
≤ ‖∇F (Xσ)‖L(E,H)

∥∥eσAGη
∥∥

E

≤ c
(
1 + ‖Xσ‖k

E

) ∥∥eσAGη
∥∥

E
,

and so, by hypothesis 4.1, E

(∫ t

0

∥∥∇F (Xσ) eσAGη
∥∥2

Ξ
dσ

)1/2

, is finite and for every η ∈ Ξ0 it

can be estimated in terms of ‖η‖Ξ. It follows that E

∣∣∣∣

∫ t

0

〈
∇F (Xx

s ) esAGη, dWs

〉∣∣∣∣ is finite and it

can be estimated in terms of ‖η‖Ξ. So

∣∣∇GPt [ϕ] (x) η
∣∣ ≤ sup

x∈E
|ϕ (x)|

{
C ‖η‖Ξ +

(∫ t

0
‖uσ‖2

Ξ dσ

)1/2
}
.

Since the left hand side does not depend on the control u, on the right hand side we can take
the infimum over all controls u steering, in the deterministic linear controlled system (4.5), the
initial state 0 to etAGη in time t. The energy to steer 0 to etAGη in time t is given by

E
(
t, etAGη

)
= min

{(∫ t

0
‖us‖2

Ξ ds

)1/2

: z (0) = 0, z (t) = etAGη

}

and it turns out that E
(
t, etAGη

)
=
∥∥∥Q−1/2

t etA0Gη
∥∥∥. So for every ϕ ∈ C1

b (E) and for every

η ∈ Ξ0 ∣∣∇GPt [ϕ] (x) η
∣∣ ≤ C

∥∥∥Q−1/2
t etA0G

∥∥∥
L(Ξ,H)

‖η‖Ξ sup
x∈E

|ϕ (x)| . (4.6)
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Since for every η ∈ Ξ0 the norm of ∇GPt [ϕ] (x) η is bounded by ‖η‖Ξ, relation (4.6) can be
extended to every η ∈ Ξ. It remains to prove that (4.6) can be extended to every ϕ ∈ Cb (E).
We extend the result in (24) valid for Hilbert spaces: by using Schauder basis the approximation
performed in that paper can be achieved also in Banach spaces. So for every ϕ ∈ Cb (E) there
exists a sequence of functions ϕn ∈ C1

b (E) such that for every x ∈ E, ϕn (x) → ϕ (x) as n→ ∞,
and supx∈E |ϕn (x)| ≤ supx∈E |ϕ (x)|. So, by (4.6), we get for every x, y ∈ E

|Pt [ϕn] (x) − Pt [ϕn] (y)| ≤ C
∥∥∥Q−1/2

t etA0G
∥∥∥

L(Ξ,H)
‖x− y‖E sup

x∈E
|ϕn (x)|

≤ C
∥∥∥Q−1/2

t etA0G
∥∥∥

L(Ξ,H)
‖x− y‖E sup

x∈E
|ϕ (x)| .

Letting n tends to ∞ in the right hand side we get that

|Pt [ϕ] (x) − Pt [ϕ] (y)| ≤ C
∥∥∥Q−1/2

t etA0G
∥∥∥

L(Ξ,H)
‖x− y‖E sup

x∈E
|ϕ (x)| ,

from which it can be deduced the strong Feller property for the semigroup Pt. We still have
to prove that for every ϕ ∈ Cb (E), Pt [ϕ] is a G-Gateaux differentiable function on E. Let us
consider the sequence of Frechet differentiable functions (ϕn)n that converges pointwise to ϕ in
E. By previous calculations we get

∇GPt [ϕn] (x) η = E

[
ϕn (Xx

t )

∫ t

0

〈
∇F (Xx

s ) esAGη, dWs

〉]
+ E

〈
ϕn (Xx

t ) ,

∫ t

0
ξσdWσ

〉
. (4.7)

Since supx∈E |ϕn (x)| ≤ supx∈E |ϕ (x)|, by dominated convergence
(
∇GPt [ϕn] (x)

)
n

is a Cauchy
sequence in Ξ∗, indeed

∇GPt [ϕn] (x) η −∇GPt [ϕk] (x) η

= E

[
(ϕn (Xx

t ) − ϕk (Xx
t ))

∫ t

0

〈
∇F (Xx

s ) esAGη, dWs

〉]
+ E

〈
(ϕn (Xx

t ) − ϕk (Xx
t )) ,

∫ t

0
ξσdWσ

〉
,

and the right hand side tends to 0 uniformly with respect to η ∈ Ξ, ‖η‖Ξ ≤ 1. So there exists
Hx ∈ Ξ∗ such that ∇Pt [ϕn] (x) → Hx in Ξ∗, as n → ∞. By (4.7), for every η ∈ Ξ, the map
x 7→ Hxη is continuous as a map from Ξ to R. By the estimate (4.6) we get that

|Hxη| ≤ C
∥∥∥Q−1/2

t etA0G
∥∥∥

L(Ξ,H)
‖η‖Ξ sup

x∈E
|ϕ (x)| .

It remains to show that Pt [ϕ] is G-Gateaux differentiable and that ∇GPt [ϕ] (x) η = Hxη. For
every r > 0 and every η ∈ Ξ, we can write

Pt [ϕn] (x+ rGη) − Pt [ϕn] (x) =

∫ 1

0
∇Pt [ϕn] (x+ rsGη) rGηds.

Letting n→ ∞, we get

Pt [ϕ] (x+ rGη) − Pt [ϕ] (x) =

∫ 1

0
Hx+rsGηrGηds.
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If we divide both sides by r and we let r tend to 0, by dominated convergence and by the
continuity of HxGη with respect to x, we see that Pt [ϕ] is G Gateaux differentiable and that
∇GPt [ϕ] (x)Gη = HxGη. Moreover the following estimate holds true: for every x ∈ E, η ∈ Ξ
there exists a constant C > 0 such that

∣∣∇GPt [ϕ] (x) η
∣∣ ≤ C

∥∥∥Q−1/2
t etA0G

∥∥∥
L(Ξ,H)

‖η‖Ξ sup
x∈E

|ϕ (x)| .

5 Applications to Kolmogorov equations

In this section we study semilinear Kolmogorov equations in the Banach space E.

Second order partial differential equations on Hilbert spaces have been extensively studied: see
e.g. the monograph (10), and the papers (14) and (20), where the non linear case is treated, and
(11), where it is not made any nondegeneracy assumption on G and such equations are treated
via backward stochastic differential equations, BSDEs in the following. By means of the BSDE
approach, in (11) Hamilton Jacobi Bellman equations of the following form are studied

{
∂u
∂t (t, x) = −Atu (t, x) + ψ

(
t, x, u (t, x) ,∇Gu (t, x)

)
, t ∈ [0, T ] , x ∈ E

u(T, x) = ϕ (x) ,
(5.1)

When G is not invertible, this a special case of an Hamilton Jacobi Bellman equation of the
following form

{
∂u
∂t (t, x) = −Atu (t, x) + ψ (t, x, u (t, x) ,∇u (t, x)) , t ∈ [0, T ] , x ∈ E
u(T, x) = ϕ (x) ,

(5.2)

Moreover, in the BSDE approach, on the Hamiltonian ψ and on the final datum ϕ some differ-
entiability assumptions are required, while in the approach followed e.g. by (14), (20) and also
by the present paper, the Hamiltonian ψ and the final datum ϕ are asked lipschitz continuous;
on the contrary some regularizing properties on the transition semigroup with generator given
by the second order differential operator At are needed. In the paper (21), which is a gener-
alization of (11) to Banach spaces, the BSDE approach is used to solve second order partial
differential equations in Banach spaces: also in (21) ϕ and ψ are taken Gateaux differentiable,
and no regularizing assumptions on the transition semigroup are needed. In this paper we study
Kolmogorov equations with the structure of equation 5.2 and under weaker assumptions on the
transition semigroup related, with the structure of equation 5.1. One of the main motivation
to study Hamilton Jacobi Bellman equations on a Banach space is to solve a stochastic optimal
control problem related, which is well posed on a Banach space, for example a stochastic optimal
control problem where the cost is well defined on a Banach space and/or a stochastic optimal
control problem where the state evolves on a Banach space. This will be matter of a further
research.

At first we study an equation of the following form

{
∂u
∂t (t, x) = −Atu (t, x) + ψ (t, x, u (t, x) ,∇u (t, x)) , t ∈ [0, T ] , x ∈ H
u(T, x) = ϕ (x) ,

(5.3)
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where G ∈ L (Ξ,H), Ξ is another separable Hilbert space and ∇u (t, x) is the gradient of u.
Given f : E → E satisfying hypothesis 3.3 and the generator A of a semigroup on E, satisfying
hypothesis 2.1, At is formally defined by

Atv (x) =
1

2
Trace

(
GG∗∇2v (x)

)
+ 〈Ax,∇v (x)〉E,E∗ + 〈f (x) ,∇v (x)〉E,E∗,

and it arises as the generator of the Markov process X in E, namely of the perturbed Ornstein
Uhlenbeck process Xt,x

τ which is a mild solution of the following stochastic differential equation
with values in E:

{
dXt,x

τ = AXt,x
τ dτ + f

(
Xt,x

τ

)
dτ +GdWτ , τ ∈ [t, T ]

Xt,x
t = x ∈ E.

We denote by Pt,τ the transition semigroup associated to X, that is for every ϕ ∈ Cb (E) ,

Pt,τϕ (x) = Eϕ
(
Xt,x

τ

)

To study equation (5.3) we also need the following assumptions on ψ and ϕ:

Hypothesis 5.1. The function ψ : [0, T ] × E × R × E∗ → R is Borel measurable and satisfies
the following:

1. there exists a constant L > 0 such that

|ψ (t, x, y1, z1) − ψ (t, x, y2, z2)| ≤ L (|y1 − y2| + ‖z1 − z2‖E∗) ,

for every t ∈ [0, T ] , x ∈ E, y1, y2 ∈ R, z1, z2 ∈ E∗;

2. for every t ∈ [0, T ], ψ (t, ·, ·, ·) is continuous E × R × E∗ → R;

3. there exists L′ > 0 such that

|ψ (t, x, y, z)| ≤ L′ (1 + |y| + ‖z‖E∗) ,

for every t ∈ [0, T ], x ∈ E, y ∈ R, z ∈ E∗.

Hypothesis 5.2. The final datum ϕ ∈ Cb (E) .

We introduce the notion of mild solution of the non linear Kolmogorov equation (5.3). Since At

is (formally) the generator of Pt,τ , the variation of constants formula for (5.3) is:

u(t, x) = Pt,T [ϕ] (x) −
∫ T

t
Pt,s [ψ (s, ·, u (s, ·) ,∇u (s, ·))] (x) ds, t ∈ [0, T ] , x ∈ E. (5.4)

and we notice that this formula is meaningful if ψ (t, ·, ·, ·) , u(t, ·), ∇u (t, ·) have polynomial
growth, and provided they satisfy some measurability assumptions. We use this formula to give
the notion of mild solution for the non linear Kolmogorov equation (5.3).
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We introduce some function spaces where we seek the solution: for α ≥ 0, let Cα ([0, T ] × E) be
the linear space of continuous functions f : [0, T ) × E → R with the norm

‖f‖Cα
:= sup

t∈[0,T ]
sup
x∈E

(T − t)α |f (t, x)| <∞.

(
Cα ([0, T ] , E) , ‖·‖Cα

)
is a Banach space.

For α ≥ 0, we consider the linear space Cs
α ([0, T ] × E,E∗) of the mappings L : [0, T )×E → E∗

such that for every e ∈ E, (T − t)α L (·, ·) e is bounded and continuous as a function from
[0, T ) × E with values in R. The space Cs

α ([0, T ] ×E,E∗) turns out to be a Banach space if it
is endowed with the norm

‖L‖Cs
α(E∗) = sup

t∈[0,T ]
sup
x∈E

(T − t)α ‖L (t, x)‖E∗ .

Definition 5.3. Let α ∈ (0, 1). We say that a function u : [0, T ] ×E → R is a mild solution of
the non linear Kolmogorov equation (5.3) if the following are satisfied:

1. u ∈ Cb ([0, T ] × E);

2. ∇u ∈ Cs
α ([0, T ] × E,E∗): in particular this means that for every t ∈ [0, T ), u (t, ·) is

Gateaux differentiable;

3. equality (5.4) holds.

We need the following fundamental assumption:

Hypothesis 5.4. There exists α ∈ (0, 1) such that for every φ ∈ Cb (E), the function Pt,τ [φ] (x)
is Gateaux differentiable with respect to x, for every 0 ≤ t < τ ≤ T . Moreover, for every e ∈ E,
the function x 7→ ∇Pt,τ [φ] (x) e is continuous and there exists a constant c > 0 such that for
every φ ∈ Cb (H), for every ξ ∈ Ξ, and for 0 ≤ t < τ ≤ T ,

|∇Pt,τ [φ] (x) e| ≤ c

(τ − t)α
‖φ‖∞ ‖e‖E . (5.5)

We want to stress the fact that condition (5.5) implies that the derivative blows up as τ tends to
t and it is bounded with respect to x. In virtue of theorem 4.2, we know that if A and G satisfies
hypotheses 2.1, 2.2, 2.4, with Cτ−t = c/ (τ − t)α and 4.1, then hypothesis 5.4 is satisfied.

Theorem 5.5. Suppose that hypotheses 2.1, 2.2, 3.3, 5.1, 5.2 and 5.4 hold true. Then equation
(5.3) admits a unique mild solution u (t, x), in the sense of definition (5.3), satisfying, for every
e ∈ E,

|∇u (t, x) e| ≤ c

(T − t)α
‖e‖E

where α ∈ (0, 1) is given in hypothesis 5.4.

Proof. We give a sketch of the proof, that is similar to the proof of theorem 2.9 in (20). We
define the operator Γ = (Γ1,Γ2) on Cα ([0, T ] × E) × Cs

α ([0, T ] × E,E∗) endowed with the
product norm.

Γ1 [u, v] (t, x) = Pt,T [ϕ] (x) −
∫ T

t
Pt,s [ψ (s, ·, u (s, ·) , v (s, ·))] (x) ds, (5.6)
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Γ2 [u, v] (t, x) = ∇Pt,T [ϕ] (x) −
∫ T

t
∇Pt,s [ψ (s, ·, u (s, ·) , v (s, ·))] (x) ds. (5.7)

where α ∈ (0, 1) is given in hypothesis 5.4. Thanks to condition (5.5) Γ is well defined
on Cα ([0, T ] × E) × Cs

α ([0, T ] × E,E∗) with values in itself. We show that Γ is a contrac-
tion and so there exists a unique fixed point such that Γ (u, v) = (u, v). Since the gradient is
a closed operator, Γ2 [u, v] = ∇Γ1 [u, v]. We denote by (u, v) the unique fixed point of Γ, and
v (t, x) = ∇u (t, x): u turns out to be the unique mild solution of equation (5.3).

Under less restrictive assumptions we can also study semilinear Kolmogorov equations in the
Banach space E, with a more special structure. We study an equation of the following form

{
∂u
∂t (t, x) = −Atu (t, x) + ψ

(
t, x, u (t, x) ,∇Gu (t, x)

)
, t ∈ [0, T ] , x ∈ E

u(T, x) = ϕ (x) ,
(5.8)

where ∇Gu (t, x) is the G-gradient of u.

To study equation (5.8) we need the following assumptions on ψ:

Hypothesis 5.6. The function ψ : [0, T ] × E × R × Ξ∗ → R is Borel measurable and satisfies
the following:

1. there exists a constant L > 0 such that

|ψ (t, x, y1, z1) − ψ (t, x, y2, z2)| ≤ L (|y1 − y2| + ‖z1 − z2‖Ξ∗) ,

for every t ∈ [0, T ] , x ∈ E, y1, y2 ∈ R, z1, z2 ∈ Ξ∗;

2. for every t ∈ [0, T ], ψ (t, ·, ·, ·) is continuous E × R × Ξ∗ → R;

3. there exists L′ > 0 such that

|ψ (t, x, y, z)| ≤ L′ (1 + |y| + ‖z‖Ξ∗) ,

for every t ∈ [0, T ], x ∈ E, y ∈ R, z ∈ Ξ∗.

We introduce the notion of mild solution of the non linear Kolmogorov equation (5.8): again by
the variation of constants formula for (5.8) is:

u(t, x) = Pt,T [ϕ] (x) −
∫ T

t
Pt,s

[
ψ
(
s, ·, u (s, ·) ,∇Gu (s, ·)

)]
(x) ds, t ∈ [0, T ] , x ∈ E. (5.9)

and we notice that this formula is meaningful if ψ (t, ·, ·, ·) , u(t, ·), ∇Gu (t, ·) have polynomial
growth, and provided they satisfy some measurability assumptions.

In analogy with Cs
α ([0, T ] × E,E∗) we introduce the space Cs

α ([0, T ] × E,Ξ∗) of the mappings
L : [0, T ) × E → Ξ∗ such that for every ξ ∈ Ξ, (T − t)α L (·, ·) ξ is a bounded and continuous
function from [0, T ) × E to R. The space Cs

α ([0, T ] × E,Ξ∗) turns out to be a Banach space if
it is endowed with the norm

‖L‖Cs
α(Ξ∗) = sup

t∈[0,T ]
sup
x∈E

(T − t)α ‖L (t, x)‖Ξ∗ .
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Definition 5.7. Let α ∈ (0, 1). We say that a function u : [0, T ] ×E → R is a mild solution of
the non linear Kolmogorov equation (5.8) if the following are satisfied:

1. u ∈ Cb ([0, T ] × E);

2. ∇Gu ∈ Cs
α ([0, T ] × E,Ξ∗): in particular this means that for every t ∈ [0, T ), u (t, ·) is

G-differentiable;

3. equality (5.9) holds.

We need the following fundamental assumption:

Hypothesis 5.8. There exists α ∈ (0, 1) such that for every φ ∈ Cb (E), the function Pt,τ [φ] (x)
is G-differentiable with respect to x, for every 0 ≤ t < τ ≤ T . Moreover, for every ξ ∈ Ξ, the
function x 7→ ∇GPt,τ [φ] (x) ξ is continuous and there exists a constant c > 0 such that for every
φ ∈ Cb (E), for every ξ ∈ Ξ, and for 0 ≤ t < τ ≤ T ,

∣∣∇GPt,τ [φ] (x) ξ
∣∣ ≤ c

(τ − t)α
‖φ‖∞ ‖ξ‖Ξ . (5.10)

We want to stress the fact that condition (5.10) implies that the G-derivative blows up as τ
tends to t and it is bounded with respect to x. In virtue of theorem 4.3, we know that if A and
G satisfy hypotheses 2.1, 2.2, 2.5, with Cτ−t = c/ (τ − t)α, 4.1 and 2.6, then hypothesis 5.8 is
satisfied. Moreover we ask the semigroup to have a regularizing property, weaker than the one
required in hypothesis 5.4.

Theorem 5.9. Suppose that hypotheses 2.1, 2.2, 3.3, 5.2, 5.6 and 5.8 hold true. Then equation
(5.8) admits a unique mild solution u (t, x), in the sense of definition (5.7), and satisfying, for
every ξ ∈ Ξ, ∣∣∇Gu (t, x) ξ

∣∣ ≤ c

(T − t)α
‖ξ‖Ξ

where α ∈ (0, 1) is given in hypothesis 5.8.

Proof. The proof is similar to the one of theorem 5.5, and we do not give details. As in the
proof of theorem 5.5, we define the operator Γ = (Γ1,Γ2) on Cα ([0, T ] × E)×Cs

α ([0, T ] × E,Ξ∗)
endowed with the product norm. It can be proved that Γ is a contraction on Cα ([0, T ] × E) ×
Cs

α ([0, T ] × E,Ξ∗) with values in itself, and its unique fixed point is the unique mild solution of
equation (5.8) according to definition (5.7).

6 Application to some specific models

In this section we collect some models where the results of the previous sections apply.
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6.1 Stochastic heat equations in bounded intervals

In (Ω,F , (Fτ )τ ,P), we consider, for τ ∈ [0, T ] and ξ ∈ [0, 1], the following stochastic heat
equation 





d

dτ
xτ (ξ) = ∂2

∂ξ2xτ (ξ) + Ẇ (τ, ξ) ,

x0 (ξ) = h (ξ) ,
xτ (0) = xτ (1) = 0

(6.1)

where Ẇ (τ, ξ) is a space-time white noise on [0, T ] × [0, 1], and h is a continuous function on
[0, 1].

Equation (6.1) can be formulated in an abstract way as

{
dZτ = AZτdτ + dWτ , τ ∈ [0, T ]
Z0 = h,

(6.2)

where (Wτ )τ is a cylindrical Wiener process with values in H = Ξ = L2 ([0, 1]). The operator A
with domain D (A) is defined by

D (A) = H2 ([0, 1]) ∩H1
0 ([0, 1]) , (Ay) (ξ) =

∂2

∂ξ2
y (ξ) , for every y ∈ D (A) .

Let E = Cb ([0, 1]) the space of all continuous functions on [0, 1] endowed with the usual norm.
It turns out that E is continuously and densely embedded in H, and the restriction of A to
E = Cb ([0, 1]) is given by

D (A) = {f ∈ C2 ([0, 1]) : f (0) = f (1) = 0}, (Ay) (ξ) =
∂2

∂ξ2
y (ξ) , for every y ∈ D (A) .

It is well known that equation (6.1) admits a unique mild solution in H, given by

Zτ = eτAh+

∫ τ

0
e(τ−s)AdWs,

since the stochastic convolution

WA (τ) =

∫ τ

0
e(τ−s)AdWs

is well defined as a Gaussian process with values in H. Moreover, if the initial datum h ∈ E, then
the process (Zτ )τ is well defined as a process with values in E, in fact the stochastic convolution
WA (τ) admits an E-continuous version, see e.g. (9), theorem 5.2.9.

So hypotheses 2.1 and 2.2 are verified for equation (6.2). Moreover hypothesis 2.4 holds true

for the transition semigroup Rt associated to equation (6.2), with Ct =
c√
t
. Also hypothesis

4.1 holds true, with α =
1

4
, since for every f ∈ L2 ([0, 1]) = H and for every t > 0, etAf ∈

Cb ([0, 1]) = E and
∥∥etAf

∥∥
E
≤ ct−1/4 ‖f‖H .

Now let us consider a nonlinear heat equation in [0, 1]: for τ ∈ [0, T ] and ξ ∈ [0, 1] we consider
the equation {

dxτ (ξ) = ∂2

∂ξ2xτ (ξ) dτ + g (xτ (ξ)) dτ +W (τ, ξ) dτ,

x0 (ξ) = h (ξ) ,
(6.3)
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where g : R → R is a continuous and differentiable non increasing function, and g and its
derivative have polynomial growth with respect to x. We can write this equation in an abstract
setting: {

dXτ = AXτdτ + F (Xτ ) dτ + dWτ , τ ∈ [0, T ]
X0 = h,

(6.4)

where for every x ∈ E, F (x) (ξ) = g (x (ξ)). F satisfies hypothesis 3.3, see (8), example D.7. By
(8), theorem 7.13, and (9), theorem 11.4.1, equation (6.4) admits a unique mild solution in E.
Let us denote by Pt the transition semigroup associated to equation (6.4). By theorem 4.2, for
every ϕ ∈ Cb (E) and every x, e ∈ E, Pt [ϕ] (x) is Gateaux differentiable in any direction e ∈ E
and the estimate

|∇Pt [ϕ] (x) e| ≤ C√
t
‖ϕ‖∞ ‖e‖E , 0 < t ≤ T (6.5)

holds true. We want to stress the fact that in the book (4) more general results about the strong
Feller property for transition semigroups related to reaction diffusion equations are proved, on
the contrary no applications to Kolmogorov equations in the space of continuous functions is
given.

We consider the Kolmogorov equation relative to equation (6.4):

{
∂u
∂t (t, x) = −Atu (t, x) + ψ (t, x, u (t, x) ,∇u (t, x)) , t ∈ [0, T ] , x ∈ E
u(T, x) = ϕ (x) ,

(6.6)

where, at least formally,

Atv (x) =
1

2
Trace

(
∇2v (x)

)
+ 〈Ax,∇v (x)〉E,E∗ + 〈F (x) ,∇v (x)〉E,E∗.

By estimate (6.5) and theorem 5.5, equation (6.6) admits a unique mild solution in E, if ψ and
ϕ satisfy respectively hypotheses 5.1 and 5.2.

6.2 Stochastic heat equations in R

In (Ω,F , (Fτ )τ ,P) we consider, for τ ∈ [0, T ] and ξ ∈ R :

{
dxτ (ξ) = ∂2

∂ξ2xτ (ξ) dτ +W (τ, ξ) dτ,

x0 (ξ) = h (ξ) ,
(6.7)

Let (ej)j≥1 be a complete orthonormal system in Ξ = L2 (R). Let βj (τ) be independent standard

Wiener processes. We assume that W (τ, ξ) =
∑

j≥1

ej (ξ)βj (τ). We consider L2
ρ (R), the Hilbert

space of square integrable functions on R with respect to the (finite) measure e−ρ|ξ|dξ, ρ > 0.
The initial datum h belongs to L2

ρ (R). The choice of a weighted space is justified by the fact
that we want to be able to treat constant initial functions.

In the space H = L2
ρ (R) equations like (6.7) can be formulated in an abstract way as

{
dZτ = AZτdτ + JdWτ , τ ∈ [0, T ]
Z0 = h,

(6.8)
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where (Wτ )τ is a cylindrical Wiener process with values in Ξ = L2 (R) and J is the inclusion of
Ξ in H. The operator A with domain D (A) is defined by

D (A) = H2
ρ (R) , (Ay) (ξ) =

∂2

∂ξ2
y (ξ) , for every y ∈ D (A) .

It is well known, see e.g. (3) or (9), chapter 11, that equation (6.7) admits a unique mild solution
in H, given by

Zτ = eτAh+

∫ τ

0
e(τ−s)AJdWs :

the stochastic convolution

WA (τ) =

∫ τ

0
e(τ−s)AJdWs

is well defined as a Gaussian process with values in H. Let ρ > 0: we consider the space Cρ (R)
of all continuous functions on R such that e−ρ|ξ| |f (ξ)| → 0 as |ξ| → ∞. We consider the Banach
space E = L2

ρ (R) ∩ Cρ/2 (R) endowed with the norm

‖f‖E =

(∫

R

e−ρ|ξ| |f (ξ)|2 dξ
)1/2

+ sup
ξ∈R

e−
ρ
2
|ξ| |f (ξ)| .

It turns out that E is continuously and densely embedded in H, and we want to prove that if
the initial datum h ∈ E, then the process (Zτ )τ is well defined as a process with values in E:
to this aim we have to prove that the stochastic convolution WA (τ) admits an E-continuous
version.

Lemma 6.1. WA (τ) admits a continuous version in C ([0, T ] , E).

Proof. Take δ ∈ (1/4, 1/2): by the factorization method (see e.g. (8)), the stochastic convolution
can be represented as

WA (τ) (ξ) =
sinπδ

π

∫ τ

0
e(τ−s)A (τ − s)δ−1 Yδ (s) (ξ) ds

where

Yδ (τ) (ξ) =

∫ τ

0
(τ − s)−δ e(τ−s)AJ

∑

j≥1

ej (ξ) dβj (s) .

We recall that, see e.g. (3), lemma 3.1, for all t ∈ [0, T ],

∥∥etA
∥∥

L(L2
ρ,Cρ/2)

≤ Ct−1/4.

Following the proof of theorem 1.1 in (3),

‖WA (τ)‖Cρ/2(R) ≤
sinπδ

π

∫ τ

0
(τ − s)(δ−1)

∥∥∥e(τ−s)A
∥∥∥

L(L2
ρ,Cρ/2)

‖Yδ (s)‖L2
ρ(R) ds

≤ C

∫ τ

0
(τ − s)(δ−1−1/4) ‖Yδ (s)‖L2

ρ(R) ds

≤ C

(∫ τ

0
(τ − s)p(δ−5/4) ds

)1/p(∫ τ

0
‖Yδ (s)‖q

L2
ρ(R)

ds

)1/q

<∞,
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where 1 < p < 1
5/4−δ , so that p (δ − 5/4) > −1, and q is the conjugate exponent of p. So

WA (τ) ∈ L∞ ([0, T ] , Cρ/2 (R)
)
. The L∞-space can be replaced by the space of continuous

functions as the space C∞ ([0, T ] , L2
ρ (R)

)
is dense in L2

(
[0, T ] , L2

ρ (R)
)
, and this concludes the

proof.

So hypotheses 2.1 and 2.2 are verified for the coefficients of equation (6.8). Moreover hypothesis

2.5 holds true for the transition semigroup Rt associated to equation (6.8), with Ct =
c√
t
. In-

deed, hypothesis 2.5 is equivalent to the null controllability of the deterministic linear controlled
system in H {

d

dt
yt = Ayt + Jut,

y0 = x ∈ J (Ξ) ,

where u ∈ L2 ([0, T ] ,Ξ) , and to some estimate on the energy steering the initial datum x to 0
in any time t > 0. Namely, null controllability of this system is equivalent to the inclusion

etAJ (Ξ) ⊂ Q
1/2
t (H) .

As a control steering the initial state x to 0 in time t we take

us = −1

t
esAJ−1x.

It follows ∫ t

0
‖us‖2

Ξ ds =
1

t2

∫ t

0

∥∥esAJ−1x
∥∥2

Ξ
ds ≤ 1

t
sup

s∈[0,t]

∥∥esAJ−1x
∥∥2

Ξ
= c

1

t
.

The energy steering x ∈ J (Ξ) to 0 in time t is given by

EC (t, x) = min

{(∫ t

0
‖us‖2

Ξ ds

)1/2

: y0 = x, yt = 0

}

,

and so EC (t, x) ≤ C
1√
t
, that implies the estimate

∥∥∥Q−1/2
t etAJ

∥∥∥
L(Ξ,H)

≤ C
1√
t
.

So for every ϕ ∈ Cb (E),

∣∣∇JRt [ϕ] (x) ξ
∣∣ ≤ C√

t
‖ϕ‖∞ ‖ξ‖Ξ , 0 < t ≤ T.

We remark that hypotheses 4.1 and 2.6 are satisfied, indeed for every ξ ∈ Ξ and every t > 0
etAξ ∈ E and

∥∥etAξ
∥∥

E
≤ Ct−1/4 ‖ξ‖Ξ, and as Ξ0 we can take Ξ ∩ Cb (R), so that G (Ξ0) ⊂ E.

Now let us consider a nonlinear heat equation in R: for τ ∈ [0, T ] and ξ ∈ R we consider the
equation {

dxτ (ξ) = ∂2

∂ξ2xτ (ξ) dτ + e−
ρ
2
|ξ|g (xτ (ξ)) dτ +W (τ, ξ) dτ,

x0 (ξ) = h (ξ) ,
(6.9)
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where g : R → R is a continuous and differentiable non increasing function, and g and its
derivative have linear growth with respect to x. We can write this equation in an abstract
setting as {

dXτ = AXτdτ + f (Xτ ) dτ + JdWτ , τ ∈ [0, T ]
X0 = h,

(6.10)

where for every x ∈ E, f (x) (ξ) = e−
ρ
2
|ξ|g (x (ξ)). For every x ∈ E, f (x) ∈ J (Ξ) = L2 (R), and

satisfies hypothesis 3.3. By (8), theorem 7.13, and (9), theorem 11.4.1, equation (6.10) admits
a unique mild solution in E, if the initial datum h ∈ E. Let us denote by Pt the transition
semigroup associated to equation (6.10). By theorem 4.3, for every ϕ ∈ Cb (E) and every x ∈ E
and ξ ∈ Ξ, Pt [ϕ] (x) is Gateaux differentiable in the direction Jξ and the estimate

∣∣∇JPt [ϕ] (x) ξ
∣∣ ≤ C√

t
‖ϕ‖∞ ‖ξ‖Ξ , 0 < t ≤ T

holds true. This estimate allows to solve semilinear Kolmogorov equations of the form (5.8).

6.3 First order stochastic differential equations

In (Ω,F , (Fτ )τ ,P) let (βj (τ))nj=1 be real, independent, standard Wiener processes. We consider,
for τ ∈ [0, T ] and ξ ∈ [0, 1] the following stochastic equation






dxτ (ξ) = ∂
∂ξxτ (ξ) dτ +

n∑

j=1

e2πikjξdβkj
(τ) ,

x0 (ξ) = h (ξ) ,
xτ (0) =τ (1) ,

(6.11)

where kj are integers such that ki 6= kj for i 6= j. We consider the Banach space E =
{f ∈ C ([0, 1]) : f (0) = f (1)} which is continuously and densely embedded in the Hilbert space
H =

{
f ∈ L2 ([0, 1])

}
. We define B : R

n → E as the map that to (x1, ..., xn) associates the

function
n∑

j=1

e2πikj(·)xj. We define A0 by

D (A0) =
{
f ∈ H1 ([0, 1]) : f (0) = f (1)

}
, (A0y) (ξ) =

∂

∂ξ
y (ξ) , for every y ∈ D (A0) ,

and A by

D (A) =
{
f ∈ C1 ([0, 1])

⋂
E : f ′ (0) = f ′ (1)

}
, (Ay) (ξ) =

∂

∂ξ
y (ξ) , for every y ∈ D (A) .

In the following, we write A instead of A0.

Equation (6.11) admits the abstract formulation

{
dZτ = AZτdτ +BdWτ , τ ∈ [0, T ]
Z0 = h,

(6.12)

where Wτ = (βk1
(τ) , ..., βkn (τ)), so the space Ξ of the noise coincides with R

n. If the initial
datum h ∈ H, equation (6.12) admits a unique mild solution in H, moreover if the initial datum
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h ∈ E, equation (6.12) admits a unique mild solution in E, since it is immediate to see that the
stochastic convolution admits an E-continuous version.

Next we verify that

etA0B (Ξ) ⊂ Q
1/2
t (H) .

and that for some c > 0 the operator norm satisfies
∥∥∥Q−1/2

t etA0B
∥∥∥

L(Ξ,H)
≤ c√

t
, for 0 < t ≤ T.

Indeed, let f ∈ H. Then f (ξ) =
∑j=+∞

j=−∞ f̂ (j) e2πijξ, where f̂ (j) =

∫ 1

0
f (ξ) e2πijξdξ. Since

A∗ = −A with D (A∗) = D (A), for 0 ≤ t ≤ T ,

(Qtf) (ξ) =

∫ t

0

(
esABB∗esA

∗

)
f (ξ) ds

=

∫ t

0

n∑

j=1

f̂ (kj) e
2πikjξds

= t

n∑

j=1

f̂ (kj) e
2πikjξ.

Since for x = (x1, ..., xn) ∈ R
n etABx =

n∑

j=1

e2πitkjxje
2πikjξ, it turns out that

etAB (Ξ) ⊂ Q
1/2
t (H)

and

Q
−1/2
t etABx =

n∑

j=1

e2πitkj

√
t
xje

2πikjξ

and so the operator norm satisfies
∥∥∥Q−1/2

t etAB
∥∥∥

L(Ξ,H)
≤ 1√

t
, for 0 < t ≤ T.

We remark that hypotheses 4.1 and 2.6 are satisfied, indeed B (Ξ) ⊂ E.

So if we denote by Rt the transition semigroup associated to equation (6.11) it turns out that
ϕ ∈ Cb (E) and for every x ∈ E, Rt [ϕ] (x) is Gateaux differentiable in the directions selected by
B and for every ξ ∈ R

n the estimate

∣∣∇BRt [ϕ] (x) ξ
∣∣ ≤ 1√

t
‖ϕ‖∞ ‖ξ‖

Rn , 0 < t ≤ T (6.13)

holds true. We underline the fact that Rt is not strong Feller, since Q
1/2
t (H) is a finite dimen-

sional space, while etA (H) is infinite dimensional, so etA (H) cannot be contained in Q
1/2
t (H).

We consider Kolmogorov equations with the structure of equation (5.8), where, at least formally,

Atv (x) =
1

2
Trace

(
BB∗∇2v (x)

)
+ 〈Ax,∇v (x)〉E,E∗,

and A and B are the operators introduced in (6.12). We can solve such Kolmogorov equations
by applying the results in section 5.
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6.4 Stochastic wave equations

In this section we briefly show how our results can be applied to stochastic wave equations in
space dimension one. In (Ω,F , (Fτ ) ,P) we consider, for 0 ≤ τ ≤ T and ξ ∈ [0, 1], the following
state equation: 





∂2

∂τ2 y (τ, ξ) = ∂2

∂ξ2 y (τ, ξ) + Ẇ (τ, ξ)

y (τ, 0) = y (τ, 1) = 0,
y (0, ξ) = x0 (ξ) ,
∂y
∂τ (0, ξ) = x1 (ξ) .

(6.14)

Ẇ (τ, ξ) is a space-time white noise on [0, T ] × [0, 1]. This equation can be rewritten in an
abstract way in the Hilbert space H = L2 ([0, 1]) ⊕H−1 ([0, 1]) in the following form:

{
dXτ = A0Xτdτ +GdWτ , τ ∈ [0, T ]
X0 = x.

(6.15)

The process {Wτ , τ ≥ 0} is a cylindrical Wiener process with values in Ξ = L2 ([0, 1]), the

operator G : L2 ([0, 1]) −→ H is defined by Gu =

(
0
u

)
=

(
0
I

)
u, where I is the embedding

of L2 ([0, 1]) into H−1 ([0, 1]), and A is the wave operator, defined by

D (A0) = H1
0 ([0, 1]) ⊕ L2 ([0, 1]) , A0

(
y
z

)
=

(
0 I
−Λ 0

)(
y
z

)
,

for every

(
y
z

)
∈ D (A). The operator Λ is given by

D (Λ) = H1
0 ([0, 1]) , (Λy) (ξ) = − ∂2

∂ξ2
y (ξ) .

We underline the fact that the stochastic convolution

WA (τ) =

∫ τ

0
e(τ−s)A0GdWs

is well defined in H, since the operators

Qτ =

∫ τ

0
esA0GG∗esA

∗

0ds, 0 ≤ τ ≤ T,

are of trace class, see e. g. (8), example 5.8.

We consider also the Hilbert space

H1 = H1
0 ([0, 1]) ⊕ L2 ([0, 1]) .

On H1 we define the operator A1 by

D (A1) = H2 ([0, 1]) ∩H1
0 ([0, 1]) ⊕H1

0 ([0, 1]) , A1

(
y
z

)
=

(
0 I
−Λ 0

)(
y
z

)
,

416



for every

(
y
z

)
∈ D (A1), where the operator Λ is given by

D (Λ) = H2 ([0, 1]) ∩H1
0 ([0, 1]) , (Λy) (ξ) = − ∂2

∂ξ2
y (ξ) ,

A0 in H and A1 in H1 are the generators of the contractive group

etA
(
y
z

)
=

(
cos

√
Λt 1√

Λ
sin

√
Λt

−
√

Λ sin
√

Λt cos
√

Λt

)(
y
z

)
, t ∈ R.

Following (21), we introduce the Banach space E = Bs
2,p,{0} ([0, 1]) ⊕ Bs−1

2,p ([0, 1]) , with s ∈
(0, 1) and p > 2, where Bs

2,p,{0} ([0, 1]) is the Besov space with Dirichlet boundary conditions

and Bs−1
2,p ([0, 1]) is a Besov space with negative exponent. The space E can be obtained by

interpolating H and H1:

(H1,H)s,p =
(
H1

0 ([0, 1]) , L2 ([0, 1])
)
s,p

⊕
(
L2 ([0, 1]) ,H−1 ([0, 1])

)
s,p

= Bs
2,p,{0} ([0, 1]) ⊕Bs−1

2,p ([0, 1]) .

For more details on real interpolation and Besov spaces see e.g. (19) and (25). The operator
A with domain D (A) = Bs+1

2,p,{0} ([0, 1]) ⊕ Bs
2,p,{0} ([0, 1]) is the generator of a group in E, and

moreover since A is dissipative both in H1 and in H, it turns out that A is dissipative in E.
Equation (6.14) can be written as an evolution equation in the Banach space E:

{
dXτ = AXτdτ +GdWτ , τ ∈ [0, T ]
X0 = x,

(6.16)

where G : L2 ([0, 1]) −→ E is defined by Gu =

(
0
u

)
=

(
0
I

)
u, and I is the embedding

of L2 ([0, 1]) in Bs−1
2,p ([0, 1]). We note that if s − 1/2 > 0, then Bs

2,p,{0} ([0, 1]) is contained

in C ([0, 1]), see (25), theorem 4.6.1. Moreover E is continuously and densely embedded in
the Hilbert space H, and the stochastic convolution admits a version in C ([0, T ] , E), for p
sufficiently large, see (21). So if the initial datum belongs to E, then the solution X of equation
(6.16) evolves in E. We remark that hypotheses 2.6 and 4.1 are satisfied, indeed G (Ξ) ⊂ E.

By (20), section 6.1, it turns out that for every 0 < t ≤ T

etA0G (Ξ) ⊂ Q
1/2
t (H)

and the operator norm satisfies
∥∥∥Q−1/2

t etAG
∥∥∥

L(Ξ,H)
≤ c√

t
, for 0 < t ≤ T.

So if we denote by Rt the transition semigroup associated to equation (6.16) it turns out that
ϕ ∈ Cb (E) and for every x ∈ E, Rt [ϕ] (x) ∈ GG (E) and for every ξ ∈ Ξ the following estimate
holds true: ∣∣∇GRt [ϕ] (x) ξ

∣∣ ≤ 1√
t
‖ϕ‖∞ ‖ξ‖Ξ , 0 < t ≤ T. (6.17)
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We consider Kolmogorov equations with the structure of equation (5.8), where, at least formally,

Atv (x) =
1

2
Trace

(
GG∗∇2v (x)

)
+ 〈Ax,∇v (x)〉E,E∗,

and A and G are the operators introduced in (6.16. We can solve such Kolmogorov equations
by applying the results in section 5.
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