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Abstract

We consider convex hulls of random walks whose steps belong to the domain of
attraction of a stable law in Rd. We prove convergence of the convex hull in the
space of all convex and compact subsets of Rd, equipped with the Hausdorff distance,
towards the convex hull spanned by a path of the limit stable Lévy process. As an
application, we establish convergence of (expected) intrinsic volumes under some
mild moment/structure assumptions posed on the random walk.
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1 Introduction

Geometric aspects of random walks have become an attractive topic in modern
probability theory, especially questions concerning the shape of convex polygons spanned
by points lying on a path of a planar random walk inspired a vast number of authors. The
seminal article in this direction is [40] where Spitzer and Widom found a combinatorial
formula for the expected value of the perimeter of the convex hull of an arbitrary random
walk in the plane. To prove this result they applied techniques from integral geometry
while Baxter [4] provided a purely combinatorial argument. Later Snyder and Steele [39]
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project 4197 (for S. Šebek) is gratefully acknowledged.

†Technische Universität Dresden, Faculty of Mathematics, Institute of Mathematical Stochastics, Zellescher
Weg 25, 01069 Dresden, Germany.

‡University of Wrocław, Faculty of Mathematics and Computer Science, Institute of Mathematics, pl.
Grunwaldzki 2/4, 50–384 Wrocław, Poland. E-mail: wojciech.cygan@uwr.edu.pl

§Department of Mathematics, University of Zagreb, Bijenička cesta 30, 10000 Zagreb, Croatia. E-
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Convex hulls of stable random walks

found bounds for the variance of the perimeter, see also [3] for the expected area of the
convex hull. More recently, plenty of interesting results have been obtained for planar
random walks with finite variance [25], [46], [47] and for multidimensional random
walks [16], [17], [21], [45]. We refer to [23] for a historical perspective and a handy
presentation of available results for convex hulls of random walks.

In this article, we consider a class of stable random walks in the multidimensional
case. Let {Yi}i∈N be a sequence of independent and identically distributed Rd-valued
random vectors defined on a given probability space (Ω,A,P) and let S(n) =

∑n
i=1 Yi

be the corresponding random walk such that S(0) = 0. We assume that the distribution
of the step Y1 belongs to the domain of attraction of an α-stable law in Rd with index
of stability α ∈ (0, 2]. This means that there are sequences {bn}n≥0 ⊂ (0,∞) and
{an}n≥0 ⊂ Rd, such that

S(n)− an
bn

D−−−−→
n↗∞

X(1), (1.1)

where {X(t)}t≥0 is an α-stable Lévy process in Rd. The notation
D−→ is used for conver-

gence in distribution of random vectors in Rd.
The main object of our study is the convex hull generated by the first n+1 positions of

the random walk and we denote it by conv{S(0),S(1), . . . ,S(n)}. So far not much is known
about its limit behaviour if the step distribution of the walk is heavy-tailed. Asymptotic
expansions of the mean perimeter and area of conv{S(0), . . . ,S(n)} were found in [11]
for planar random walks whose steps have stable-like symmetric continuous densities.
There are a few articles on convex hulls of stable (and Lévy) processes in Rd which are
strongly related to our work, see [20], [28] and [29]. We also refer to [8] for the case
of the convex hull of Brownian motion, to [1] for the treatment of convex minorants
of one-dimensional stable random walks, to [33] and [26] for the treatment of convex
minorants/concave majorants of Lévy processes, and to [7] for convergence of convex
hulls of point processes under low-moment assumptions.

Our first goal is to enlighten the connection between convex hulls of discrete and
continuous-time processes with infinite variance and to understand under which scaling
procedure we can approximate the convex hull of the limit process with those of random
walks. We thus investigate convergence of convex hulls of stable random walks at the
level of sets in the space of all convex and compacts subsets of Rd (so-called convex
bodies) equipped with the Hausdorff distance. Such convergence holds for all stable
walks that have infinite first moment (case α < 1). For random walks attracted by a
Cauchy law (case α = 1) our methods apply only if the walk is symmetric. For stable
random walks with finite expectation (case 1 < α ≤ 2) we distinguish between two
cases, that is when the drift is zero or not. In the case with zero drift (and for the cases
mentioned above) the convex hull of the walk, rescaled with the sequence bn from (1.1),
converges to the convex hull generated by a path of the limit process {X(t)}t≥0 run
up to time one. If there is a drift such scaling turns out to be inappropriate. In this
context, we learned much about the scaling limits of convex hulls and how to handle
the non-zero drift case from articles [21] and [47]. We apply techniques developed in
these two articles to adjust the scaling along the drift and we obtain corresponding
convergence of rescaled convex hulls.

There are some basic geometric functionals which enable us to describe and study
the shape of a convex body in the Euclidean space. In the plane these are perimeter
and area (also diameter) whereas in higher dimensions surface area and volume play
the key role. The other important quantities are involved in the celebrated Steiner
formula which shows how fast grows the volume of a convex body which is expanded
by a rescaled unit ball. This volume is represented as a polynomial of degree d. The
polynomial variable is the expansion radius and its coefficients are (up to a constant) the
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Convex hulls of stable random walks

so-called intrinsic volumes of the convex body. They can be regarded as a generalization
of surface area and volume as the pre-last and last intrinsic volumes actually coincide
with those two functionals and the first intrinsic volume can be seen as a counterpart of
perimeter. These geometric quantities have been recently studied also for convex hulls
of random walks and continuous time stochastic processes. We were inspired by article
[45] where the authors established precise formulas for the expected value of intrinsic
volumes of conv{S(0), . . . ,S(n)} under a general position assumption on the walk which
means that it does not stay almost surely in any affine hyperplane of Rd, see also [3],
[16] and [17]. Another motivation for our work came from article [29] where the authors
computed expected intrinsic volumes of the convex hull for Lévy processes, see also [20]
and [28] for the case of symmetric stable processes.

In this article, we establish convergence of intrinsic volumes of the convex hull
of stable random walks. If the walk has no drift (or α < 1, or α = 1 and {S(n)}n≥0

is symmetric) then by a continuity argument we infer that the m-th intrinsic volume
of conv{S(0), . . . ,S(n)}, scaled by bmn , converges towards the corresponding intrinsic
volume of the hull spanned by a path of the limit process {X(t)}t≥0. Similarly as before,
if the drift does not vanish an another scaling has to be employed which is found by an
approach based upon [47].

The main part of the article is devoted to convergence of the expected intrinsic
volumes of the convex hull. In the zero-drift case we show that under the general
position assumption the expected m-th intrinsic volume, scaled by bmn , converges to a
limit given in terms of the Gram determinant spanned by independent copies of the
process {X(t)}t≥0. If the process is symmetric this determinant can be computed through
techniques developed in [28] and [29]. Moreover, via our methods we obtain the result
that (even for a non-symmetric stable process) the first expected intrinsic volume of
its convex hull is determined by its first absolute moment. For non-zero drift random
walks we need finiteness of absolute moments of Y1 of higher order which implies that
α = 2 and {X(t)}t≥0 is a Brownian motion. Then, appropriately rescaled, m-th expected
intrinsic volume of the convex hull of the walk converges to the convex hull spanned by
a time-space Brownian motion which is constructed from the original process {X(t)}t≥0.
As an additional result, we establish a closed formula for the expected volume of the
convex hull of the time-space Brownian motion (see Theorem 3.11).

Finally, we study asymptotics of the variance of intrinsic volumes of the convex hull
of random walks with finite moments of order higher than two and under the general
position assumption. For zero-drift random walks we find an appropriate scaling for all
m ∈ {1, . . . , d}, while if there is a non-zero drift we only cover the case m ≥ 2. For the
variance of the first intrinsic volume we establish an upper bound with a term of linear
order.

The article is organized as follows. We start by a brief discussion on necessary
definitions and results from geometry and probability. In Section 2 we present conver-
gence of convex hulls in the space of convex bodies as well as convergence of their
intrinsic volumes. Section 3 is devoted to convergence of mean intrinsic volumes while
in Section 4 we focus on variance asymptotics.

Stable random walks

We use the notation Y1 = (Y
(1)
1 , . . . , Y

(d)
1 )> and S(n) = (S(1)(n), . . . , S(d)(n))>, where

M> stands for the transpose of the matrix M . We remark that (1.1) and continuous
mapping theorem imply that for any k = 1, . . . , d,

S(k)(n)− a(k)
n

bn

D−−−−→
n↗∞

X(k)(1), (1.2)
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where an = (a
(1)
n , . . . , a

(d)
n )> and X(t) = (X(1)(t), . . . , X(d)(t))>. It follows that each

{X(k)(t)}t≥0 is a one-dimensional α-stable Lévy process and whence the coordinates of
an are given by

a(k)
n =


0, α < 1,

nbnE
[
sin(Y

(k)
1 /bn)

]
, α = 1,

nE[Y
(k)
1 ], α > 1.

(1.3)

Moreover, bn = n1/α`(n) for a function `(u) which is slowly varying at infinity. We observe
that [38, Theorem 2.7] and (1.2) imply the following convergenceS

(k)(bntc)− a(k)
bntc

bn


t≥0

J 1
1−−−−→

n↗∞
{X(k)(t)}t≥0.

This, together with [5, Problem 5.9], gives that {(S(bntc)− abntc)/bn}t≥0 is tight. By J d1
we denote the Skorokhod topology on the space of Rd-valued càdlàg functions. It is
straightforward to check that finite-dimensional distributions of {(S(bntc)−abntc)/bn}t≥0

converge to those of {X(t)}t≥0 (see e.g. [5, page 88]). It follows{
S(bntc)− abntc

bn

}
t≥0

J d
1−−−−→

n↗∞
{X(t)}t≥0. (1.4)

We point out that (1.1) and (1.4) are actually equivalent, see [15, Proposition VI.3.14].
For a detailed discussion on multidimensional stable laws and their domains of attraction
we refer to [36], see also [34] and [35].

Geometric issues and càdlàg paths

We write ‖x‖ for the Euclidean norm of x ∈ Rd and let Sd−1 = {x ∈ Rd : ‖x‖ = 1} be
the unit sphere in Rd. For x ∈ Rd and A ⊂ Rd the distance from x to A is defined as
dist(x,A) = infy∈A ‖x− y‖. For a bounded set A ⊂ Rd we denote by clA the closure of A.
For two bounded sets A,B ⊂ Rd, let distH(A,B) be the Hausdorff distance between A
and B defined as

distH(A,B) = max
{

sup
x∈B

dist(x,A), sup
x∈A

dist(x,B)
}
.

Note that on the family of bounded sets this defines merely a pseudo-metric, while on
the family of compact sets it becomes a metric.

Let Kd denote the family of all convex bodies in Rd and let Kd0 = {A ∈ Kd : 0 ∈ A}.
By convA we denote the convex hull of the set A. The space Kd equipped with the
topology generated by the Hausdorff metric becomes a complete metric space. Our main
reference for convex geometry is [37].

Let Dd0 [0, 1] be the space of càdlàg functions f : [0, 1]→ Rd with f(0) = 0. We equip it
with the standard J d1 Skorokhod topology defined through the metric

distJ1
(f, g) = inf

λ∈Λ
{‖f − g ◦ λ‖∞ + ‖λ− Id‖∞},

where Λ is the set of all increasing bijections λ of [0, 1] such that λ and its inverse λ−1

are both continuous, and Id is the identity map on [0, 1]. To any f ∈ Dd0 [0, 1] we associate
the convex hull of the closure of its path, that is

f 7→ H(f) = convf [0, 1],
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where f [0, 1] = cl{f(t) : t ∈ [0, 1]}. We remark that

convf [0, 1] = cl conv{f(t) : t ∈ [0, 1]},

see [12, Proposition 3.2]. The following continuity result is a crucial observation for our
purposes. It has been already found in [29] and applied in the context of convex hulls of
stable Lévy processes.

Lemma 1.1. The mapping H : (Dd0 [0, 1],distJ1
)→ (Kd0,distH) is Lipschitz continuous.

Proof. For any two bounded sets A,B ⊂ Rd it holds that distH(clA, clB) = distH(A,B)

and
distH(convA, convB) ≤ distH(A,B),

see e.g. [24, Lemmas 3.2.2 and 3.3.1]. It follows

distH
(
H(f), H(g)

)
≤ distH

(
f [0, 1], g[0, 1]

)
.

Finally, we remark that
distH

(
H(f), H(g)

)
≤ distJ1(f, g),

see e.g. [24, Lemma 3.2.1].

We recall definitions of a few basic geometric functionals which can be defined for
any convex body. Later we investigate them for convex hulls of stable random walks. For
A ∈ Kd its support function sA : Rd → R is defined by

sA(x) = sup
y∈A
〈x, y〉,

where 〈·, ·〉 stands for the standard scalar product in Rd. The mean width and Steiner
point of A ∈ Kd are respectively defined as

w(A) =
2

$d

∫
Sd−1

sA(θ)σ(dθ) and p(A) =
1

κd

∫
Sd−1

sA(θ)θσ(dθ), (1.5)

where σ(dθ) is the surface measure over Sd−1 and $d = σ(Sd−1), while κd = Vold(B
d) is

the d-dimensional Lebesgue measure of the unit ball Bd = {x ∈ Rd : ‖x‖ ≤ 1}. The two
quantities are given by κd = πd/2/Γ

(
1+ d

2

)
and $d = dκd. For any ρ ≥ 0 the outer parallel

body of A at distance ρ is defined as A + ρBd, where this represents the Minkowski
addition. The classical Steiner formula provides an expansion for its d-dimensional
Lebesgue measure in terms of a polynomial in variable ρ of degree at most d whose
coefficients are important geometric quantities. The polynomial is of the form

Vold
(
A+ ρBd

)
=

d∑
m=0

ρd−mκd−mVm(A), (1.6)

where V0(A), . . . , Vd(A) are so-called intrinsic volumes of the set A. It is known that
V0(A) = 1 and V1(A) is proportional to the mean width of A, that is

V1(A) =
dκd

2κd−1
w(A). (1.7)

We remark that if d = 2 then V1(A) is equal to one half of the perimeter of A. Furthermore,
Vd−1(A) is equal to one half of the surface area/measure of A and Vd(A) = Vold(A). We
remark that A 7→ Vm(A), m ∈ {0, 1, . . . , d}, and A 7→ p(A) are continuous mappings from
(Kd,distH) to ([0,∞), | · |) and from (Kd,distH) to (Rd, ‖·‖), respectively, see [2, Theorem
III.1.1] and [37, Lemma 1.8.14].
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Convex hulls of stable random walks

2 Convergence of convex hulls

We start by showing a general weak-convergence result for convex hulls of stable
random walks in the space of convex bodies equipped with the Hausdorff distance. The
following result should be compared with [47, Theorem 2.5 and Corollary 2.6].

Proposition 2.1. Under assumption (1.1) it holds

conv{S(0)− a0, . . . ,S(n)− an}
bn

===⇒
n↗∞

convX[0, 1]

in the sense of weak convergence in (Kd0,distH). We also have for m ∈ {1, . . . , d},

Vm
(
conv{S(0)− a0, . . . ,S(n)− an}

)
bmn

D−−−−→
n↗∞

Vm
(
convX[0, 1]

)
and

p
(
conv{S(0)− a0, . . . ,S(n)− an}

)
bn

D−−−−→
n↗∞

p
(
convX[0, 1]

)
.

Proof. Observe first that for any bounded set A ⊂ Rd, any a ∈ Rd and any M ∈ Rd×d, we
have conv(A + a) = conv(A) + a, conv(M · A) = M · conv(A), cl(A + a) = cl(A) + a and
cl(M ·A) = M · cl(A). It follows

H
({

(S(bntc)− abntc)/bn
}
t∈[0,1]

)
=

conv{S(0)− a0, . . . ,S(n)− an}
bn

.

Finally, (1.4) together with continuous mapping theorem implies

conv{S(0)− a0, . . . ,S(n)− an}
bn

===⇒
n↗∞

H
(
{X(t) : t ∈ [0, 1]}

)
,

as desired. By employing again continuous mapping theorem and the facts that for
A ∈ Kd and a ∈ R+ (see the discussion after [2, Theorem III.1.1]) it holds

Vm(a ·A) = amVm(A) and p(a ·A) = ap(A),

we infer the last two formulas.

Remark 2.2. (i) Proposition 2.1 provides information on the limit behaviour for the
convex hull conv{S(0), . . . ,S(n)} only in the case when an ≡ 0. This is true if α < 1 and if
the walk has zero drift for α > 1. For α = 1 it covers the case when the walk is symmetric,
cf. (1.3). The non-symmetric case for α = 1 is not handled in the present article.
(ii) If we assume that E[‖Y1‖2] <∞, µ = 0 and define Σ = E[Y1Y

>
1 ], then bn =

√
n (see

[14, Theorem 2.6.6]) and

{X(t)}t≥0
D
= {Σ1/2B(t)}t≥0,

where {B(t)}t≥0 is the standard d-dimensional Brownian motion. In view of Proposi-
tion 2.1 we obtain

Vm
(
conv{S(0), . . . ,S(n)}

)
nm/2

D−−−−→
n↗∞

Vm
(
Σ1/2convB[0, 1]

)
.

In particular,

Vd
(
conv{S(0), . . . ,S(n)}

)
nd/2

D−−−−→
n↗∞

√
det(Σ)Vd

(
convB[0, 1]

)
.

The explicit formula for the expected value of Vd(convB[0, 1]) is given in (3.14).
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2.1 Non-zero drift case

In this paragraph, we assume that α > 1 which implies that the first moment of Y1 is
finite. We consider the case when µ = E[Y1] 6= 0. We use notation

Vm(n) = Vm
(
conv{S(0), . . . ,S(n)}

)
and P (n) = p

(
conv{S(0), . . . ,S(n)}

)
.

We first establish an almost sure convergence for V1(n) and P (n). We will use it later to
obtain convergence of means in Section 3. We remark that almost sure convergence of
V1(n) was established in [21, Theorem 6.11] and [25, Theorem 1.1] for planar random
walks with finite first moment, see also [39] for random walks with finite variance.

Theorem 2.3. Assume (1.1). Let α > 1 and µ 6= 0. It holds

V1(n)

n

P-a.s.−−−−→
n↗∞

‖µ‖ and
P (n)

n

P-a.s.−−−−→
n↗∞

µ

2
.

Proof. According to the functional strong law of large numbers (see [21, Theorem 3.4]),
the following convergence holds in (Dd0 [0, 1],distJ1

),{
S(bntc)

n

}
t∈[0,1]

P-a.s.−−−−→
n↗∞

{tµ}t∈[0,1].

From Lemma 1.1 it then follows that in the space (Kd0,distH),

conv{S(0), . . . ,S(n)}
n

P-a.s.−−−−→
n↗∞

[0, µ],

where [0, µ] = {sµ : s ∈ [0, 1]} ⊂ Rd. Thus, continuous mapping theorem yields

V1(n)

n

P-a.s.−−−−→
n↗∞

V1([0, µ]) and
P (n)

n

P-a.s.−−−−→
n↗∞

p([0, µ]). (2.1)

We claim that V1([0, µ]) = ‖µ‖. Indeed, we obtain by Steiner formula (1.6) that for any
ρ ≥ 0,

Vold
(
[0, µ] + ρBd

)
= κdρ

dV0

(
[0, µ]

)
+ κd−1ρ

d−1V1([0, µ]
)

+

d∑
m=2

ρd−mκd−mVm([0, µ])

= κdρ
d + κd−1ρ

d−1V1([0, µ]
)
,

as V0 ≡ 1 and one can use the relation between intrinsic volumes and so-called mixed
volumes (see [37, Eq. (5.31)]) together with [37, Theorem 5.1.8] to show that Vm([0, µ]) =

0 for m ∈ {2, . . . , d}. On the other hand, Vold
(
[0, µ] + ρBd

)
= κdρ

d + κd−1ρ
d−1‖µ‖ and the

assertion follows. We finally show that p([0, µ]) = µ
2 . We have

p([0, µ]) =
1

κd

∫
Sd−1

s[0,µ](θ)θσ(dθ) =
1

κd

∫
{θ∈Sd−1:〈θ,µ〉>0}

〈θ, µ〉θσ(dθ)

=
1

2κd

∫
Sd−1

〈θ, µ〉θσ(dθ).

The claim is then a consequence of the fact that∫
Sd−1

〈θ, µ〉θσ(dθ) = κdµ

and the proof is finished.
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Even though we could apply the same reasoning as in (2.1) for m ∈ {2, . . . , d} and
obtain

Vm(n)

nm
P-a.s.−−−−→
n↗∞

Vm([0, µ]),

this would not provide non-trivial information as Vm([0, µ]) = 0 for m ∈ {2, . . . , d}, see [37,
Theorem 5.1.8]. We thus need to find an optimal scaling for the sequence {Vm(n)}n≥0

when m ∈ {2, . . . , d} with different methods. For this we adapt approach developed in
[47] (see also [21]). We choose a standard basis of Rd according to the drift vector µ and
then use scaling of linear order in the coordinate along the drift, while for the remaining
coordinates we use sequence {bn}n∈N. This results in a time-space Lévy process in the
limit.

Let {e1, . . . , ed} be the standard orthonormal basis of Rd and let {ē1, . . . , ēd} be an
another orthonormal basis such that ē1 = µ/‖µ‖. Further, let φ : Rd → Rd and φ⊥ : Rd →
Rd−1 be two linear mappings given by

φ(x) = (〈x, ē1〉, . . . , 〈x, ēd〉)> and φ⊥(x) = (〈x, ē2〉, . . . , 〈x, ēd〉)>.

Set Ȳi = φ(Yi) and Ȳ⊥i = φ⊥(Yi) for i ∈ N. Clearly, {Ȳi}i∈N and {Ȳ⊥i }i∈N are sequences
of independent and identically distributed Rd, respectively, Rd−1-valued random vectors.
Also, E[‖Ȳi‖α−ε] <∞ and E[‖Ȳ⊥i ‖α−ε] <∞ for all ε ∈ (0, α) and

E
[
Ȳ

(k)
i

]
= 〈µ, ēk〉 =

{
‖µ‖, k = 1,

0, k > 1.

Further, let S̄(n) =
∑n
i=1 Ȳi and S̄⊥(n) =

∑n
i=1 Ȳ

⊥
i be the corresponding random walks

starting from the origin. Observe that S̄(n) = φ(S(n)), S̄⊥(n) = φ⊥(S(n)) and {S̄⊥(n)}n≥0

is a zero-drift random walk. Assumption (1.1) and the continuous mapping theorem yield

S̄(n)− n‖µ‖e1

bn
= φ

(
S(n)− nµ

bn

)
D−−−−→

n↗∞
φ
(
X(1)

)
and

S̄⊥(n)

bn
= φ⊥

(
S(n)− nµ

bn

)
D−−−−→

n↗∞
φ⊥
(
X(1)

)
.

The process X̄(t) = φ(X(t)), t ≥ 0, is necessary a d-dimensional α-stable Lévy process.
From [36, Theorem 2.1.5] it then follows that X̄⊥(t) = φ⊥(X(t)), t ≥ 0, is a (d − 1)-
dimensional α-stable Lévy process. For n ∈ N we define three linear mappings ψn :

Rd → Rd, ψ1
n : Rd → R and ψ⊥n : Rd → Rd−1 by

ψn(x1, . . . , xd) = φ

(
x1

n
,
x2

bn
, . . . ,

xd
bn

)
, ψ1

n(x1, . . . , xd) =
〈(x1, . . . , xd), ē1〉

n

and

ψ⊥n (x1, . . . , xd) = φ⊥
(
x1,

x2

bn
, . . . ,

xd
bn

)
.

For A ⊆ Rd we put ψn(A) = {ψn(x) : x ∈ A} and observe that if A is compact/convex,
then ψn(A) is also compact/convex. Let

X̃(t) = (‖µ‖t, X̄⊥(t)>)>, t ≥ 0. (2.2)

Clearly, {X̃(t)}t≥0 is a Lévy process in Rd. We now prove the following auxiliary result.
We follow [21, Lemma 6.6].
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Proposition 2.4. Assume (1.1). Let α > 1 and µ 6= 0. It holds

ψn
(
conv

(
{S(0), . . . ,S(n)}

))
===⇒
n↗∞

conv X̃[0, 1]

in the sense of weak convergence in (Kd0,distH).

Proof. Due to linearity, ψn(conv({S(0), . . . ,S(n)}) = conv(ψn({S(0), . . . ,S(n)})). Let Cd
be the collection of all compact sets in Rd and Cd0 = {C ∈ Cd : 0 ∈ C}. Since the mapping
Cd 3 A 7→ convA ∈ Kd is continuous, it suffices to show that

ψn
(
{S(0), . . . ,S(n)}

)
===⇒
n↗∞

X̃[0, 1]

in the sense of weak convergence in (Cd0 ,distH). This will follow if we prove that

{
ψn
(
S(bntc)

)}
t∈[0,1]

J d
1−−−−→

n↗∞
{X̃(t)}t∈[0,1]. (2.3)

Indeed, since the mapping f 7→ f [0, 1] is continuous from (Dd0 [0, 1],distJ1) to (Cd0 ,distH)

(see the proof of Lemma 1.1), if (2.3) holds then continuous mapping theorem implies

ψn
(
{S(0), . . . ,S(n)}

)
= cl

{
ψn
(
S(bntc)

)
: t ∈ [0, 1]

}
===⇒
n↗∞

X̃[0, 1],

which proves the assertion.
To show (2.3) we set An = {(‖µ‖t, ψ⊥n (S(bntc))>)>}t∈[0,1], Bn = {ψn(S(bntc))}t∈[0,1].

According to [5, Theorem 3.1], (2.3) will follow if we show that

distJ1
(An, Bn)

P-a.s.−−−−→
n↗∞

0 and An
J d

1−−−−→
n↗∞

{X̃(t)}t∈[0,1]. (2.4)

To prove the first relation in (2.4) we proceed as follows. We have

distJ1
(An, Bn)

= distJ1

({(
‖µ‖t, ψ⊥n

(
S(bntc)

)>)>}
t∈[0,1]

,
{(
ψ1
n

(
S(bntc)

)
, ψ⊥n

(
S(bntc)

)>)>}
t∈[0,1]

)
≤ sup
t∈[0,1]

∣∣ψ1
n

(
S(bntc)

)
− ‖µ‖t

∣∣ .
Observe that ψ1

n(S(bntc)) = S̄1(bntc)/n, where {S̄1(n)}n≥0 is a one-dimensional random
walk with drift ‖µ‖. Hence, according to the functional strong law of large numbers (see
[21, Theorem 3.4]),

sup
t∈[0,1]

∣∣ψ1
n

(
S(bntc)

)
− ‖µ‖t

∣∣ P-a.s.−−−−→
n↗∞

0.

We next prove the second relation in (2.4). Note that ψ⊥n (S(n)) = S̄⊥(n)/bn. By (1.1) and
continuous mapping theorem we obtain (cf. (1.4))

{
ψ⊥n
(
S(bntc)

)}
t∈[0,1]

=

{
S̄⊥(bntc)

bn

}
t∈[0,1]

J d−1
1−−−−→

n↗∞
{X̄⊥(t)}t∈[0,1].

This means that for any bounded and continuous f : (Dd−1
0 [0, 1],distJ1

)→ (R, | · |) it holds
that

lim
n→∞

E
[
f
({
ψ⊥n
(
S(bntc)

)}
t∈[0,1]

)]
= E

[
f
(
{X̄⊥(t)}t∈[0,1]

)]
.

For a given g : (Dd0 [0, 1],distJ1)→ (R, | · |) which is continuous and bounded we define

f(·) = g
({
‖µ‖t, ·

}
t∈[0,1]

)
.
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Clearly, f : (Dd−1
0 [0, 1],distJ1

)→ (R, | · |) is also continuous and bounded. Hence,

lim
n→∞

E
[
g
({(
‖µ‖t, ψ⊥n

(
S(bntc)

)>)>}
t∈[0,1]

)]
= lim
n→∞

E
[
f
({
ψ⊥n
(
S(bntc)

)}
t∈[0,1]

)]
= E

[
f
(
{X̄⊥(t)}t∈[0,1]

)]
= E

[
g
({(
‖µ‖t, X̄⊥(t)>

)>}
t∈[0,1]

)]
= E

[
g
({

X̃(t)
}
t∈[0,1]

)]
,

which completes the proof.

Let T = (〈ēk, el〉)dk,l=1 and Dn = diag(1/n, 1/bn . . . , 1/bn), and observe that T is orthog-
onal, φ(x) = Tx and ψn(x) = TDnx. The following result provides information on the
convergence of the m-th, m ∈ {2, . . . , d}, intrinsic volume of conv{S(0), . . . ,S(n)} and it
should be compared with [21, Theorem 6.13] and [47, Corollary 2.8].

Theorem 2.5. Assume (1.1). Let α > 1 and µ 6= 0. For m ∈ {1, . . . , d} it holds

Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

)) D−−−−→
n↗∞

Vm
(
conv X̃[0, 1]

)
.

In particular,
Vd(n)

nbd−1
n

D−−−−→
n↗∞

Vd
(
conv X̃[0, 1]

)
.

Proof. By Proposition 2.4 and continuous mapping theorem it follows that

Vm
(
ψn
(
conv{S(0), . . . ,S(n)})

)) D−−−−→
n↗∞

Vm
(
conv X̃[0, 1]

)
.

Since

Vm
(
ψn
(
conv{S(0), . . . ,S(n)}

))
= Vm

(
TDn

(
conv{S(0), . . . ,S(n)}

))
and intrinsic volumes are invariant under orthogonal transformations (see [2, Chapter
III]), we infer the first assertion. The second formula follows from the fact that

Vd
(
Dn

(
conv{S(0), . . . ,S(n)}

))
= det(Dn)Vd(n) =

Vd(n)

nbd−1
n

and the proof is finished.

Remark 2.6. If we assume that E[‖Y1‖2] < ∞ and define Σ⊥ = E[(Ȳ⊥1 )(Ȳ⊥1 )>], then
bn =

√
n (see [14, Theorem 2.6.6]) and

{X̄⊥(t)}t≥0
D
= {Σ1/2

⊥ B(t)}t≥0,

where {B(t)}t≥0 is a standard (d− 1)-dimensional Brownian motion. Further, let

Σµ =

(
‖µ‖2 0

0 Σ⊥

)
.

Then, {
X̃(t)

}
t≥0

D
=
{

Σ1/2
µ B̃(t)

}
t≥0

and

Vd
(
conv X̃[0, 1]

)
=
√

det(Σµ)Vd
(
conv B̃[0, 1]

)
= ‖µ‖

√
det(Σ⊥)Vd

(
conv B̃[0, 1]

)
,
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where B̃(t) = (t,B(t)), t ≥ 0. In view of Theorem 2.5 we obtain

Vm
(
ψn
(
conv{S(0), . . . ,S(n)})

)) D−−−−→
n↗∞

Vm
(
Σ1/2
µ conv B̃[0, 1]

)
and

Vd(n)

n
d+1
2

D−−−−→
n↗∞

‖µ‖
√

det(Σ⊥)Vd
(
conv B̃[0, 1]

)
.

The explicit formula for the expected value of Vd(conv B̃[0, 1]) is given in Theorem 3.11.

3 Convergence of means

In this section, we study convergence of expected intrinsic volumes of the convex hull
conv{S(0), . . . ,S(n)}. We assume that α > 1 which implies E[‖Y1‖α−ε] < ∞ for every
0 < ε < α. As before, we shall distinguish between two cases: µ = E[Y1] = 0, or µ 6= 0.

3.1 Zero-drift case

In this paragraph, we assume that µ = 0. The following result concerns the sequences
{V1(n)}n≥0 and {P (n)}n≥0. It should be compared with [47, Proposition 3.1], where the
expected perimeter of the convex hull of planar random walks was studied.

Theorem 3.1. Assume (1.1). Let α > 1 and µ = 0. It holds

lim
n→∞

E[V1(n)]

bn
= E

[
V1

(
convX[0, 1]

)]
(3.1)

and

lim
n→∞

E
[
‖P (n)‖

]
bn

= E
[
‖p
(
convX[0, 1]

)
‖
]
. (3.2)

Proof. In view of Proposition 2.1, it suffices to show that the sequences {‖P (n)‖/bn}n≥1

and {V1(n)/bn}n≥1 are uniformly integrable (see [19, Lemma 3.11]). To show (3.2) we pro-
ceed as follows. It is evident from the definition that V1(n) ≤ (dκd/κd−1) max1≤k≤n ‖S(k)‖
and ‖P (n)‖ ≤ ($d/κd) max1≤k≤n ‖S(k)‖. We fix ε > 0 such that α−ε > 1. Doob’s maximal
inequality yields

E
[(
V1(n)/bn

)α−ε] ≤ ( dκd(α− ε)
κd−1(α− ε− 1)

)α−ε
E
[
‖S(n)/bn‖α−ε

]
.

and

E
[(
‖P (n)‖/bn

)α−ε] ≤ ( $d(α− ε)
κd(α− ε− 1)

)α−ε
E
[
‖S(n)/bn‖α−ε

]
.

Hence it is enough to prove that the sequence {‖S(n)‖/bn}n≥1 is uniformly bounded in
Lα−ε. Since we have

E
[
‖S(n)/bn‖α−ε

]
≤

d∑
k=1

E
[
|S(k)(n)/bn|α−ε

]
,

we only need to show that the moments of order α − ε of the coordinates are uni-
formly bounded. This follows from [14, Lemma 5.2.2], since the step distributions
of {S(k)(n)}n≥0, k = 1, . . . , d, belong to the domain of attraction of a one-dimensional
α-stable law (see [36, Theorem 2.1.2]).

Remark 3.2. We point out that E [(Vm(convX[0, 1]))
p
] < ∞ for all p ∈ [0, α) and m ∈

{1, . . . , d} in view of [29, Theorem 1.1].
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We next present the corresponding result for the remaining mean intrinsic volumes.
Here we pose an extra (the so-called general position) assumption on the walk {S(n)}n≥0,
namely we require that it does not stay in any affine hyperplane of Rd with probability
one. This in turn implies that for any choice of time indices 1 ≤ j1 < . . . < jd, the
random vectors S(j1), . . . ,S(jd) must be almost surely linearly independent, see [3] and
[17, Proposition 2.5]. Under this condition, evidently, the distributions of all coordinates
are continuous and thus lattice random walks are excluded. Our result can be viewed as
a generalization of [3, p. 325] and [47, Proposition 3.3] which concerned the asymptotic
behaviour of the area of the convex hull of planar random walks.

Theorem 3.3. Assume (1.1). Let α > 1 and µ = 0. Suppose that P(Y1 ∈ h) = 0 for any
affine hyperplane h ⊂ Rd. Then, for each m ∈ {1, . . . , d},

lim
n→∞

E[Vm(n)]

bmn
=
αΓ(1/α)m

mΓ(m/α)
·
E
[√

det
(
〈X(k)(1),X(l)(1)〉

)m
k,l=1

]
m!

, (3.3)

where {X(k)(t)}t≥0, k = 1, . . . ,m, are independent α-stable Lévy processes with the same
law as {X(t)}t≥0.

Proof. According to [45, Corollary 3] we have

E[Vm(n)] =
1

m!

∑
j1+···+jm≤n
j1,...,jm∈N

E
[√

det
(
〈S(k)(jk),S(l)(jl)〉

)m
k,l=1

]
j1 · · · jm

, (3.4)

where {S(k)(n)}n≥0, k = 1, . . . ,m, are independent random walks with the same law as
{S(n)}n≥0. Note that the determinant in (3.4) is a special case of the Gram determinant
and it is always non-negative. In view of the general position assumption it is actually
positive. We use notation

∆S(j1, . . . , jm) =
√

det
(
〈S(k)(jk),S(l)(jl)〉

)m
k,l=1

and

∆X
m =

√
det
(
〈X(k)(1),X(l)(1)〉

)m
k,l=1

.

Observe that Rd×m 3 (x1, . . . , xm) 7→
√

det(〈xk, xl〉)mk,l=1 is continuous and√
det (〈akxk, alxl〉)mk,l=1 = a1 · · · am

√
det (〈xk, xl〉)mk,l=1,

for a1, . . . , am ∈ [0,∞). Thus, the continuous mapping theorem implies

∆S(j1, . . . , jm)

bj1 · · · bjm
D−→ ∆X

m, as j1, . . . , jm →∞.

Next, for any ε > 0 such that α− ε > 1, it holds

E

[(
∆S(j1, . . . , jm)

bj1 · · · bjm

)α−ε]
≤ E

[
m∏
k=1

∥∥∥∥S(k)(jk)

bjk

∥∥∥∥α−ε
]

=

m∏
k=1

E

[∥∥∥∥S(k)(jk)

bjk

∥∥∥∥α−ε
]
,

where in the first inequality we used Hadamard’s inequality for the Gram determinant,
that is √

det (〈xk, xl〉)mk,l=1 ≤ ‖x1‖ · · · ‖xm‖.
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Hence, by using the same argument as in Proposition 3.1 we infer that

sup
j1,...,jm≥1

E

[(
∆S(j1, . . . , jm)

bj1 · · · bjm

)α−ε]
<∞. (3.5)

It follows

lim
j1,...,jm→∞

E
[
∆S(j1, . . . , jm)

]
bj1 · · · bjm

= E
[
∆X
m

]
.

We denote

εj1,...,jm =
E
[
∆S(j1, . . . , jm)

]
bj1 · · · bjmE [∆X

m]
− 1. (3.6)

Clearly limj1,...,jm→∞ εj1,...,jm = 0 and proceeding similarly as in (3.5) we can show that

sup
j1,...,jm≥1

|εj1,...,jm | <∞. (3.7)

Combining (3.4) and (3.6) we obtain

E[Vm(n)]

bmn
=
E
[
∆X
m

]
m!

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

bj1 · · · bjm
j1 · · · jm

+
E
[
∆X
m

]
m!

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

bj1 · · · bjm
j1 · · · jm

εj1,...,jm .

(3.8)
We start with the first term in (3.8). Let an = bn/n. We then have

lim
n→∞

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

bj1 · · · bjm
j1 · · · jm

= lim
n→∞

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

aj1 · · · ajm .

Recall that for two sequences {xn}n≥0, {yn}n≥0 ⊂ R their convolution is defined as

(x ∗ y)n =

n∑
m=0

xmyn−m.

For n ≥ 0 and k ≥ 2 we use notation x∗1n = xn and, inductively, x∗kn = (x ∗ x∗(k−1))n. We
next observe that

lim
n→∞

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

aj1 · · · ajm = lim
n→∞

1

bmn

n∑
k=m

a∗mk . (3.9)

Indeed, without loss of generality we can assume that {bn}n∈N is strictly monotone (see
[6, Theorem 1.5.3]) and we clearly have∑

j1+···+jm≤n+1
j1,...,jm∈N

aj1 · · · ajm −
∑

j1+···+jm≤n
j1,...,jm∈N

aj1 · · · ajm =
∑

j1+···+jm=n+1
j1,...,jm∈N

aj1 · · · ajm

= a∗mn+1 =

n+1∑
k=m

a∗mk −
n∑

k=m

a∗mk .

Hence, according to Stolz-Cesàro theorem [30, Theorem 1.22] we infer that the limits
in (3.9) coincide (if they exist). We next compute the limit in (3.9). We claim that

lim
n→∞

1

bmn

n∑
k=m

a∗mk =
αΓ(1/α)m

mΓ(m/α)
. (3.10)
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We prove this through induction over m. Since bn = n1/α`(n), we have an = n1/α−1`(n).
According to [31, Lemma 2.4], for m = 1, it holds

lim
n→∞

1

bn

n∑
k=1

ak = lim
n→∞

1

n1/α`(n)

n∑
k=1

ak = α.

Suppose that (3.10) holds for 1, . . . ,m− 1. In view of [32, Lemma 2.1], we obtain

lim
n→∞

1

bmn

n∑
k=m

a∗mk = lim
n→∞

1

bmn

n∑
k=m

(
a ∗ a∗(m−1)

)
k

=
Γ(1 + 1/α)Γ(1 + (m− 1)/α)

Γ(1 +m/α)

α2Γ(1/α)m−1

(m− 1)Γ((m− 1)/α)

=
αΓ(1/α)m

mΓ(m/α)
,

as desired.
Finally, we show that the second term in (3.8) converges to zero. Fix ε ∈ (0, 1) and let

j0 ∈ N be such that |εj1,...,jm | < ε for all j1, . . . , jm ≥ j0. We have

1

bmn

∑
j1+···+jm≤n
j1,...,jm∈N

bj1 · · · bjm
j1 · · · jm

εj1,...,jm

=
1

bmn

∑
j1+···+jm≤n

1≤j1,...,jm≤j0−1

bj1 · · · bjm
j1 · · · jm

εj1,...,jm +
1

bmn

∑
j1+···+jm≤n

jk≤j0−1 and jl≥j0 for some k,l

bj1 · · · bjm
j1 · · · jm

εj1,...,jm

+
1

bmn

∑
j1+···+jm≤n
j1,...,jm≥j0

bj1 · · · bjm
j1 · · · jm

εj1,...,jm .

The first term clearly converges to zero. By the choice of j0 and (3.10) it holds

lim sup
n→∞

1

bmn

∑
j1+···+jm≤n
j1,...,jm≥j0

bj1 · · · bjm
j1 · · · jm

|εj1,...,jm | ≤
αΓ(1/α)m

mΓ(m/α)
ε.

Finally, from (3.7) and (3.10) it follows that

lim sup
n→∞

1

bmn

∑
j1+···+jm≤n

jk≤j0−1 and jl≥j0 for some k,l

bj1 · · · bjm
j1 · · · jm

|εj1,...,jm |

≤ lim sup
n→∞

m(m− 1)2m−1

bmn
sup

j1,...,jm≥1
|εj1,...,jm |

∑
j1+···+jm≤n

j1≤j0−1 and jk≥j0 for all k 6=1

bj1 · · · bjm
j1 · · · jm

≤ m(m− 1)2m−1 sup
j1,...,jm≥1

|εj1,...,jm |
j0−1∑
j1=1

bj1
j1

lim sup
n→∞

1

bmn

∑
j2+···+jm≤n
j2,...,jm∈N

bj2 · · · bjm
j2 · · · jm

= m(m− 1)2m−1 sup
j1,...,jm≥1

|εj1,...,jm |
αΓ(1/α)(m−1)

(m− 1)Γ((m− 1)/α)

j0−1∑
j1=1

bj1
j1

lim
n→∞

1

bn

= 0,

and the proof is finished.
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For m = 1 we are allowed to abandon the assumption that P(Y1 ∈ h) = 0 for any
affine hyperplane h ⊂ Rd and this is justified by Theorem 3.1. Combining (3.1) and (3.3)
enables us to conclude the following interesting result.

Corollary 3.4. Assume (1.1). Let α > 1 and µ = 0. It holds

E
[
V1

(
convX[0, 1]

)]
= αE

[
‖X(1)‖

]
. (3.11)

Remark 3.5. Formula (3.11) is valid for any (even non-symmetric) α-stable Lévy process
{X(t)}t≥0 in Rd with µ = 0. In particular, if {X(t)}t≥0 is standard Brownian motion then
‖X(1)‖2 has chi-squared distribution χ2(d) with d degrees of freedom and this enables
us to recover the following known relation (see [20, Corollary 1.4])

E [V1 (convX[0, 1])] =
2
√

2Γ((d+ 1)/2)

Γ(d/2)
(3.12)

which is a generalization of the famous formula for the perimeter of the convex hull of
planar Brownian motion, see [8] and [42]. We could compute the first absolute moment
of X(1) also for rotationally invariant α-stable Lévy processes (see e.g. [44, Eq. (7.5.9)])
but the corresponding formula for the first mean intrinsic volume for such processes is
included in (3.15).

It turns out that when {X(t)}t≥0 is a symmetric α-stable Lévy processes we can obtain
a more explicit form of the limit in (3.3). The characteristic function of {X(t)}t≥0 is then
given by

E
[
exp
(
i〈ξ,X(1)〉

)]
= exp

(
−
∫
Sd−1

|〈θ, ξ〉|ας(dθ)
)
, ξ ∈ Rd,

where ς(dθ) denotes the corresponding (finite and symmetric) spectral measure, see [36,
Theorem 2.4.3]. This together with Minkowski inequality and [37, Theorem 1.7.1] (here
we use the fact that α > 1) implies that there is a unique K ∈ Kd such that

E
[
exp
(
i〈ξ,X(1)〉

)]
= exp (−sαK(ξ)) , ξ ∈ Rd.

Here, sK(x) stands for the support function of the set K and the set K is the so-called
associated zonoid of X(1), see [20] and [28]. Using this fact, in [29, Theorem 2.3] it is
further shown that

E
[
Vm
(
convX[0, 1]

)]
=
αΓ(1/α)mΓ

(
1− 1/α

)m
mπmΓ(m/α)

Vm(K). (3.13)

In particular, if {X(t)}t≥0 is a standard Brownian motion then K = (
√

2/2)Bd and

E
[
Vm
(
convX[0, 1]

)]
=

(
d

m

)(π
2

)m/2 Γ
(
(d−m)/2 + 1

)
Γ
(
m/2 + 1

)
Γ
(
d/2 + 1

) , (3.14)

see [28, Example 3.2], [8, Corollary 1.2], [29, Example 2.5], or [18, Eq. (16)]. For m = 1

this is formula (3.12). If {X(t)}t≥0 is a rotationally invariant α-stable Lévy process with
E[exp(i〈ξ,X(1)〉)] = exp(−γ|ξ|α) for some γ > 0, then K = γ1/αBd and

E
[
Vm
(
convX[0, 1]

)]
=

(
d

m

)
κd

κd−m

αΓ(1/α)mΓ
(
1− 1/α

)m
mπmΓ(m/α)

γm/α, (3.15)

see [29, Example 2.6].

We summarize the above discussion in the following corollary.
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Corollary 3.6. Assume (1.1) with {X(t)}t≥0 being a symmetric α-stable Lévy process
with α > 1 and suppose that µ = 0. For m ∈ {2, . . . , d} we assume additionally that
P(Y1 ∈ h) = 0 for any affine hyperplane h ⊂ Rd. For all m ∈ {1, . . . , d} it then holds

lim
n→∞

E[Vm(n)]

bmn
= E

[
Vm
(
convX[0, 1]

)]
.

In particular, the limit in (3.3) is given by (3.13). If, moreover, {X(t)}t≥0 is rotationally
invariant with characteristic function exp(−γ|ξ|α) for some γ > 0, then the limit is given
by (3.15).

Proof. The proof relies on some facts from the theory of random compact sets. It was
proved in [29, Corollary 2.2] that

E
[√

det
(
〈X(k)(1),X(l)(1)〉

)m
k,l=1

]
m!

= Vm
(
EA[0,X(1)]

)
,

where Vm(EA[0,X(1)]) denotes the m-th intrinsic volume of the so-called Aumann expec-
tation of the (random) segment [0,X(1)], see [27]. Thus,

lim
n→∞

E[Vm(n)]

bmn
=
αΓ(1/α)m

mΓ(m/α)
Vm
(
EA[0,X(1)]

)
. (3.16)

According to [28, Theorem 6.16] it holds

Vm
(
EA[0,X(1)]

)
=

Γ(1− 1/α)m

πm
Vm(K),

where K is the associated zonoid of X(1). Combining this with (3.13) and (3.16) finishes
the proof.

Remark 3.7. Suppose that E[‖Y1‖2] < ∞ and recall Remark 2.2. Then, in view of
Corollary 3.6 and (3.14), we have

lim
n→∞

E[Vd(n)]

nd/2
=

πd/2

2(d−4)/2d2Γ(d/2)2

√
det(Σ).

3.2 Non-zero drift case

In this paragraph, we investigate the case µ 6= 0. We start with a result for sequences
{V1(n)}n≥0 and {P (n)}n≥0. It follows from [25, Theorem 1.1] that for all planar random
walks with drift µ 6= 0 it holds limn→∞E[V1(n)]/n = ‖µ‖. The following result extends
this to stable random walks and to higher dimensions.

Theorem 3.8. Assume (1.1). Let α > 1 and µ 6= 0. It holds

V1(n)

n

L1

−−−−→
n↗∞

‖µ‖ and
P (n)

n

L1

−−−−→
n↗∞

µ

2
.

In particular,

lim
n→∞

E
[
V1(n)

]
n

= ‖µ‖, lim
n→∞

E
[
‖P (n)‖

]
n

=
‖µ‖
2

and lim
n→∞

E
[
P (n)

]
n

=
µ

2
. (3.17)

Proof. In view of Theorem 2.3 we can base our proof upon a uniform integrability
argument. It suffices to show that {V1(n)/n}n≥1 and {‖P (n)‖/n}n≥1 are uniformly
bounded in Lα−ε for some ε > 0 with α − ε > 1, see [19, Proposition 3.12]. By an
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analogous reasoning as in Proposition 3.1 it is then enough to show that {S(k)(n)/n}n≥1,
k = 1, . . . , d, are uniformly bounded in Lα−ε. We have

sup
n≥1

E
[
|S(k)(n)/n|α−ε

]
≤ sup
n≥1

1

n

n∑
i=1

E
[
|Y (k)
i |

α−ε] = E
[
|Y (k)

1 |α−ε
]
,

where in the first step we used the following elementary inequality: for a1, . . . , an ≥ 0

and p > 1 it holds ( n∑
i=1

ai

)p
≤

{∑n
i=1 a

p
i , p ∈ (0, 1),

np−1
∑n
i=1 a

p
i , p ≥ 1.

(3.18)

This finishes the proof.

We next show that if higher moments of {S(n)}n≥0 (of order at least 2, which implies
that α = 2 and the limit process {X(t)}t≥0 is a Brownian motion) are finite then mean
intrinsic volumes of the rescaled (through a linear mapping) convex hull converge to the
convex hull of the rescaled time-space Brownian motion {X̃(t)}t≥0 defined in (2.2). This
leads to an asymptotic result for the mean volume Vd of conv{S(0), . . . ,S(n)}. The result
should be compared with [47, Proposition 3.4]

Theorem 3.9. Assume that E[‖Y1‖2∨mp] <∞ for some p > 1 and µ 6= 0. Then, for any
m ∈ {1, 2, . . . , d},

E[Vm(conv X̃[0, 1])] <∞ (3.19)

and, for Dn = diag(1/n, 1/
√
n, . . . , 1/

√
n),

lim
n→∞

E
[
Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

))]
= E

[
Vm
(
conv X̃[0, 1]

)]
. (3.20)

In particular,

lim
n→∞

E
[
Vd(n)

]
n(d+1)/2

= E
[
Vd
(
conv X̃[0, 1]

)]
. (3.21)

Proof. In view of the moment assumption, {X(t)}t≥0 is necessarily a Brownian motion
and bn =

√
n, see [14, Theorem 2.6.6]. We start by finding a polytope which bounds the

convex hull conv{S(0), . . . ,S(n)}. We have

conv{S(0), . . . ,S(n)} ⊆
[
λ1(n),Λ1(n)

]
× · · · ×

[
λd(n),Λd(n)

]
,

where λi(n) = min0≤k≤n〈S(k), ēi〉 and Λi(n) = max0≤k≤n〈S(k), ēi〉. Hence,

Dn (conv{S(0), . . . ,S(n)}) ⊆ Dn

([
λ1(n),Λ1(n)

]
× · · · ×

[
λd(n),Λd(n)

])
Further, since Dn is a diagonal matrix and due to monotonicity of intrinsic volumes,

Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

))
≤ Vm

([
λ1(n)/n,Λ1(n)/n

]
×· · ·×

[
λd(n)/

√
n,Λd(n)/

√
n
])
.

According to [22, Proposition 5.5], the m-th intrinsic volume in the right hand side of
the last inequality is the coefficient next to wm of the polynomial w 7→

∏d
i=1(1 + υi(n)w),

where

υ1(n) = Λ1(n)/n− λ1(n)/n and υi(n) = Λi(n)/
√
n− λi(n)/

√
n, i = 2, . . . , d.

Hence,

Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

))
≤

∑
i1,...,im∈{1,...,d}

m∏
j=1

υij (n) = υ1(n)
∑

i1,...,im−1∈{2,...,d}

m−1∏
j=1

υij (n) +
∑

i1,...,im∈{2,...,d}

m∏
j=1

υij (n),
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where we use convention that the empty product is equal to 1. Clearly

υ1(n) ≤ 2 max
0≤k≤n

|〈S(k), ē1〉|/n and υi(n) ≤ 2 max
0≤k≤n

|〈S(k), ēi〉|/
√
n.

This yields

Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

))
≤ 2m

n(m+1)/2
max

0≤k≤n
|〈S(k), ē1〉|

∑
i1,...,im−1∈{1,...,d}

m−1∏
j=1

max
0≤k≤n

|〈S(k), ēij 〉|

+
2m

nm/2

∑
i1,...,im∈{2,...,d}

m∏
j=1

max
0≤k≤n

|〈S(k), ēij 〉|.

Hölder’s inequality implies that for any q > 1,

E
[ m∏
j=1

max
0≤k≤n

|〈S(k), ēij 〉|q
]
≤

m∏
j=1

(
E
[(

max
0≤k≤n

|〈S(k), ēij 〉|
)mq])1/m

.

Without loss of generality we can assume p ∈ (1, 2). According to [47, Lemma A.1] it
holds1

(
E
[(

max
0≤k≤n

|〈S(k), ēi〉|
)mq])1/m

=


O(n2), m = 1, q = 2 and i = 1,

O(np), m ≥ 2, q = p and i = 1,

O(n), m = 1, q = 2 and i ∈ {2, . . . , d},
O(np/2), m ≥ 2, q = p and i ∈ {2, . . . , d}.

From this we infer that

E
[
Vm
(
Dn

(
conv

(
{S(0), . . . ,S(n)}

)))q]
= O(1).

It follows that the sequence {Vm(Dn(conv{S(0), . . . ,S(n)}))}n≥0 is uniformly integrable.
Thus, in view of Theorem 2.5 and [19, Lemma 3.11] we obtain (3.19) and (3.20). Equa-
tion (3.21) follows from the fact that

Vd
(
Dn(conv{S(0), . . . ,S(n)})

)
= det(Dn)Vd(conv{S(0), . . . ,S(n)}) =

Vd(n)

n(d+1)/2
,

and the proof is finished.

Remark 3.10. (i) We note that the fact that E[Vm(conv X̃[0, 1])] <∞ follows also by [29,
Theorem 1.1].
(ii) The arguments used in Theorem 3.9 do not apply in the case when m = 1 and α < 2

as in such case we would require that E[‖Y1‖α] <∞. Then, by the same reasoning as in
Theorem 3.9 we would obtain

E
[(

max
0≤k≤n

|〈S(k), ēi〉|
)α]

=

{
O(nα), i = 1,

O(n), i ∈ {2, . . . , d}.

This would imply

E
[
V1

(
Dn

(
conv{S(0), . . . ,S(n)}

))α]
= O

(
n/bαn

)
.

In order to infer uniform integrability we would have to assume that lim supn→∞ n/bαn <

∞. However, this is in contradiction with [43].

1We use the standard O-notation: for f : N→ R and g : N→ (0,∞) we write f(n) = O(g(n)) if, and only
if, there is a constant c > 0 such that |f(n)| ≤ cg(n) for all n ∈ N.
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Before we continue our discussion on convergence of mean intrinsic volumes of the
convex hull of the random walk, we find the precise value of the limit in (3.21) which
results in deriving a formula for the expected volume of the convex hull spanned by
a time-space Brownian motion run up to time one. For this reason, we extend the
argument from [47, Proposition 3.4] where the planar case was handled. The main idea
is to construct a specific Gaussian random walk such that its convex hull approximates
the convex hull of the time-space Brownian motion. For such random walk we can then
compute the expected volume of the convex hull through a combinatorial formula given
in [45].

Theorem 3.11. Let B̃(t) = (t,B(t)), t ≥ 0, where {B(t)}t≥0 is a standard Brownian
motion in Rd−1. It holds

E
[
Vold

(
conv B̃[0, 1]

)]
=

2(d+1)/2π(d−1)/2

(d+ 1)!
.

Proof. Let {Zi}i∈N be a sequence of independent and identically distributed random
vectors with law N(0, Id−1). Here, Id−1 stands for the (d− 1)× (d− 1) identity matrix. Let
Z̃i = (1,Z>i )> and denote by S̃(n) =

∑n
i=1 Z̃i the corresponding random walk such that

S̃(0) = 0. Evidently, E[Z̃1] = e1, where {e1, . . . , ed} is the standard orthonormal basis of
Rd. According to [21, Theorem 6.13] the following convergence holds

Vold
(
conv {S̃(0), . . . , S̃(n)}

)
n(d+1)/2

D−−−−→
n↗∞

Vold
(
conv B̃[0, 1]

)
.

We can apply the same reasoning as in the proof of Theorem 3.9 to show that

E
[
Vold

(
conv

(
{S̃(0), . . . , S̃(n)}

))2]
= O(nd+1).

This implies uniform integrability and by [19, Lemma 3.11] we then infer that

E
[
Vold

(
conv B̃[0, 1]

)]
= lim
n→∞

n−(d+1)/2E
[
Vold

(
conv {S̃(0), . . . , S̃(n)}

)]
.

We are left to compute the limit in the last expression. Let {S̃(k)(n)}n≥0, for k = 1, . . . , d,
be independent copies of {S̃(n)}n≥0. According to [45, Corrolary 2] it holds

E
[
Vold

(
conv {S̃(0), . . . , S̃(n)}

)]
=

1

d!

∑
j1+···+jd≤n
j1,...,jd∈N

E
[∣∣∣det

(
S̃(1)(j1) · · · S̃(d)(jd)

)∣∣∣]
j1 · · · jd

.

For fixed j1, . . . , jd ∈ N we have

det
(
S̃(1)(j1) · · · S̃(d)(jd)

)
= det

(
j1 · · · jd∑j1

i=1 Z
(1)
i · · ·

∑jd
i=1 Z

(d)
i

)
,

where {Z(k)
i }i∈N, for k = 1, . . . , d, are independent copies of {Zi}i∈N. Clearly,

∑jk
i=1 Z

(k)
i is

of the form
√
jkWk, where Wk = (W

(1)
k , . . . ,W

(d−1)
k )> are independent random vectors

with law N(0, Id−1). Hence,

det
(
S̃(1)(j1) · · · S̃(d)(jd)

)
=
√
j1 · · · jd det

(√
j1 · · ·

√
jd

W1 · · · Wd

)

=
√
j1 · · · jd

√
j1 + · · ·+ jd det


√
j1√

j1+···+jd
W>

1

...
...√

jd√
j1+···+jd

W>
d

 .
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We note that the first column in the last determinant is a unit vector which we denote
by v. Let O be an orthogonal matrix such that Ov = e1. Further, the vectors (forming
the remaining columns of the last determinant) (W

(k)
1 , . . . ,W

(k)
d )>, k = 1, . . . , d− 1, are

independent with law N(0, Id). It follows that the vectors W̃k = O(W
(k)
1 , . . . ,W

(k)
d )>,

k = 1, . . . , d− 1, are also independent and have law N(0, Id). Consequently,∣∣∣det
(
S̃(1)(j1) · · · S̃(d)(jd)

)∣∣∣ =
√
j1 · · · jd

√
j1 + · · ·+ jd

∣∣∣det
(
e1 W̃1 · · ·W̃d−1

)∣∣∣
D
=
√
j1 · · · jd

√
j1 + · · ·+ jd

∣∣det
(
W1 · · ·Wd−1

)∣∣ .
The distribution of the last determinant was found in [10] and it is given by∣∣det

(
W1 · · ·Wd−1

)∣∣ D= √χ2(1) · · ·χ2(d− 1),

where χ2(k), for k = 1, . . . , d− 1, are independent chi-squared random variables with k
degrees of freedom, respectively. Since,

E
[√

χ2(k)
]

=
√

2
Γ((k + 1)/2)

Γ(k/2)
,

we obtain

E
[∣∣∣det

(
S̃(1)(j1) · · · S̃(d)(jd)

)∣∣∣] =
√
j1 · · · jd

√
j1 + · · ·+ jd

2(d−1)/2

√
π

Γ(d/2)

and whence

E
[
Vold

(
conv {S̃(0), . . . , S̃(n)}

)]
=

2(d−1)/2Γ(d/2)

d!
√
π

∑
j1+···+jd≤n
j1,...,jd∈N

√
j1 + · · ·+ jd√
j1 · · · jd

.

We finally claim that

lim
n→∞

1

n(d+1)/2

∑
j1+···+jd≤n
j1,...,jd∈N

√
j1 + · · ·+ jd√
j1 · · · jd

=
2πd/2

(d+ 1)Γ(d/2)
.

We consider two sequences

an =
∑

j1+···+jd≤n
j1,...,jd∈N

√
j1 + · · ·+ jd√
j1 · · · jd

and fn = n(d+1)/2.

Since {fn}n∈N is strictly monotone and divergent, according to Stolz-Cesàro theorem
[30, Theorem 1.22] it suffices to show that

lim
n→∞

an+1 − an
fn+1 − fn

=
2πd/2

(d+ 1)Γ(d/2)
.

Since
(n+ 1)u − nu

unu−1
= 1

for all u > 0, we have

lim
n→∞

fn+1 − fn
n(d−1)/2

=
d+ 1

2
.
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Hence, the claim will follow if we find the limit

lim
n→∞

an+1 − an
n(d−1)/2

= lim
n→∞

1

n(d−1)/2

∑
j1+···+jd=n+1
j1,...,jd∈N

√
j1 + · · ·+ jd√
j1 · · · jd

= lim
n→∞

1

n(d−2)/2

∑
j1+···+jd=n+1
j1,...,jd∈N

(j1 · · · jd)−1/2.

The last expression is equal to the integral sum converging to the Dirichlet integral given
in terms of the multinomial Beta function, see [9, page 11]. We have

lim
n→∞

1

n(d−2)/2

∑
j1+···+jd=n+1
j1,...,jd∈N

(j1 · · · jd)−1/2 = lim
n→∞

∑
j1+···+jd=n+1
j1,...,jd∈N

(
j1 · · · jd
nd

)−1/2
1

nd−1

=

∫
u1+···+ud=1
u1,...,ud≥0

(u1 · · ·ud)−1/2du1 . . . dud

=

∏d
i=1 Γ(1/2)

Γ(
∑d
i=1 1/2)

=
πd/2

Γ(d/2)

and the proof is finished.

We next show how Theorem 3.11 provides the precise form of the limit in (3.21).
Recall Remark 2.6. We have{
X̃(t)

}
t≥0

D
=
{

Σ1/2
µ B̃(t)

}
t≥0

and Vd
(
conv X̃[0, 1]

)
= ‖µ‖

√
det(Σ⊥)Vd

(
conv B̃[0, 1]

)
,

where Σ⊥ = E[(Ȳ⊥1 )(Ȳ⊥1 )>] and

Σµ =

(
‖µ‖2 0

0 Σ⊥

)
.

In view of Theorems 3.9 and 3.11 we obtain the following result.

Corollary 3.12. Under the assumptions of Theorem 3.9,

lim
n→∞

E
[
Vm
(
Dn

(
conv{S(0), . . . ,S(n)}

))]
= E

[
Vm
(
Σ1/2
µ conv B̃[0, 1]

)]
and

lim
n→∞

E
[
Vd(n)

]
n(d+1)/2

=
2(d+1)/2π(d−1)/2

(d+ 1)!
‖µ‖

√
det(Σ⊥).

We finally aim to derive an analogue of formula (3.17) or (3.21) for mean intrinsic
volumes with m ∈ {2, . . . , d−1}. Before we formulate and prove the result, we need some
preparation. We assume that µ 6= 0 and P(Y1 ∈ h) = 0 for any affine hyperplane h ⊂ Rd.
Moreover, let E[‖Y1‖mp] <∞ for some p > 1 (recall that this implies that {X(t)}t≥0 is a
Brownian motion and bn =

√
n). We fix m ∈ {2, . . . , d− 1} and let Pm be the orthogonal

projector from Rd onto Rm. For Q ∈ SO(d) (the space of all orthogonal matrices with
determinant one) it holds

PmQ conv{S(0), . . . ,S(n)} = conv{PmQS(0), . . . , PmQS(n)}.

Clearly, PmQS(n) =
∑n
i=1 PmQYi is aRm-valued random walk. Also, E[PmQY1] = PmQµ

and
PmQS(n)− nPmQµ√

n

D−−−−→
n↗∞

PmQX(1).

EJP 27 (2022), paper 98.
Page 21/30

https://www.imstat.org/ejp

https://doi.org/10.1214/22-EJP826
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Convex hulls of stable random walks

The process {PmQX(t)}t≥0 is a Brownian motion in Rm. Thus, analogously as in (1.4),{
PmQS(bntc)− bntcPmQµ√

n

}
t≥0

J d
1−−−−→

n↗∞
{PmQX(t)}t≥0.

If PmQµ = 0 then, by Theorem 3.3,

lim
n→∞

E
[
Volm

(
PmQ conv{S(0), . . . ,S(n)}

)]
n(m+1)/2

= 0. (3.22)

We next consider the case when PmQµ 6= 0. Let {eQ1 , . . . , eQm} be an orthonormal basis
of Rm such that eQ1 = PmQµ/‖PmQµ‖. Similarly as before, let φ⊥Q : Rm → Rm−1 be a

linear mapping given by φ⊥Q(x) = (〈x, eQ2 〉, . . . , 〈x, eQm〉)>. Clearly, {φ⊥Q(PmQS(n))}n≥0 is a
zero-drift random walk in Rm−1 satisfying

φ⊥Q(PmQS(n))
√
n

D−−−−→
n↗∞

φ⊥Q
(
PmQX(1)

)
.

The process {φ⊥Q(PmQX(t))}t≥0 is a Brownian motion in Rm−1. We define the following
time-space Brownian motion in Rm

X̃Q,m(t) =
(
‖PmQµ‖t, φ⊥Q(PmQX(t))>

)>
, t ≥ 0. (3.23)

By Theorem 3.9,

lim
n→∞

E
[
Volm

(
PmQ conv{S(0), . . . ,S(n)}

)]
n(m+1)/2

= E
[
Volm

(
conv X̃Q,m[0, 1]

)]
. (3.24)

We finally claim that

sup
Q∈SO(d)

E
[
Volm

(
conv X̃Q,m[0, 1]

)]
= sup
Q∈SO(d):PmQµ 6=0

E
[
Volm

(
conv X̃Q,m[0, 1]

)]
<∞.

(3.25)
Indeed, we have

conv X̃Q,m[0, 1]

⊆
[
0, ‖PmQµ‖

]
×
[

inf
0≤t≤1

〈PmQX(t), eQ2 〉, sup
0≤t≤1

〈PmQX(t), eQ2 〉
]

× · · · ×
[

inf
0≤t≤1

〈PmQX(t), eQm〉, sup
0≤t≤1

〈PmQX(t), eQm〉
]

⊆
[
0, ‖µ‖

]
×
[
− sup

0≤t≤1
‖X(t)‖, sup

0≤t≤1
‖X(t)‖

]
× · · · ×

[
− sup

0≤t≤1
‖X(t)‖, sup

0≤t≤1
‖X(t)‖

]]
.

This yields

E
[
Volm

(
conv X̃Q,m[0, 1]

)]
≤ 2m−1‖µ‖E

[
sup

0≤t≤1
‖X(t)‖m−1

]
and by (3.18) we obtain

E
[
Volm

(
conv X̃Q,m[0, 1]

)]
≤ 2m−1‖µ‖

{∑d
k=1E

[
sup0≤t≤1|X(k)(t)|m−1

]
, m = 2,

d(m−3)/2
∑d
k=1E

[
sup0≤t≤1|X(k)(t)|m−1

]
, m ≥ 3.

Since {X(t)}t≥0 is a zero-drift Brownian motion, the claim follows by Doob’s maximal
inequality.

We are ready to state and prove the theorem.
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Theorem 3.13. Assume that µ 6= 0 and E[‖Y1‖mp] <∞ for some p > 1. Further, suppose
that P(Y1 ∈ h) = 0 for any affine hyperplane h ⊂ Rd. Then, for m ∈ {2, . . . , d− 1},

lim
n→∞

E
[
Vm(n)

]
n(m+1)/2

=

(
d

m

)
κd

κmκd−m

∫
SO(d)

E
[
Volm

(
conv X̃Q,m[0, 1]

)]
ν(dQ),

where {X̃Q,m(t)}t≥0 is defied in (3.23) and ν(dQ) denotes the (probability) Haar measure
on the special orthogonal group SO(d).

Proof. We make use of Kubota’s formula which asserts that

Vm(n) =

(
d

m

)
κd

κmκd−m

∫
SO(d)

Volm
(
PmQ conv{S(0), . . . ,S(n)}

)
ν(dQ), (3.26)

see [2, Theorem 1.3] and [22]. From (3.22), (3.24) and (3.25) it follows that∫
SO(d)

lim
n→∞

E
[
Volm

(
PmQ conv{S(0), . . . ,S(n)}

)]
n(m+1)/2

ν(dQ)

=

∫
{Q∈SO(d):PmQµ6=0}

E
[
Vm
(
conv X̃Q,m[0, 1]

)]
ν(dQ)

=

∫
SO(d)

E
[
Vm
(
conv X̃Q,m[0, 1]

)]
ν(dQ).

Hence, we are left to justify interchange of the limit and the integral in (3.26). This will
be possible if we show that

sup
n∈N

sup
Q∈SO(d)

E
[
Volm

(
PmQ conv{S(0), . . . ,S(n)}

)]
n(m+1)/2

<∞.

We can proceed exactly in the same way as in the proof of Theorem 3.9 but this time we
work with Volm instead of Vm and with the walk {PmQS(n)}n≥0. If PmQµ 6= 0 we use the
basis {eQ1 , . . . , eQm} of Rm and obtain

Volm (PmQ conv{S(0), . . . ,S(n)}) ≤2m
m∏
i=1

max
0≤k≤n

|〈PmQS(k), eQi 〉|.

By Hölder’s inequality,

E
[ m∏
i=1

max
0≤k≤n

|〈PmQS(k), eQi 〉|
p
]
≤

m∏
i=1

E
[(

max
0≤k≤n

|〈PmQS(k), eQi 〉|
)mp]1/m

.

Note that E[〈PmQS(k), eQi 〉] = 0 for i ∈ {2, . . . ,m}. Thus in this case, Doob’s maximal
inequality entails

E
[(

max
0≤k≤n

|〈PmQS(k), eQi 〉|
)mp]1/m ≤ (mp)p

(mp− 1)p
E
[(
|〈PmQS(n), eQi 〉|

)mp]1/m
.

This, together with [13, Corollary 3.8.2], implies that for some c1 = c1(p) > 0,

E
[(

max
0≤k≤n

|〈PmQS(k), eQi 〉|
)mp]1/m ≤ c1E[|〈PmQY1, e

Q
i 〉|

mp
]1/m

np/2

≤ c1E
[
‖Y1‖mp

]1/m
np/2.

For i = 1 we have

E
[(

max
0≤k≤n

|〈PmQS(k), eQ1 〉|
)mp]1/m ≤ E[( n∑

k=1

‖Y(k)‖

)mp]1/m

.
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By [13, Lemma 3.9.1], there is c2 = c2(p) > 0 such that

E
[(

max
0≤k≤n

|〈PmQS(k), eQ1 〉|
)mp]1/m ≤ c2E[‖Y1‖

]p
np.

It follows that

sup
n∈N

sup
Q∈SO(d):PmQµ 6=0

E
[
Volm

(
PmQ conv{S(0), . . . ,S(n)}

)]
n(m+1)/2

<∞. (3.27)

If PmQµ = 0, then with the use of the standard basis {e1, . . . , em} and through the same
reasoning we arrive at

E
[(

max
0≤k≤n

|〈PmQS(k), ei〉|
)mp]1/m ≤ c3E[|〈PmQY1, ei〉|mp

]1/m
np/2

≤ c3E
[
‖Y1‖mp

]1/m
np/2

for some c3 = c3(p) > 0 (observe that in this case E[〈PmQS(k), ei〉] = 0 for all i = 1, . . . ,m).
Hence, (3.27) is valid also forQ ∈ SO(d) such that PmQµ = 0 and the proof is finished.

Remark 3.14. With the same arguments as in Theorem 3.13 we can obtain the corre-
sponding result if m = 1 and p = 2 or m = d. This entails

lim
n→∞

E
[
Vm(n)

]
n(m+1)/2

=

{
dκd

κ1κd−1

∫
SO(d)

E
[
V1

(
conv X̃Q,1[0, 1]

)]
ν(dQ), m = 1,∫

SO(d)
E
[
Vd
(
conv X̃Q,d[0, 1]

)]
ν(dQ), m = d.

Then, by Theorems 3.8 and 3.9 it follows that

dκd
κ1κd−1

∫
SO(d)

E
[
V1

(
conv X̃Q,1[0, 1]

)]
ν(dQ) = ‖µ‖

and ∫
SO(d)

E
[
Vd
(
conv X̃Q,d[0, 1]

)]
ν(dQ) = E

[
Vd
(
conv X̃[0, 1]

)]
.

4 Variance asymptotics

In this section, we discuss the variance asymptotics of the intrinsic volumes Vm(n),
for m = 1, . . . , d, under the assumption that moments (of the step of the random walk)
of order higher than two are finite. The first result concerns the zero-drift case and it
should be compared with [47, Propositions 3.5] where the planar case was handled.

Proposition 4.1. Assume that µ = 0 and E[‖Y1‖mp] <∞ for some p > 2. Suppose that
P(Y1 ∈ h) = 0 for any affine hyperplane h ⊂ Rd. Then, for each m ∈ {1, . . . , d},

Var
(
Vm
(
convX[0, 1]

))
<∞

and

lim
n→∞

Var(Vm(n))

nm
= Var

(
Vm
(
convX[0, 1]

))
.

Proof. Proceeding analogously as in the proof of Theorem 3.9, we easily show that there
is c = c(m, d, p) > 0 such that

Vm(n)p ≤ c
∑

i1,...,im∈{1,...,d}

m∏
j=1

max
0≤k≤n

|〈S(k), eij 〉|p.
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Hölder’s inequality implies

E
[ m∏
j=1

max
0≤k≤n

|〈S(k), eij 〉|p
]
≤

m∏
j=1

(
E
[(

max
0≤k≤n

|〈S(k), eij 〉|
)mp])1/m

,

and according to [47, Lemma A.1] we obtain(
E
[(

max
0≤k≤n

|〈S(k), ei〉|
)mp])1/m

= O(np/2).

From this it follows that

E

[(
Vm(n)2

nm

)p/2]
=

1

nmp/2
E [Vm(n)p] = O(1)

This means that the sequence {Vm(n)2/nm}n∈N is uniformly integrable. Thus, in view of
Proposition 2.1 and [19, Lemma 3.11] we infer the result.

We present a corresponding result for random walks with drift where the scaling is of
higher order and we cover the case of m ∈ {2, . . . , d}. The case of planar random walks
was studied in [46] and [47, Proposition 3.6].

Proposition 4.2. Assume that µ 6= 0 and E[‖Y1‖mp] <∞ for some p > 2. Suppose that
P(Y1 ∈ h) = 0 for any affine hyperplane h ⊂ Rd. Then, for m ∈ {2, . . . , d− 1},

Var

(∫
SO(d)

Volm
(
conv X̃Q,m[0, 1]

)
ν(dQ)

)
<∞

and

lim
n→∞

Var(Vm(n))

nm+1
=

(
d

m

)2
κ2
d

κ2
mκ

2
d−m

Var

(∫
SO(d)

Volm
(
conv X̃Q,m[0, 1]

)
ν(dQ)

)
.

Proof. By Theorem 2.5,

Volm
(
PmQ conv{S(0), . . . ,S(n)}

)
n(m+1)/2

D−−−−→
n↗∞

Volm
(
conv X̃Q,m[0, 1]

)
.

Kubota’s formula (3.26) and continuous mapping theorem then imply

Vm(n)2

nm+1

D−−−−→
n↗∞

((
d

m

)
κd

κmκd−m

∫
SO(d)

Volm
(
conv X̃Q,m[0, 1]

)
ν(dQ)

)2

.

Hence, according to [19, Lemma 3.11] it is enough to prove that {Vm(n)2/nm+1}n∈N
is uniformly integrable. By replacing the standard orthonormal basis with the basis
{ē1, . . . , ēd} such that ē1 = µ/‖µ‖ and reasoning as in the proof of Proposition 4.1, we
obtain

Vm(n)p ≤ c
∑

i1,...,im∈{1,...,d}

m∏
j=1

max
0≤k≤n

|〈S(k), ēij 〉|p,

for some c = c(m, d, p) > 0. Due to [47, Lemma A.1],

(
E
[(

max
0≤k≤n

|〈S(k), ēi〉|
)mp])1/m

=

{
O(np), i = 1,

O(np/2), i ∈ {2, . . . , d}.
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Hence, Hölder’s inequality then implies

E
[ m∏
j=1

max
0≤k≤n

|〈S(k), ēij 〉|p
]
≤

m∏
j=1

(
E
[(

max
0≤k≤n

|〈S(k), ēij 〉|
)mp])1/m

= O(n(m+1)p/2),

that is

E

[(
Vm(n)2

nm+1

)p/2]
=

1

n(m+1)p/2
E [Vm(n)p] = O(1).

This yields uniform integrability of the process {Vm(n)2/nm+1}n∈N.

Remark 4.3. (i) We could apply the same arguments as in Propositions 4.1 and 4.2
to show convergence of moments of the appropriately rescaled sequence {Vm(n)}n∈N.
More precisely, if there is p > 1 such that E[‖Y1‖mp] <∞, then in the case when µ = 0,

E
[
Vm
(
convX[0, 1]

)p]
<∞ and lim

n→∞

E[Vm(n)p]

nmp/2
= E

[
Vm
(
convX[0, 1]

)p]
.

If µ 6= 0, then

E

[(∫
SO(d)

Volm
(
conv X̃Q,m[0, 1]

)
ν(dQ)

)p]
<∞

and

lim
n→∞

E[Vm(n)p]

n(m+1)p/2
=

(
d

m

)p
κpd

κpmκ
p
d−m

E

[(∫
SO(d)

Volm
(
conv X̃Q,m[0, 1]

)
ν(dQ)

)p]
.

(ii) By Theorem 2.5, if µ 6= 0, we obtain

Vd(n)

n(d+1)/2

D−−−−→
n↗∞

Vd
(
conv X̃[0, 1]

)
.

Thus, since {Vd(n)2/nd+1}n∈N is uniformly integrable, we have

Var
(
Vd
(
conv X̃[0, 1]

))
<∞ and lim

n→∞

Var(Vd(n))

nd+1
= Var

(
Vd
(
conv X̃[0, 1]

))
.

In particular,

Var

(∫
SO(d)

Vold
(
conv X̃Q,d[0, 1]

)
ν(dQ)

)
= Var

(
Vd
(
conv X̃[0, 1]

))
.

(iii) By Theorem 2.3 (see also Theorem 3.8), we have

V1(n)

n

P-a.s.−−−−→
n↗∞

‖µ‖,

which, together with uniform integrability of {V1(n)2/n2}n∈N, implies

lim
n→∞

Var(V1(n))

n2
= 0.

In the planar case and under the assumption that E[‖Y1‖2] < ∞, it was proved in
[46, Theorem 1.1] that the variance of the perimeter of the convex hull behaves linearly
if and only if 〈Y1 − E[Y1],E[Y1]〉 6= 0 a.s. In the case when 〈Y1 − E[Y1],E[Y1]〉 = 0

a.s., the authors conjecture in [25, Conjecture 1.13] that the behavior of the variance
is logarithmic. The results from [1, Theorem 1.5 and Corollary 1.6] suggest, however,
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that one needs stronger moment assumptions to conclude logarithmic behavior. The
perimeter of the convex hull of the random walk corresponds to the first intrinsic volume
V1(n) in higher dimensions and we therefore conjecture that the appropriate scaling for
the sequence {Var(V1(n))}n∈N in every dimension d ≥ 1 is of order n as well, provided
that the above mentioned scalar product does not vanish. If this is not the case, we
expect, similarly as in the planar case (cf. [1, Theorem 1.5 and Corollary 1.6]), a sublinear
behavior. We finish the article with a partial result in this direction which can be viewed
as an extension of [39, Theorem 2.3] to higher dimensions.

Proposition 4.4. Assume that E[‖Y1‖2] <∞. Then

Var(V1(n)) ≤ nE[‖Y1 − µ‖2], n ∈ N.

Proof. We follow the approach from [39, Theorem 2.3]. We clearly have

sconv{S(0),...,S(n)}(θ) = max
0≤k≤n

〈S(k), θ〉, θ ∈ Sd−1.

Thus, by (1.5) and (1.7),

V1(n) =
1

κd−1

∫
Sd−1

max
0≤k≤n

〈S(k), θ〉σ(dθ).

Further, let {Y′i}i∈N be an independent copy of {Yi}i∈N. For i ∈ N we set

Si(n) =

{
S(n), n < i,

S(n)−Yi + Y′i, i ≥ n,
(4.1)

and

V i1 (n) =
1

κd−1

∫
Sd−1

max
0≤k≤n

〈Si(k), θ〉σ(dθ).

According to [41, remark on page 755],

Var(V1(n)) ≤ 1

2

n∑
i=1

E
[(
V1(n)− V i1 (n)

)2]
=

1

2κ2
d−1

n∑
i=1

E

[(∫
Sd−1

(
max

0≤k≤n
〈Si(k), θ〉 − max

0≤k≤n
〈S(k), θ〉

)
σ(dθ)

)2
]
.

(4.2)

From (4.1), for any θ ∈ Sd−1, we have

〈Si(k), θ〉 =

{
〈S(k), θ〉, k < i,

〈S(k), θ〉 − 〈Yi, θ〉+ 〈Y′i, θ〉, i ≥ k

≤ 〈S(k), θ〉+ |〈Yi, θ〉 − 〈Y′i, θ〉|.

Hence,
max

0≤k≤n
〈Si(k), θ〉 − max

0≤k≤n
〈S(k), θ〉 ≤ |〈Yi, θ〉 − 〈Y′i, θ〉|.

By symmetry, we can replace the left-hand side of the above inequality with its absolute
value. This together with (4.2) implies

Var(V1(n)) ≤ 1

2κ2
d−1

n∑
i=1

E

[(∫
Sd−1

|〈Yi, θ〉 − 〈Y′i, θ〉|σ(dθ)

)2
]

≤ 1

2κd−1

n∑
i=1

∫
Sd−1

E
[
|〈Yi −Y′i, θ〉|2

]
σ(dθ)

≤ nE[‖Y1 − µ‖2]

κd−1

∫
Sd−1

‖θ‖2σ(dθ) ≤ nE[‖Y1 − µ‖2],

and the proof is finished.
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