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Abstract

In this note, we establish that the stationary distribution of a possibly non-equilibrium
Langevin diffusion converges, as the damping parameter goes to infinity (or equiva-
lently in the Smoluchowski-Kramers vanishing mass limit), toward a tensor product of
the stationary distribution of the corresponding overdamped process and of a Gaussian
distribution.
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1 Introduction

Consider the Langevin diffusion on Td ×Rd (T = R/Z) solution of{
dXt = Ytdt

dYt = F (Xt)dt− γYtdt+
√

2γΣdBt,
(1.1)

with a standard d-dimensional Brownian motion (Bt)t>0, a force field F ∈ C1(Td,Rd), a
damping parameter γ > 0 and a constant symmetric positive definite diffusion matrix Σ.
For all γ > 0, this Markov process admits a unique invariant measure µγ . Besides, as
γ → +∞, (Xγt)t>0 converges to the overdamped Langevin diffusion on Td, solution of

dZt = F (Zt)dt+
√

2ΣdBt , (1.2)

which admits a unique invariant measure µO. These facts are well-known, see e.g. [12].
Up to a rescaling, this overdamped limit is equivalent to the so-called Smoluchowski-
Kramers limit, where a mass parameter is sent to zero. In the so-called equilibrium
case, in which F = −∇U is a conservative force (U ∈ C2(Td)) and Σ = I, µγ and µO are
explicit, and more precisely, for all γ > 0, µγ = µO ⊗ g with

µO(dx) =
e−U(x)∫

Td
e−U(w)dw

dx , g(dy) =
e−|y|

2/2

(2π)d/2
dy .
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Overdamped limit for non-equilibrium Langevin diffusions

Here and in the rest of this work, Td is endowed with the Lebesgue measure dx normal-
ized so that its total mass is 1. In the general non-equilibrium case, however, there is
no reason for any of this to be true, namely µO and µγ are not explicit, µγ does depend
on γ, it is not a tensor product and its position marginal is not µO (see Section 2). The
main result of this note is that, nevertheless, these properties are recovered in the
overdamped limit, i.e. that µγ converges as γ → +∞ toward µO ⊗ gΣ where gΣ is the
centered Gaussian distribution on Rd with covariance matrix Σ2. The convergence is
quantitative, and stated in term of Wasserstein distance. The Wasserstein distance
between two probability laws µ, ν on a metric space (E,dist) is defined as

W(µ, ν) = inf
π∈Γ(µ,ν)

∫
E2

dist(y, z)π(dz,dy) ,

where Γ(µ, ν) is the set of probability measures on E2 with marginals µ and ν. Our result
is the following.

Theorem 1.1. There exists C > 0, which depends on F,Σ and d, such that, for all γ > 2,

W(µγ , µO ⊗ gΣ) 6 C

√
log γ

γ
.

Remark 1.2. We consider a position in the compact torus since this is often the case
considered in previous works on non-equilibrium Langevin processes, see e.g. [9].
Moreover, standard molecular dynamics simulations use periodic boundary conditions
[11, 12, 15]. However, it is straightforward to adapt the proof to a position on Rd under
the additional assumptions that there exist R, λ > 0 such that F (x) · x 6 −λ|x|2 for all
|x| > R and that the Jacobian matrix of F is bounded.

This note is organized as follows. We finish this introduction by discussing applica-
tions and previous related works. In Section 2 we characterize the cases where, as in the
equilibrium case, position and velocity are independent under µγ , or µγ is independent
from γ. Section 3 is devoted to the proof of Theorem 1.1.

Non-equilibrium Langevin processes appear in various situations where a physical
system undergoes an external force or a gradient of temperature, see e.g. [6, 1, 13, 15, 5]
or [12, Chapter 5] and references within. In these cases, macroscopic quantities of
interest such as transport coefficients (e.g. mobility, thermal conductivity or shear
viscosity) can be expressed in term of expectations with respect to the stationary state
of the non-equilibrium process, see e.g. [5] for details.

More precisely, with Σ = I, the question of the linear response of a system at
equilibrium to a non-conservative perturbation leads to the study of forces of the form
F (x) = −∇U(x) + τF̃ (x) where F̃ is non-conservative and τ is small. For instance, [12,
Theorem 5.2] gives an asymptotic expansion of µγ as τ vanishes (at a fixed γ). Similarly,
the long-time convergence of non-equilibrium Langevin processes is studied in [9] in this
case, for τ small enough. Our result is not restricted to this perturbative regime.

Chains of oscillators such as those studied in [1, 13] and references within, which
are models for thermal conductivity, correspond to a case where F (x) = −∇U(x) for
some potential U but Σ is not an homothety. Hence, the Jacobian matrix of Σ2F is
not symmetric, which shows that Σ2F cannot be a gradient (which means this is a
non-equilibrium process, cf. Section 2).

For more details and a general discussion on non-equilibrium Langevin processes
from a mathematical perspective, we refer to [12, Chapter 5].

To the best of our knowledge, Theorem 1.1, or even the weak convergence of the
first marginal of µγ toward µO, is new. A similar result as been proven by one of the
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Overdamped limit for non-equilibrium Langevin diffusions

authors in [14] but, rather than the stationary measure of the process, it concerns the
quasi-stationary measure of the process killed when it exists a given domain. This is a
different and more difficult problem, besides the convergence in [14] is not quantitative.
In infinite dimension, a result similar to Theorem 1.1 (although not quantitative and
concerning only the convergence of the position marginal), with some similarity in the
proof, is established in [2] for stochastic damped wave equations.

Distinct but somewhat related results are the overdamped limit of the diffusion
coefficient proven in [8, 11] in dimension 1 and of the large deviation quasi-potential
in [3]. Indeed, these two works study the overdamped limit of a stationary quantity in
some asymptotic regime, either τ → 0 (with F = −∇U + τF̃ ) or Σ→ 0.

2 Particular cases

In this section, we investigate under which conditions on F and Σ each of the
following properties holds true: a) µγ is independent from γ, b) µγ is the tensor product
of two probability laws respectively on Td and Rd, and c) the first marginal of µγ is µO.
Before addressing the general case, let us highlight the following two simple cases:

• The equilibrium case. If F (x) = −Σ2∇U(x) for some U ∈ C2(Td) then the properties
a), b) and c) hold since it is easily checked that

µγ(dx, dy) =
e−U(x)−|Σ−1y|2/2

(2π)d/2det(Σ)
∫
Td
e−U(w)dw

dxdy

for all γ > 0. Considering on Σ−1Td the potential Ũ(z) = U(Σz), the process
(Z,W ) = (Σ−1X,Σ−1Y ) on (Σ−1Td,Rd) solves{

dZt = Wtdt

dWt = −∇Ũ(Zt)dt− γWtdt+
√

2dBt .

• The space-homogeneous case. If F (x) = η for all x ∈ Td for some constant η ∈ Rd,
then

µγ(dx, dy) =
e−|Σ

−1(y−η/γ)|2/2

(2π)d/2det(Σ)
dxdy

for all γ > 0. In particular, the properties b) and c) hold but a) holds iff η = 0

(which corresponds to the equilibrium case with a constant U ). Moreover, since the
Wasserstein distance between two Gaussian distributions with the same variance
is given by the distance between their means (see e.g. [7, Proposition 7]),

W (µγ , µO ⊗ gΣ) =
|Σ−1η|
γ

.

Let us state a characterization of the cases where a) or b) hold.

Proposition 2.1. First, the two following properties are equivalent.

(i) There exist γ1 > γ2 > 0 such that µγ1 = µγ2 .

(ii) There exists U ∈ C2(Td) such that F = −Σ2∇U .

Second, the two following properties are equivalent.

(iii) There exists γ > 0 such that µγ is the tensor product of two probability laws
respectively on Td and Rd.
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(iv) There exists η ∈ Rd and U ∈ C2(Td) such that, for all x ∈ Td, F (x) = −Σ2∇U(x) +η

and ∇U(x) · η = 0.

Moreover, if (iv) holds, then

µO(dx) =
e−U(x)∫

Td
e−U(w)dw

dx and for all γ > 0, µγ = µO ⊗
e−|Σ

−1(y−η/γ)|2/2

(2π)d/2det(Σ)
dy.

Before proving this result, let us discuss the condition ∇U · η = 0 in (iv), which is
equivalent to say that U(x + tη) = U(x) for all x ∈ Td, t ∈ R. Since U is Z-periodic,
depending on η, this may be more or less restrictive. For instance:

• If Rη is dense in Td (which is in particular the case if d = 1 and η 6= 0), then
necessarily U is constant, hence so is F .

• If η = τe with τ ∈ R and e a vector of the canonical basis (say, the first one), then
the condition is satisfied as soon as U is periodic function of x 6=1 = (xj)j∈J2,dK. If
moreover, for instance, Σ = I, the process can be decomposed as two independent
parts, a position homogenous coordinate and the other coordinates at equilibrium,
namely 

dX1
t = Y 1

t dt

dY 1
t = τdt− γY 1

t dt+
√

2γdB1
t

dX 6=1
t = Y 6=1

t dt

dY 6=1
t = −∇ 6=1U(X 6=1)dt− γY 6=1

t dt+
√

2γdB 6=1
t .

(2.1)

In any cases, assuming (iv) with η 6= 0, we see that (Z,W ) = (QΣ−1X,QΣ−1W ), the
process on QΣ−1Td ×Rd where Q is an orthonomal matrix that sends η/|η| to e, solves
an equation of the form (2.1). In other words, apart from the equilibrium case, the only
cases where µγ is of a tensor form for some γ > 0 is a combination of a one-dimensional
space homogeneous system with an independent d− 1 dimensional equilibrium system.

Proof. The Langevin process being hypoelliptic and irreducible, its invariant measure
admits a smooth positive density with respect to the Lebesgue measure, which we write
e−H(x,y) (H possibly depends on γ but we do not explicit this dependency to simplify
notation). The invariance of µγ is equivalent to

∀f ∈ C∞(Td ×Rd) ,
∫
Td×Rd

Lf(x, y)e−H(x,y)dxdy = 0 ,

where, using the notation Σ2 : ∇2
y =

∑d
i,j=1(Σ2)i,j∂yi∂yj ,

L = y · ∇x + (F (x)− γy) · ∇y + γΣ2 : ∇2
y (2.2)

is the generator of the process (1.1). Integrating by parts, this is equivalent to

∀(x, y) ∈ Td ×Rd , 0 = y · ∇xH(x, y) + (F (x)− γy) · ∇yH(x, y)

+ γd+ γ|Σ∇yH(x, y)|2 − γΣ2 : ∇2
yH(x, y). (2.3)

The implications (ii) → (i) and (iv) → (iii) immediately follow from the fact that (2.3)
holds with H(x, y) = U(x) + |Σ−1(y − η/γ)|2/2 if F = −Σ2∇U + η and ∇U · η = 0.

Let us prove that (i)→ (ii). Assuming (i) and applying (2.3) for γ ∈ {γ1, γ2} yields

∀(x, y) ∈ Td ×Rd
{

y · ∇xH(x, y) + F (x) · ∇yH(x, y) = 0

−y · ∇yH(x, y) + d+ |Σ∇yH(x, y)|2 − Σ2 : ∇2
yH(x, y) = 0 .
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The second equation is equivalent to say that for all x ∈ Td, y 7→ e−H(x,y)/
∫
Rd
e−H(x,z)dz

is the invariant probability density of the Ornstein-Uhlenbeck process dY = −Y dt +√
2ΣdBt, in other words is the d-dimensional Gaussian distribution with mean 0 and

covariance matrix Σ2. This means that H(x, y) = U(x) + |Σ−1y|2/2 for some U ∈ C1(Td).
Plugging this in the first equation yields F (x) = −Σ2∇U(x) for all x ∈ Td.

We now turn to the proof of the implication (iii) → (iv). Let γ be such that µγ is a
tensor product, namely H(x, y) = U(x) + V (y) for some U ∈ C1(Td), V ∈ C1(Rd). Let
x∗ ∈ Td be a critical point of U . Applying (2.3) for x = x∗ reads

∀y ∈ Rd (F (x∗)− γy) · ∇V (y) + γd+ γ|Σ∇V (y)|2 − γΣ : ∇2V (y) = 0 ,

in other words e−V is an invariant measure for the Ornstein-Uhlenbeck process

dYt = (F (x∗)− γYt)dt+
√

2γΣdBt .

Hence, V (y) = |Σ−1(y − F (x∗)/γ)|2/2. Plugging this back in (2.3) yields

∀(x, y) ∈ Td ×Rd , y · ∇xU(x) + (F (x)− F (x∗)) · Σ−2 (y − F (x∗)/γ) = 0 ,

which is equivalent to

∀x ∈ Td , F (x)− F (x∗) = −Σ2∇U(x) , (F (x)− F (x∗)) · Σ−2F (x∗) = 0 ,

and thus ∇U(x) · F (x∗) = 0 for all x ∈ Td.
Finally, we prove the last statement of the proposition as follows. The expression of

µγ under (iv) is proven by checking (2.3). Since the position marginal doesn’t depend on
γ, the fact that it is necessarily equal to µO follows from letting γ → +∞ in Theorem 1.1
(it can also be checked directly on the overdamped stationary equation).

3 Proof of Theorem 1.1

Let (P γt )t>0 be the Markov semi-group associated with the Langevin process (1.1)
with friction γ and (P̃t)t>0 be the semi-group associated with the overdamped process
(1.2), namely

P γt f(x, y) = E(x,y) (f(Xt, Yt)) , P̃tf(z) = Ez (f(Zt))

for all bounded measurable functions f respectively on Td × Rd and Td. If ν is a
probability on Td then νP̃t is the law of Zt if Z0 ∼ ν, and similarly for P γt .

Lemma 3.1. There exists C1, ρ > 0, which depends only on F, d and Σ, such that, for all
probability measures µ, ν on Td and all t > 0,

W(µP̃t, νP̃t) 6 C1e
−ρtW(µ, ν) .

Proof. This is proven in [4], although the latter is written in Rd and not Td. The
adaptation is straightforward.

The following is a simple fact on Wasserstein distances.

Lemma 3.2. Let (Ei, ri) for i = 1, 2 be two metric spaces and endow E1 × E2 with a
distance r such that r((x, y), (z, w)) > r1(x, z) for all (x, y), (z, w) ∈ E1 × E2. Let µ, ν be
two probability measures on E1 × E2 and µ1, ν1 be their marginal laws on E1. Then

W(µ1, ν1) 6W(µ, ν).

Proof. Let ((X,Y ), (Z,W )) ∼ π ∈ Γ(µ, ν) be a coupling of µ and ν. Then the law of (X,Z)

is in Γ(µ1, ν1), and thus

W(µ1, ν1) 6 E(r1(X,Z)) 6 E(r((X,Y ), (Z,W ))).

Taking the infimum over Γ(µ, ν) concludes the proof.
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Next, we state a moment bound, uniform in γ > 1.

Lemma 3.3. For all γ > 0,

Eµγ
(
|Y |2

)
6 2Tr(Σ2) +

‖F‖2∞
γ2

.

Proof. Since µγ is a stationary measure for the Langevin process, considering f(x, v) =

|v|2/2 and the generator L given by (2.2),

0 =

∫
Td×Rd

Lf(x, v)µγ(dx, dv) 6
∫
Td×Rd

(
‖F‖∞|y| − γ|y|2 + γTr(Σ2)

)
µγ(dx, dv)

6 −γ
2

∫
Td×Rd

|y|2µγ(dx, dv) + γTr(Σ2) +
‖F‖2∞

2γ
,

which concludes the proof.

The next result is based on some arguments from [14].

Proposition 3.4. For all t > 0, there exists C2 > 0, which depends only on t, F, d and
Σ, such that, for all γ > 2 and all probability measure ν on Td ×Rd, denoting by ν1 the
marginal of ν on Td,

W
(
νP γγt, ν

1P̃t ⊗ gΣ

)
≤ C2

√
log(γ)

γ
(1 + Eν (|Y |)) .

Before proving this proposition, let us first conclude the proof of our main result.

Proof of Theorem 1.1. Notice that in the statement of the theorem, the distance used on
Td ×Rd is implicit, namely it is any distance equivalent to the standard r((x, y), (z, w)) =

dist(x, z) + |y − w|, where dist is the image of the Euclidean norm | · | on the torus. We
prove the theorem with this distance.

Considering C1 and ρ as in Lemma 3.1, let t = log(2C1)/ρ. Using that µγ and µO are
invariant respectively for P γγt and P̃t, and denoting by µ1

γ the marginal law of µγ on Td,
we get

W (µγ , µO ⊗ gΣ) = W
(
µγP

γ
γt,
(
µOP̃t

)
⊗ gΣ

)
6 W

(
µγP

γ
γt,
(
µ1
γP̃t

)
⊗ gΣ

)
+W

((
µ1
γP̃t

)
⊗ gΣ,

(
µOP̃t

)
⊗ gΣ

)
6 W

(
µγP

γ
γt,
(
µ1
γP̃t

)
⊗ gΣ

)
+ C1e

−ρtW
(
µ1
γ , µO

)
6 W

(
µγP

γ
γt,
(
µ1
γP̃t

)
⊗ gΣ

)
+

1

2
W (µγ , µO ⊗ gΣ) ,

where we used Lemma 3.2 for the last inequality. Proposition 3.4 then yields

W (µγ , µO ⊗ gΣ) 6 2C2

√
log(γ)

γ

(
1 + Eµγ (|Y |)

)
and Lemma 3.3 concludes the proof.

Proof of Proposition 3.4. We are going to construct an explicit coupling introduced
in [14]. The time t > 0 is fixed. Let (X0, Y0) be a random variable with law ν and (Bs)s>0

be a standard Brownian motion independent from (X0, Y0). For γ > 0, let (X
(γ)
s , Y

(γ)
s )s>0

be the solution of (1.1) driven by (Bs)s>0 with initial condition (X0, Y0), define the
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Brownian motion (B
(γ)
s )s≥0 = (Bγs/

√
γ)s≥0 and let (X

(γ)

s )s≥0 be the overdamped pro-
cess starting from X0 and solving (1.2) where the Brownian motion is replaced by the
γ-dependent Brownian motion (B

(γ)
s )s≥0. Let also

∀s ≥ 0, A(γ)
s :=

√
2Σe−γ

2s

∫ γs

0

eγrdBr. (3.1)

Then, for all s ≥ 0,

Y (γ)
γs = e−γ

2sY0 + γe−γ
2s

∫ s

0

eγ
2rF (X(γ)

γr )dr +A(γ)
s . (3.2)

Moreover, let h(γ)
t : [0, t] 7→ R and the process (Z

(γ)
s,t )s∈[0,t] be defined as follow:

∀s ∈ [0, t], h
(γ)
t (s) :=

2

γ

e−γ
2(t−s) − e−γ

2t

1− e−2γ2t
, Z

(γ)
s,t := ΣB(γ)

s − h(γ)
t (s)A

(γ)
t . (3.3)

Let (F (γ),Z
s )s∈[0,t] be the natural filtration of (Z

(γ)
s,t )s∈[0,t]. Using a Itô’s fixed point

argument, see for instance [10, Thm 2.9 p. 289], the following equation

dW (γ)
s = F (W (γ)

s )ds+
√

2dZ
(γ)
s,t , W

(γ)
0 = X0

possesses a unique strong solution on [0, t] which is adapted to (F (γ),Z
s )s∈[0,t]. Moreover,

it is shown in [14, Lemma 3.1] that the process (W
(γ)
s )s∈[0,t] is independent of the random

variable A(γ)
t . Denoting by L(Q) the law of a random variable Q, we bound

W
(
νP γγt, ν

1P̃t ⊗ gΣ

)
≤ W

(
νP γγt,L(W

(γ)
t , A

(γ)
t )
)

+W
(
L(W

(γ)
t )⊗ L(A

(γ)
t ), ν1P̃t ⊗ gΣ

)
≤ E

(
dist

(
X

(γ)
γt ,W

(γ)
t

)
+ |Y (γ)

γt −A
(γ)
t |
)

+ E
(

dist
(
X

(γ)

t ,W
(γ)
t

))
+W

(
L(A

(γ)
t ), gΣ

)
.

It remains to bound each of these terms. First, it follows from [14, (i) Lemma 3.2] that
there exists a constant C > 0 such that for all γ > 1,

E
[
dist

(
X

(γ)
γt ,W

(γ)
t

)]
≤ C

γ

(
1 + E (|Y0|) +

√
log(1 + γ2t)

)
eCt.

Second, from (3.2),

E
[∣∣∣Y (γ)

γt −A
(γ)
t

∣∣∣] ≤ E (|Y0|) e−γ
2t +

‖F‖∞
γ

.

Third, it follows from [14, (ii) Lemma 3.2] that there exists a constant C > 0 such that
for all γ > 1,

E
(

dist
(
W

(γ)
t , X

(γ)

t

))
≤ C

γ
eCt.

Finally, since L(A
(γ)
t ) is a centered Gaussian distribution with variance Σ2(1 − e−2γ2t),

the formula for the L2 Wasserstein distance (which is larger than the L1 distance W)
between Gaussian distributions (see [7]) yields

W
(
L(A

(γ)
t ), µΣ

)
≤
√

Tr (Σ2)
(

1−
√

1− e−2γ2t
)
.

Summing the four last inequalities concludes the proof.
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