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We prove a central limit theorem for the capacity of the range of a sym-
metric random walk on Z7, under only a moment condition on the step dis-
tribution. The result is analogous to the central limit theorem for the size of
the range in dimension three, obtained by Jain and Pruitt in 1971. In particu-
lar, an atypical logarithmic correction appears in the scaling of the variance.
The proof is based on new asymptotic estimates, which hold in any dimen-
sion d > 5, for the probability that the ranges of two independent random
walks intersect. The latter are then used for computing covariances of some
intersection events at the leading order.

1. Introduction. Consider a random walk (S;,),>0 on 74, that is, a process of the form
Sn = So + X1+ --- + X,, where the (X;);>1 are independent and identically distributed.
A general question is to understand the geometric properties of its range, that is, the random
set Ry :={S0, ..., Sy} and, more specifically, to analyze its large scale limiting behavior as
the time n is growing. In their pioneering work, Dvoretzky and Erdés [10] proved a strong
law of large numbers for the number of distinct sites in R, in any dimension d > 1. Later,
a central limit theorem was obtained first by Jain and Orey [13] in dimensions d > 5, then
by Jain and Pruitt [14] in dimension 3 and higher and finally by Le Gall [17] in dimension
2 under fairly general hypotheses on the common law of the (X;);>;. Furthermore, a lot of
activity has been focused on analyzing the large and moderate deviations, which we will not
discuss here.

More recently, some papers were concerned with other functionals of the range, including
its entropy [5] and its boundary [1, 5, 6, 8, 18]. Here, we will be interested in another nat-
ural way to measure the size of the range which also captures some properties of its shape.
Namely, we will consider its Newtonian capacity, defined for a finite subset A C 74, as

(1.1) Cap(A) := Y Py[H; =o0],

X€EA

where P, is the law of the walk starting from x and HX denotes the first return time to A
(see (2.1) below). Actually, the first study of the capacity of the range goes back to the earlier
work by Jain and Orey [13], who proved a law of large numbers in any dimension d > 3 and,
more precisely, that almost surely, as n — 00,

1
(1.2) - Cap(Rn) = va

for some constant y,;, which is nonzero if and only if d > 5—the latter observation being ac-
tually directly related to the fact that it is only in dimension 5 and higher that two independent
ranges have a positive probability not to intersect each other. However, until very recently, to
our knowledge there were no other work on the capacity of the range, even though the results
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of Lawler on the intersection of random walks incidentally gave a sharp asymptotic behavior
of the mean in dimension four; see [15].

In a series of recent papers [3, 4, 7], the central limit theorem has been established for
the simple random walk in any dimension d > 3, except for the case of dimension 5 which
remained unsolved so far. The main goal of this paper is to fill this gap, but in the mean time
we obtain general results on the probability that the ranges of two independent walks intersect
which might be of independent interest. Furthermore, we obtain estimates for the covariances
between such events which is, arguably, one of the main novelties of our work, but we shall
come back on this point a bit later.

Our hypotheses on the random walk are quite general: we only require that the distribution
of the (X;);>1 is a symmetric and irreducible probability measure on 74 which has a finite
dth moment. Under these hypotheses our first result is the following.

THEOREM A. Assume d = 5. There exists a constant o > 0 such that as n — 00,

Var(Cap(R,)) ~ o*nlogn.
We then deduce a central limit theorem.

THEOREM B. Assume d =5. Then,

Cap(Rn) —ysn (&)
—— = N(@O,]).
o+/nlogn n—00 ©.1

As already mentioned, along the proof we also obtain a precise asymptotic estimate for
the probability that the ranges of two independent walks starting from far away intersect.
Previously, to our knowledge only the order of magnitude up to multiplicative constants had
been established; see [15]. Since our proof works the same in any dimension d > 5, we state
our result in this general setting. Recall that to each random walk one can associate a norm
(see below for a formal definition), which we denote here by 7 (-) (in particular in the case
of the simple random walk it coincides with the Euclidean norm).

THEOREM C. Assume d > 5. Let S and S be two independent random walks starting
from the origin (with the same distribution). There exists a constant ¢ > 0 such that as || x| —
o0,

~ c
P[Roo N (x + Reo) # D] ~ O

In fact, we obtain a stronger and more general result. Indeed, first we get some control on
the second order term and show that it is O(||x||*~¢~"), for some constant v > 0. Moreover,
we also consider some functionals of the position of one of the two walks at its hitting time
of the other range. More precisely, we obtain asymptotic estimates for quantities of the form
E[F (S7)1{t < oo}], with t the hitting time of the range x 4+ R, for functions F satisfying
some regularity property; see (4.1). In particular, it applies to functions of the form F(x) =
1/J (x)¥ for any « € [0, 1], for which we obtain that, for some constants v > 0 and ¢ > 0,

IE[ 1{t < o0} ] . c
1+ T(S)]  J(x)d—4+e

Moreover, the same kind of estimates is obtained when one considers rather 7 as the hitting
time of x 4+ R[O0, £] with £ a finite integer. These results are then used to derive asymptotic
estimates for covariances of hitting events in the following four situations: let S, S!, S and
$3 be four independent random walks on Z°, all starting from the origin and consider either:

_|_ O(||x||4_a_d_v).
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(i) A={RLNR
() A={R.NR
(i) A={RLNR
(iv) A={RI NR

k,00) # @}, and B = {R2, N (Sx +R3,) # 2},
k,o0) # @}, and B = {(Sx + R%) NRIk + 1, 00) # 2},
k,o0) # @}, and B = {(Sx + RZ) NRI[0, k — 1] # &},
1, k] # @}, and B = {(Sx + R%) NRI0, k — 1] # 2}.

In all of these cases, we show that, for some constant ¢ > 0, as k — o0,

— r——

Cov(A, B) ~ %

Case (i) is the easiest and follows directly from Theorem C, since, actually, one can see that
in this case both P[A N B] and P[A] - P[B] are asymptotically equivalent to a constant times
the inverse of k. However, the other cases are more intricate, partly due to some cancellations
that occur between the two terms, which, if estimated separately, are both of order 1/ Jk in
cases (ii) and (iii) or even of order 1 in case (iv). In these cases we rely on the extensions of
Theorem C that we just mentioned above. More precisely, in case (ii) we rely on the general
result applied with the functions F'(x) = 1/| x|l and its convolution with the distribution of
Sk, while in cases (iii) and (iv) we use the extension to hitting times of finite windows of the
range. We stress also that showing the positivity of the constants ¢ here is a delicate part of
the proof, especially in case (iv), where it relies on the following inequality:

/0<s<t<1<E[||/3s - ﬁjﬁ - ||ﬁ,||3} B E[ 2 —1ﬁ1ll3]E[ IIﬂtII3D dsdi>0.

with (8,),>0 a standard Brownian motion in RS.

The paper is organized as follows. Section 2 is devoted to preliminaries, in particular we
fix the main notation, recall known results on the transition kernel and the Green’s function
and derive some basic estimates. In Section 3 we give the plan of the proof of Theorem A
which is cut into a number of intermediate results, Propositions 3.3-3.7. Propositions 3.3-3.6
are proved in the companion paper [19]. The last one, which is also the most delicate one,
requires Theorem C and its extensions. Its proof is therefore postponed to Section 5, while
we first prove our general results on the intersection of two independent ranges in Section 4
which is written in the general setting of random walks on Z¢, for any d > 5, and can be
read independently of the rest of the paper. Finally, Section 6 is devoted to the proof of
Theorem B, which is done by following a relatively well-established general scheme, based
on the Lindeberg—Feller theorem for triangular arrays.

2. Preliminaries.

2.1. Notation. We recall that we assume the law of the (X;);>; to be a symmetric and
irreducible probability measure! on Z9, d > 5 with a finite dth moment.> The walk is called
aperiodic, if the probability to be at the origin at time 7 is nonzero for all n large enough, and
it is called bipartite, if this probability is nonzero only when 7 is even. Note that only these
two cases may appear for a symmetric random walk.

Recall also that for x € Z?, we denote by PP, the law of the walk starting from Sy = x.
When x = 0, we simply write it as P. We denote its total range as Roo 1= {Sk}xk>0 and, for
0<k<n<+4oo,set Rlk,n]:={S,..., Sy}

For an integer k > 2, the law of k independent random walks (with the same step distribu-
tion) starting from some x1, ..., x; € Z° is denoted by Py, .....x; or simply by IP, when they all
start from the origin.

.....

1Symmetric means that for all x € Zd, P[X{ =x]=P[X| = —x], and irreducible means that for all x, P[S,, =
x] > 0 for some n > 1.
2This means that E[l| X ||d] < 00, with || - || the Euclidean norm.
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We define
2.1 Hy:=inf{n >0:5, € A} and H: =inf{n>1:8§, € A},

respectively, for the hitting time and first return time to a subset A C Z¢ that we abbreviate,
respectively, as H, and H;" when A is a singleton {x}.

We let ||x|| be the Euclidean norm of x € Z¢. If X has covariance matrix I' = AA’, we
define its associated norm as

T*(x) = |x - T | ? = | A7 x|

and set 7 (x) =d~127*(x) (see [16] p.4 for more details).

For a and b, some nonnegative reals, we let a A b := min(a, b) and a V b := max(a, b). We
use the letters ¢ and C to denote constants (which could depend on the covariance matrix of
the walk), whose values might change from line to line. We also use standard notation for the
comparison of functions: we write f = O(g) or, sometimes, f < g, if there exists a constant
C > Osuchthat f(x) < Cg(x) for all x. Likewise, f = o(g) means that f/g — 0,and f ~ g
means that f and g are equivalent, that is, if | f — g| = o(f). Finally, we write f =< g, when
both f =O(g) and g = O(f).

1/2

2.2. Transition kernel and Green’s function. We denote by p,(x) the probability that
a random walk starting from the origin ends up at position x € Z¢ after n steps, that is,
pn(x) ;= P[S,, = x], and note that, for any x,y € 74, one has P,[S, = vl = pu(y — x).
Recall the definitions of " and [7* from the previous subsection, and define

5 () 1 _J*Z(X)Z
X) = .e n
P (2n)d/2/detT

The first tool we shall need is a local central limit theorem, roughly saying that p, (x) is well
approximated by p, (x) under appropriate hypotheses. Such result has a long history; see, in
particular, the standard books by Feller [12] and Spitzer [20]. We refer here to the more recent
book of Lawler and Limic [16] and, more precisely, to their Theorem 2.3.5 in the case of an
aperiodic random walk and to (the proof of) their Theorem 2.1.3 in the case of bipartite walks
which provide the result we need under minimal hypotheses (in particular, it only requires a
finite fourth moment for || X]|).

(2.2)

THEOREM 2.1 (Local Central Limit Theorem). There exists a constant C > 0 such that,
foralln>1andall x € 74,

B C
[P () =P =~

in the case of an aperiodic walk, and, for bipartite walks,

. C
|Pn(X) + ppg1(x) = 2P, (x)| < @2

In addition, under our hypotheses (in particular assuming E[||X1]|?] < co) there exists a
constant C > 0 such that, for any n > 1 and any x € Z¢ (see Proposition 2.4.6 in [16]),

=% i x| < Vi,

el =i flx ]l > /n.
It is also known (see the proof of Proposition 2.4.6 in [16]) that
(2.4) E[|IS, 1] = O(n/?).

(2.3) pn(x) =C
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Together with the reflection principle (see Proposition 1.6.2 in [16]), and Markov’s inequality,
this gives that for any n > 1 and r > 1,

d
2.5) Pl max sl =r]<C (?) .

Now, we define for £ > 0, G¢(x) := }_,> pn(x). The Green’s function is the function G :=
Go. A union bound gives

(2.6) P[x e R[¢, oo)] < Gy(x).

By (2.3) there exists a constant C > 0 such that, for any x € Zd, and £ > 0,
C

2.7 Ge(x) <

Ixll4=2 + 07 + 1

It follows from this bound (together with the corresponding lower bound G (x) > cllx|*4
which can be deduced from Theorem 2.1) and the fact that G is harmonic on Z¢ \ {0}, that the
hitting probability of a ball is bounded as follows (see the proof of [16], Proposition 6.4.2):

pd=2

L+ flxf9=2

We shall need as well some control on the overshoot. We state the result we need as a lemma
and provide a short proof for the sake of completeness.

(2.8) Px[nr<oo]=(9< ) with n, :=inf{n > 0: ||S,|| <r}.

2.3. Basic tools. We prove here some elementary facts, which will be needed throughout
the paper and which are immediate consequences of the results from the previous subsection.

LEMMA 2.2. There exists C > 0 such that, for all x € Z¢ and £ > 0,

c

Z Gi(2)G(z—x) < - .

zezd x| d=4+ €7 +1
PROOF. Assume first that £ = 0. Then, by (2.7)

1 1 1
ZG<Z)G(Z—x)5—H( 2L TrmEEt X —d—z)
1 1
+ ) T S :
d—2) ~ d—4
jziz2e 121 il

Assume next that £ > 1. We distinguish two cases: if || x| < V¢, then by using (2.7) again we
deduce

1 1 1 1
D A P o e S E ks
zezd lzll<2v/€ lzl=2v€

When ||x]|| > V2, the result follows from case ¢ = 0, since G;(z) < G(z). O

LEMMA 2.3. One has

(2.9) sup E[G(S, —x)] = 0( dlfz )

xeZ4

and, for any @ € [0,d),

1 1
(2.10) supB| | =0( )
nz0 LLH1S, —xl#] = 7\ T+ x ]
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PROOF. For (2.9) we proceed similarly as in the proof of Lemma 2.2. If || x|| < 4/, one
has, using (2.3) and (2.7),

E[G(Sy—0)]= > pu(2)G(z —x)

zezZd
1 1 1 2-d
< - < pnz
nd/2 > 1+ Iz —x|[92 + 2 lza—2~" "
lzll<2y/n lzll>2/n
while if || x| > /n, we get as well
1 1 1 2-d
B0 =05 am L qeEt L it e ot
lzll<v/n/2 lzll>/n/2
Considering now (2.10), we write
1
| =)
L+ [[Sp — x|
pn(Z)
< 4 Z __mmes
- o — o
] e e N R it
(2.3)
> 1 n 1 Z 1 . 1 ‘
A o B o BY L+ flz—x[|® ™ 1T+ x| 0

lz—xl=<llxll/2

The next result deals with the probability that two independent ranges intersect. Despite
its proof is a rather straightforward consequence of the previous results, it already provides
upper bounds of the right order (only off by a multiplicative constant).

LEMMA 2.4. Let S and S be two independent walks starting, respectively, from the origin
and some x € 7% Let also £ and m be two given nonnegative integers (possibly infinite for
m). Define

T:=inf{n >0: S, e RIL, € +m]}.
Then, for any function F : Z¢ — R,
L+m

(2.11) Eo«[1{r < oo}F(gf)] < Z E[G(Si — x)F(S)].
i=L
In particular, uniformly in € and m,
1
2.12 P =0\ ———).
@12 ol <001 =01 ||x||d4>

Moreover, uniformly in x € 79,

2d, .
(2.13) Py« [7 < 00] = Ofm - £27) ifm < oo,
o) if m = oo.

PROOF. The first statement follows from (2.6). Indeed, using this and the independence
between S and §, we deduce that
- £4+m - 2.6) L+m
Eox[1{t <00} F(§:)] < Y Eox[1{Si e R} F(S)] = D E[G(S; —x)F(S)].
i=¢ i=t
For (2.12) note first that it suffices to consider the case when £ = 0 and m = o0, as, otherwise,
the probability is just smaller. Taking now F = 1 in (2.11) and using Lemma 2.2 gives the
result. Similarly, (2.13) directly follows from (2.11) and (2.9). [
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3. Scheme of proof of Theorem A.

3.1. A last passage decomposition for the capacity of the range. We provide here a last
passage decomposition for the capacity of the range, in the same fashion as the well-known
decomposition for the size of the range, which goes back to the seminal paper by Dvoretzky
and Erd6s [10] and which was also used by Jain and Pruitt [14] for their proof of the central
limit theorem. We note that Jain and Orey [13] used as well a similar decomposition in their
analysis of the capacity of the range (in fact, they used instead a first passage decomposition).

So let (S,)n>0 be some random walk starting from the origin, and set

o = }P’Sk[Hgn =00 |Ry] and Zp:=1{S;# Syforall{=k+1,...,n},

for all 0 < k < n. By definition of the capacity (1.1), one can write by recording the sites of
‘R, according to their last visit,

n
Cap(R,) =) Zi - ¢}
k=0
A first simplification is to remove the dependance in n in each of the terms in the sum. To
do this, we need some additional notation: we consider (S,,),c7 a two-sided random walk
starting from the origin (i.e., (S;)n>0 and (S—,),>0 are two independent walks starting from
the origin) and denote its total range by Reo := {S,}nez. Then, for k > 0, let

(k) = PSk[H%oo =00 | (Spnez] and Z(k) := 1{S; # Sk, forall £ >k + 1}.

We note that ¢(k) can be zero with nonzero probability but that E[¢(k)] # O (see the proof
of Theorem 6.5.10 in [16]). We then define

n
Co:=)_ Z(Kk)p(k) and W, :=Cap(R,)—Cp.
k=0
The following lemma is proved in the companion paper [19].

LEMMA 3.1. One has
E[W3]=0O®).

Given this result, Theorem A reduces to an estimate of the variance of C,. To this end, we
first observe that

Var(Cy) =2 Y. Cov(Z()e(t), Z(k)pk)) + O(n).
0<tl<k<n
Furthermore, by translation invariance, for any £ < k
Cov(Z(0)¢ (), Z(K)g(K)) = Cov(Z(0)¢(0), Z(k — O)p(k — ©)),

so that, in fact,
n £
Var(Cp) =2 > " Cov(Z(0)¢(0), Z(k)p(k)) + O(n).
{=1k=1
Thus, Theorem A is a direct consequence of the following theorem.

THEOREM 3.2. There exists a constant o > O such that
2

o

Cov(Z(0)9(0), Z(UNg(K)) ~ =

This result is the core of the paper and uses, in particular, Theorem C (in fact, for some

more general statement see Theorem 4.1). More details about its proof are given in the next
subsection.
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3.2. Scheme of proof of Theorem 3.2. We provide here some decomposition of ¢(0) and
@ (k) into a sum of terms involving intersection and nonintersection probabilities of different
parts of the path (S, ),cz. For this, we consider some sequence of integers (g )r>1 satisfying
k > 2¢y, for all k > 3, and whose value will be fixed later. A first step in our analysis is to
reduce the influence of the random variables Z(0) and Z (k) which play a very minor role in
the whole proof. Thus, we define

Zo:=1{S; £0,Ve=1,...,¢r} and Zp:=1{Se# S, Ve=k+1,...,k+¢}.

Note that these notation are slightly misleading (as, in fact, Zg and Z; depend on &g, but this
shall hopefully not cause any confusion). One has

2.7 -
E[|Z(0) — Zo|] = P[0 € Risx + 1, 00)] ‘= G, (0) E O(e772),
and the same estimate holds for E[|Z (k) — Z|] by the Markov property. Therefore,
3/2
Cov(Z(0)¢(0), Z(k)p(k)) = Cov(Zop(0), Zrp(k)) + O(e, / ).

Then, recall that we consider a two-sided walk (S,,), <z, and that ¢(0) = P[H. R( 0.00) = O©
S]. Thus, one can decompose ¢(0) as follows:

) =po—@1—2— 3+ 12+ @13 +923— 9123,
with

Qo = IP’[HR[_SMU =00 | S],

) + +
o1 =P[Hg o 1) <00, Hy =o0|S],

HD[ [—&k. k]
PlHRpe 1.6 < 00 Hity g, 09 =001 5],

@3 = ]P’[H;g[kJrl 00y < OO, HR[_Ek ] = 0| S].
IP[H;{( 00, —ex—11 = 9 HR[£k+1 k] = 90 HR[ eren] = ©| s],
Pl
Pl

< 00, H < 00, HR[_ek’gk]=oo| S].

+
R(—00,—er—1] Rlk+1,00)

+ _
H o140 < 09 Hiiy1 ooy < 000 Hgp g o = 00| S],

—&k,Ek
) :=P[H} < o0, H < oo, HY, < o0, HY, =o0|S].
12,3 R(—00,—gx—1] » U R[er+1,k] RIk+1,00) Rl—e.ex] —
We decompose, similarly,

k) =v%o—v1—vVY2— Y3+ VY12+¥13+ V23— V123,

where index O refers to the event of avoiding R[k — €k, k 4 €¢], index 1 to the event of hitting
R(—o00, —1], index 2 to the event of hitting R[0, k — e — 1] and index 3 to the event of
hitting R[k + ex + 1, 0o0) (for a walk starting from Sy this time). Note that ¢g and g are
independent. Then, write

Cov(Zog(0), Zkp (k)

3 3

= — Y (Cov(Zowi. Zio) + Cov(Zowo. Zkyi)) + Y Cov(Zowi. Zir))
i=1 i,j=1

+ > (Cov(Zowi,j. Zivo) + Cov(Zowo, Zibi ;) + Ro.x

1<i<j<3

(3.1

where Ry x is an error term. One first task is to show that it is negligible.
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-3/2
PROPOSITION 3.3.  One has |Ro x| = O(g, 7'7).
The second step is the following.

PROPOSITION 3.4. One has:

@ [Cov(Zog1,2, Zkyo)| + | Cov(Zowo, Zk23)| = (ka/z)
(i) |Cov(Zogi,3, Zk¥o)| + | Cov(Zogwo, Zi Y1 ,3)| = O(kz/z log(g) + ﬁ),
k

(iii) |Cov(Zoga3. Zio)| + | Cov(Zogo. Zi 2)| = Ok - log(X) + ——).

1
T
In the same fashion as Part (i) of the previous proposition, we show

PROPOSITION 3.5. Forany 1 <i < j <3,

1
|Cov(Zogi, Ziyj)| = O(W

(Covizog,. Zev)| = 0( )
The next step deals with the first sum in the right-hand side of (3.1).

PROPOSITION 3.6. There exists a constant o € (0, 1) such that

Cov(Zog1, Zio) = Cov(Zogo, Ziy3) =0,

&
|Cov(Zowa, Zio)| + |Cov(Zowo, Ziya)| = O(lﬁ—\//_];)

8(1
|Cov(Zows, Zio)| + [Cov(Zogo, Ziyn)| = O(klia )

At this point one can already deduce the bound Var(Cap(R,)) = O(nlogn), just applying
the previous propositions with say & := |k/4]. The proofs of Propositions 3.3-3.6 are done
in the companion paper [19].

Our goal now is to obtain the finer asymptotic result stated in Theorem 3.2, for which
it remains to estimate the leading terms in (3.1), This is, of course, the most delicate (and
interesting) part. The result reads as follows:

PROPOSITION 3.7. There exists § > 0 such that if g, > k'79 and e = o(k), then, for
some positive constants (0; j)1<i<j<3»

Cov(Zogj, Zivi) ~ Cov(Zo@a—i, ZxPa—j

ol,J
P
Note that Theorem 3.2 is a direct consequence of (3.1) and Propositions 3.3-3.7.

4. Intersection of two random walks and proof of Theorem C. In this section we
prove a general result, which will be needed for proving Proposition 3.7 and which also
gives Theorem C as a corollary. First, we introduce some general condition for a function
F:79 > R, namely,

there exists a constant C g > 0 such that

4.1 _
Iy =l

F(y)—F(x)|<Cf forall x, y € Z¢.
| | L+ [yl
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Note that any function satisfying (4.1) is automatically bounded. Observe also that this
condition is satisfied by functions which are equivalent to c¢/J (x)%, for some constants
a € [0, 1], and ¢ > 0. On the other hand, it is not satisfied by functions which are o(1/|x]|),
as ||x|| — oo. However, this is fine, since the only two cases that will be of interest for us here
are when either F is constant or when F(x) is of order 1/|/x||. Now, for a general function
F:79 — R, we define for r > 0,

F(r):= sup |F(x)|

r<lx|l<r+1
Then, set

Ir(r) = 710;;(5?) F(s )ds-l—/oo —F(S)L(;g_(f“) ds,

and, with x4(r) := 1+ (log(2 + r))l{d:5},
Jr(r) = Xd( )/ Fs)ds +/°OF(S)Xd(S)dS.

THEOREM 4.1. Let (Sp)n>0 and (gn)nzo be two independent random walks on 74, d >
5, starting, respectively, from the origin and some x € Z%. Let £ € NU {00}, and define

t:=inf{n >0: 5, € R[0, £]}.
There exists v € (0, 1) such that, for any F : Z¢ — R satisfying (4.1),

Eo.[F(S:)1{r < o0}] = p; [ZG(S —x)F(S,)}

4.2) 0

Tr(lx1) v
n O(W + (el JF(IIxII)),

where y4 is as in (1.2) and k is some positive constant given by

=&[(X G50 Bl =+00 1 Rac] 105 £0,¥ = 1],

nez

with (Sy)nez, a two-sided walk starting from the origin and Roo := {Sp}nez.

REMARK 4.2. Note that, when F(x) ~ c¢/J (x)%, for some constants « € [0, 1] and
¢ >0, then Ir(r) and JF(r) are, respectively, of order 1/r¢=4+% and 1/r9=3%+% (up to loga-
rithmic factors), while one could show that

¢ ’
¢ 2
IEEL;:)G(S,- —x)F(Sl-)} ~ i & x|l — oo and £/|x||* — oo

for some other constant ¢’ > 0 (see below for a proof at least when ¢ = 0o and o = 0).
Therefore, in these cases Theorem 4.1 provides a true equivalent for the term on the left-hand
side of (4.2).

REMARK 4.3. This theorem strengthens Theorem C in two aspects: on one hand, it
allows to consider functionals of the position of one of the two walks at its hitting time of the
other path, and, on the other hand, it also allows to consider only a finite time horizon for one
of the two walks (not mentioning the fact that it gives, additionally, some bound on the error
term). Both these aspects will be needed later (the first one in the proof of Lemma 5.2 and
the second one in the proofs of Lemmas 5.3 and 5.4).
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Given this result, one obtains Theorem C as a corollary. To see this, we first recall an
asymptotic result on the Green’s function: in any dimension d > 5, under our hypotheses on
1, there exists a constant ¢z > 0 such that as ||x|| — oo,

(4.3) G(x) = +O(llx)'9).

Cd
T (x)d=2

This result is proved in [21] under only the hypothesis that X; has a finite (d — 1)th moment
(we refer also to Theorem 4.3.5 in [16] for a proof under the stronger hypothesis that X; has
a finite (d + 1)th moment). One also needs the following elementary fact.

LEMMA 4.4. There exists a positive constant ¢ such that, as || x| — oo,

1 c 1
2 T2 Jy—x)2 " Jx)d4 T O(leII‘H)'

yeZA\{0,x)}

PROOF. The proof follows by first an approximation by an integral and then a change of
variables. More precisely, letting u := x /7 (x), one has

1
yeZdX\%o,x} TJ(I2T(y —x)42
1
= d 3—d
_/];gd j(y)d_zj(y —x)d—2 y+ O(||x|| )
_ 1 1 »
B J(x)d—4 /RS j(y)d—Zj(y —u)d—2 dy + O(HXH )’

and it suffices to observe that, by rotational invariance, the last integral is independent of x.
O

PROOF OF THEOREM C. The result follows from Theorem 4.1 by taking F' =1 and
£ = 00, and then by using (4.3) together with Lemma 4.4. [J

It amounts now to prove Theorem 4.1. For this we need some technical estimates that we
gather in Lemma 4.5 below. Since we believe this is not the most interesting part, we defer
its proof to the end of this section.

LEMMA 4.5. Assume that F satisfies (4.1). Then:

1. There exists a constant C > 0 such that, for any x € 72,

(4.4) ZE[(ZG(S —S)”’ l”)-\F(S»\G(S,-—x)}stF(Hxn)-
= = 1+ )18

2. There exists C > 0 such that, for any R > 0 and any x € 7,

ad C
@s) B[ X 66;-8))IFEGE 0] < g - Tl

i=0 - Vj—il=R R

ad C
(4.6) ZE[( 3 G(S,-—Si)|F<Sj)|)G<Si—x>}s — - 1p(Ixl).

i=0 LN\jZi=R R
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One also need some standard results from (discrete) potential theory. If A is a nonempty
finite subset of Z¢, containing the origin, we define

rad(A) := 1+ sup ||x||

xeA

and also consider, for x € A,

ep(x) = ]P)X[HX = OO] and ep(x):=

The measure e is sometimes called the harmonic measure of A from infinity, due to the next
result.

LEMMA 4.6. There exists a constant C > 0 such that, for any finite subset A C 7.4
containing the origin and any y € Z4 with ly]l > 2rad(A),

Cap(A)
4.7 Py[Hp <00]<C- ——.
’ L Jlyf4=2
Furthermore, for any x € A and any y € 74,
_ rad(A)
(4.8) |Py[SH, =x | Hy <00] —ep(x)|<C- N

This lemma is proved in [16] for finite range random walks. The proof extends to our
setting, but some little care is needed, so we shall give some details at the end of this section.
Assuming this, one can now give the proof of our main result.

PROOF OF THEOREM 4.1. The proof consists in computing the quantity
12

(4.9) A:=Eqx [Zzl{s,- =S}}F<Sl~>},

i=0 j=0

in two different ways.> On one hand, by integrating with respect to the law of S first, we
obtain

4
(4.10) A= E[Z G(Si — x)F(Si)]

i=0
On the other hand, the double sum in (4.9) is nonzero only when 7 is finite. Therefore, using
also the Markov property at time 7, we get

{ oo
A=Eg, [(Z s = §j}F(S,-))l{1: < oo}]

i=0j=0
¢ ¢ _
= ZEO,X[(Z G(S; — S,-)F(S,-)) Z1{r <00, §; = S,-}],
i=0 j=0
where we recall that Zf =1{S; #S;,Vj=i+1,...,¢}. The computation of this last ex-

pression is divided in a few steps:

3This idea goes back to the seminal paper of Erd6s and Taylor [11], even though it was not used properly there
and was corrected only a few years later by Lawler; see [15].
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Step 1. Set

b4 V4
B:= ZEO,{(Z G(S; — S,-))F(Si)Zf - 1{r <00, S; = S;}
i=0

J=0

and note that

@an & ¢ IS; — Sill ~
|A—B| = CrY Eox|| D G(Sj—S)—L—)|F(S)|1{Si € Roo}
—~ — (L+11S;1D

26 & ‘ IS; — Sill (44)
< CFZE[(ZG@—Si)i)msi)m(s,-—x)} =" O(Jr(Ix1)).
~=\Z (1411571

Step 2. Consider now some positive integer R, and define

4
Dg:=) Eo.[GireF(S)Z] - 1{r < 00,8 = Si}],
i=0

with Gi g ¢ = X250 G(S; — S). One has

6 L @s g
|B—DR|(2§6)ZE[( 3 G(Sj—si)>}F(sl-)|G(s,-—x)] < ;ﬁlz'i”).
2

i=0 lj—il>R
Step 3. Let R be an integer larger than 2 and such that £ A ||x||? > RS. Let M := [¢/R> | —1,
and define, forO <m < M,
Ly={mR+ R ....(m+ DR —R*} and J,:={mR>,...,(m+ 1R —1}.

Define further

M
Eg:=Y Y Eox[GirF(SHZ{ 1{r < o0, 8: = S;}],

m=0iely,

with G; g := >"I¥ ¢ G(S; — 5;). One has, bounding G & by (2R + 1)G(0),

|IDr — ERrl < 2R+ 1)G(0)

M ¢
x {3 > E[FGSHIGS —0]+ Y. E[|FS)H|GS; —x)]},
m=0ieJ,\In i=(M+1)R>
with the convention that the last sum is zero when ¢ is infinite. Using £ > RS, we get
[
> E[F(SHIGS: —x)]
i=(M+1)R5
(M+2)R?
< Y |IF@IGez—x) Y pi@
zez4 i=(M+1)R>
(23),27) RS> 5
227 RS F ) _R

— - Ir(llx]).
SR S e T RN F I
Z2€Z
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Likewise, since ||x||? > RO,

Z > E[|F(SHIG(S: —x)]

m=0ieJy\In
|F(2)] u
=) T 2 P
sz V=Xl S s
1 1
4.11) < - Z - -
~ d-2 d-2
T x=2 = T4zl
|F(2)] i <zI?}  1{i > |zl
P Y DS ( s
s L2 — T+ 2 —x[[972 &= i, L Lzl id/2
RS 1
S————+— - Ir(lIx]),
~ l+”.X||d_2 R2 F(” ”)

using for the last inequality that the proportion of indices i, which are not in one of the 7,,’s,
is of order 1/R>.
Step4.For0 <m <M + 1, set
R .= R[mRS, (m+ DR — 1] and 1, :=inf{n>0: S, € R(m)}.

Then, let

M
Fri= Y > Eo.[GirF(S)Z - L{ty < 00, S5, = Si}].

m=0iel,
Since by definition T < 1, for any m, one has for any i € I,,,
[Po.x[t <00, S = S; | S1—Pox[tm < 00, Sy, = Si | S]]
<Pox[t <1 <00, gfm =3S;|S]
< Z Poxlt <t < 00, §, =S, §Tm
J¢Im

= > G(S;—x)G(Si = S)).

JEIm
Therefore, bounding again G; g by (2R + 1)G(0), we get

=S | S]

M
Ee—Frl SR Y. Y E|( X 65— )G —0))-[FS)]

m=0iel, jédm

< Rg‘)E[( Y. G(Si—S)G(S; - x)) : \F(S»q

Jilj—il=R3
BTN P LI
TR - J_
Step 5. Form >0 and i € I, define
e

R + Sm o
e;-n = ]P)Si[H'R(m) =00 | S] and e;n = W
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Then, let

M
Hg =) > Eo.[GirF(S)Z{E" - L{ty < oo}].
m=0i€el,

Applying (4.8) to the sets A, :=R"™ —S; , we get, for any m > 0 and any i € I,,,

rad(A,,)
L+ lx =S, I

4.12) [Po.+[Sr, = Si | Tw < 00,81 —2"| <C

By (4.7) it also holds

Po [ | §]1< CR® +
Ty < OO
Ot 1+ x— S, 42

- RS +rad(A,,)72
Sl lx =S, 1972

L{llx = S, | < 2rad(A,))
(4.13)

using that Cap(A,) < |Ay| < R>. Note also that by (2.4) and Doob’s L”-inequality (see
Theorem 4.3.3 in [9]) one has, forany 1 < p <d,

5
(4.14) E[rad(A,,)?] = O(R?).
Therefore,
@12 M |F (S| - rad(Ay)
|FR—Hgrl S RY. D> OX[ ’ ml{rm<oo}]
m=0iel, 1+ “ l’””
@n M |F(S; )| - rad(A,,)?
< RS E [ lm "1 <oo}
~ ,nX::O 0,x T+ x— Sim” {tm }
(4.13),(4.14) M .
LY por ZE[ |F(Si,,)] 1]§R6+52" 3 IF(z)IG(zd) 1
= L1+ lx =S, 197 S T+l —zll€7
@7 RO+¥
S Ir(llx1)-
L+ x| (=)
Step 6. Let

M
= Z Z [GirZ{@M] - E[F(S;,)1{tm < o0}].
m=0i€el,

One has, using the Markov property and a similar argument as in the previous step,

@41y M F(S: - (1 S — S |2
Kx—Hil < RY ZEo,x[| (i) - (L4 11Si = Si,, | )-l{tm<oo}]
m—0icl, L+ 1S5,
(41%) 2.5) M F(S:
6 57 Z |: | ( lm)l — ]§R6+% JF(HXH)
w0 LA 1Si, DA+ llx =S, 1972)

Step 7. Finally, we define

A= By [F(S)1{r < oo}].
Va
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‘We recall that one has (see Lemmas 2.1 and 2.2 in [2])
(4.15) E[(Cap(R,) — yan)?] = O(n(logn)?).

It also holds for any nonempty subset A C Z¢,

(4.16) Cap(A) = c| A7 = c|AP,

using d > 5 for the second inequality (while the first inequality follows from [16], Proposi-
tion 6.5.5, applied to the constant function equal to ¢/|A|*/?, with ¢ > 0 small enough). As a
consequence, for any m > 0 and any i € I,,,,

ElGi,rZe]"]
i )
‘E[gi,Rzi e'] - W
< LEPCE‘P(R(m))_VdRSq
~ R4 Cap(Rm)
(415 log R 1 1/2 (410 Jog R P[Cap(R"™) <y4R>/2] 1 \!/2
~ R3/27| Cap(R(m)2 ~ R32 ( R + W)
@19 1ogR ((logR)” = 1 \'2 _ 1
~ R32\ Rl R10 ~ R6"
Next, recall that Z(i) = 1{S; # §;,Vj > i}, and note that
(2.6),2.7) 1

|E[Gi rZ{e"] —E[GirZ()el"]| S RIZ

Moreover, letting ¢; := Pg; [H%r = 00 | Roo] (Where we recall R is the range of a two-
sided random walk), one has

2.13) 1
|E[Gi rZie!"] —ElGi rZieil] < NI
BlG, xZier] — | <28 3 6sp)] S —
i,RZiei] —K| = [ j]N—-
Jj>R ﬁ
Altogether, this gives, for any m > 0 and any i € I,
Cemy K 1
'E[gl,Rzi € ] )/dRS | ~ R5+% ’
and, thus, for any m > 0,
K 1
E[G; z%ﬁ”)—— < —.
<Z [ i,R%&j l] Vd \/E

iely,

Now, a similar argument as in Step 6 shows that

M

" B0, [F(Si,) L{tm < 00}] — B4 [F(3r,) Litw < 00}]| S R¥ Jr(llx]).

m=0

Furthermore, using that
M+1
F(S:)1{t <oo}= Y F(S;,)1{t =1, < 00}
m=0
M+1
= Z F(Efm)(l{rm <00} — 1{r < 7y < 00}),

m=0
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(with the convention that the term corresponding to index M + 1 is zero when ¢ = 00) we get

M
Z EO,X[F(grm)l{fm < OO}] - EO,x[F(Er)l{T < OO}]

m=0

M
SPO,x[TM—H < OO] + Z EO,X[|F(Srm)|l{T <Tnp < OO}]
m=0

Using (4.13), (4.14) and (2.10), we get
5(d2—2)

P 0o] S ———.
0x[Tms1 <00l S 1+ [x[4-2

On the other hand, for any m > 0,
E[|F (Ss,)|1{t < T < 00}]

< > D E[|FSHIGSi = SHG(Si —x)]

je'lﬂl i¢-]m

<> Y E[FSHIGES; - SHG(Si —x)]

J€Im |j—i|>R3
+ > D UE[FSH|GS; — SHG(Si —x)].
J€Im\In (€0

The first sum is handled as in Step 4. Namely,

M
SN E[FSH|GS; - SHG (S — )]

m=0j€ly |j—i|>R3

“9 [
<> > E[FSH|IGESi—SHGESi—x)] %

J=01j—i|>R3

Similarly, defining J,, := {mR>,...,mR>+ R}U{m+ 1)RS—R,...,(m+1)R> — 1}, one
has

M
Yo > Y E[FS)IGES — S)G(Si — 1))

mZOJEJm\I/n i¢~]m

M
<> Y > E[FGHIGES = SHGSi —x)]

m=0jeJy\In li—j|>R

M
+> > > E[[F(S)[G(Si — SHG(Si —x)]

m=0jeJu\In i¢J,li—jI<R

@-0.4D IF(IIXII)

S Z D3 Z E[|F(S)|G(Si — x)]

Ir(xl) | R
R F(S)|G(Si —x + ;
" %ZJ IFEDIGE = DI = ™+ T

< Trdlx1D)
SR
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using for the last inequality the same argument asin (4.11). Note also that
B[ FG0|1(r <o0)] "= S E[FSHIGES; — 0] < e (Ixl)-

i>0

Therefore, putting all pieces together yields

Tr(lx1D

VR 1+ [lx]9=2"
Step 8. Altogether the previous steps show that, for any R large enough, any £ > 1 and any
x € Z¢, satisfying £ A || x||*> > RS,

5(d-2)

~ sd
[Kr — Al S +R2 - Jp(llxll) +

1 RO+Y R 6454
A—Al< — 4+ R .J .
A=A (et ) IO + s + (1)

The proof of the theorem follows by taking for R a sufficiently small power of || x| A £, and
observing that for any function F satisfying (4.1), one has liminf ;|- o0 | F(2)|/lIz|| > 0 and,
thus, also Ir(]|x]) > O

_c
x| 4=3

It amounts now to give the proofs of Lemmas 4.5 and 4.6.

PROOF OF LEMMA 4.5. We start with the proof of (4.4). Recall the definition of x4 given
just above Theorem 4.1. One has for any i > 0,

E[ > G —S)u S,}
+ 1S5l

j=itl
2.7 00 1
SJ E Z d-3
S IS = Sill=) A+ 11851
1 @7 s
S Z G(2) — S xa(ll l”)’
! (L+ 1zl + [[Si + zID) L+ [[S:l

and, moreover,

< FIESHxaISi D
ZE[ T

G(S; — x)]

i=0

_ Y 6o\ P@atlzD

G(z—x)
= L+ 1zl
2.7
xa(llx1) F @) |F@lxa(lz)
< A7 - - AR
@17 N1+ x]d2 Z””1+||z||d—l+ MR
lzl<*5+ [
xa(lx1) IF(2)|
+— - s
AT %l I+ g —x[[4-2
T
@ |F@)lxa(lx 1)

< J 2) + <J ,
S Je(ll/2) + = s S T

where the last inequality follows from the fact that by (4.1),

Il F F el
/ (S)Xd(S)d x| ) xalxI) _ xa(llxID) F(s)ds.
Ixi2 - s972 14 [|x)|9=3 L4 [lx 1972 Jyxp 2




3006 B. SCHAPIRA

Thus,

x X S —S;
>y E[G(Sj — sy W=l G —x>] = O(Jr (IIx1))-
T
E{ 3 G(S; = SHIS) = Sill - | F(S)|G(Si — %)

i=0 j=i+1
sj}
i=j+1

<2<7> i [|F(S)|G(S )| }@g) 3 |F(S; +2)|G(Sj+z—x)
- LS = Sifd=377 1 ~ 1+ [|z][24=>
j+1 zeZ4

(4.12(2.7) |F(Sj)|

~ S AP A IS + 2= x4

1 | F(u)]

. 12d—=5 Z _ y||d—2
TSI sy T+ e =

On the other hand, for any j > 0,

4.18)  +

ADIFSHIxalS; —xI) LIS I =< lIx11/2} - [F(S))]
LIS — x4 (L4 [l 1921+ 115;1197%)
L{IS; 1 = llx11/2}

(F@I+ Ix1%) + [FSHI1+11517)

L4 (1S54
< HESHIXalS; —x1D) LIS < IxIBIESHE - LUS; = Ix I ECS))]
LIS = x[l472 L+ flx4=2 L+ )18;09-2 ’

where for the last two inequalities we used that by (4.1) if [lu| < ||v|, then |F(u)| <
[F(u)|(1+ ||v]))/(1 4+ |lu||) and also that d > 5 for the last one. Moreover, for any r > 0

iE[l{llSjll Sr}-IF(Sj)I] -y SRIFe)] GQ@)IF@)I (27)(,)(/ s )ds>

o LIS o TR

o [ LUIS I =7} - [F(S)) GRIF@)I e  F(s)

> E| = e T o( [T as),
j=0 1+ ”S] ” ||Z‘|Zr1+ ”Z” r s

Using also similar computations as in (4.17) to handle the first term in (4.18), we conclude
that

S =Sl T
3 ZE[G(SJ SOy g I FOIGE x)}—O(JF(nxn)),

j=0i=j+1

which finishes the proof of (4.4).
We then move to the proof of (4.5). First, note that, for any i > 0,

2.9 4—d
IE[ 3 G(Sj—Si)ISl} [Z G(S; )}( 'O(RTY),
j>i+R j>R
and, furthermore,

@190 S E[FGSHIGES —0]= Y [F@|GGE - 06 " o1x(1x1)),
i=0 ze74
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which together give the desired upper bound for the sum on the set {0 <i < j — R}. On the
other hand, for any j > 0, we get as for (4.18),

E[ Z G(Sj — S)|F(S)|G(S; —x) | Sj]

i>j+R

= > GQRI|F(S;+2|G(Sj+2—x)Gr(2)

zezZ4
@ |F(S; +2)]
~RE 2 I+ Nzl DA+ 11S) +z = x[1972)
> zezd I
Yoty (8]
~ R% seza I+ IZI1) (T +11S) + 2z —x[1972)
1 | F(u)] }
+ — S —
L+ 11 ||u||§||:s,~ Ll =2
1 {IF(Sj)llog(2+||Sj—x||) |F(S))l }
~R% L+ [IS; — x[4—2 L[l 472 + 18,1472

Then, similar computation as above, see, for example, (4.19), give

F(S)|log2+||S; — x|
ZE[| {-:—cl)éj —x”||dj—2 . }: e (I=1))-

(4.20) jz0 .
E j }=01 |
jg [1 + [lx (1972 4 || S [1972 (7 (llx11))

which altogether proves (4.5).
The proof of (4.6) is entirely similar: on one hand, for any i > 0,

E[ S G6s) - SHIFE) | s,}

j=i+R
@n [ = IS; = Sil
< E[ 3 G(Sj—S,-)m Si ||F(Sh]
j=i+R J
|F(Si)]

S 2 Gr@@)
ZGXZ:[, (I + 1zl A+ 1S +zl)
<y IF(S)) _ IF ()l
~ 42 d—2 d-3 . ~opGt
zezd (R 475 A +[zI9) A+ I1S; +2zI) R 2
and, together with (4.20), this yields

’

o.¢] o I
> Y E[G(S; = SHIF(SHIGSi —0)] S ';fl,'i”).

i=0 j=i+R

On the other hand, for any j > 0, using (2.7),

E[ > G —S)G(Si —x) | Sj]

i>j+R
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<y G(S +z—x) . log@2+|IS; —xID
d—4 ’
SuRT (1+||z||d) R 2 (1+S; —x[1972)

and we conclude the proof of (4.6) using (4.20) again. [

PROOF OF LEMMA 4.6. The first statement follows directly from (4.3) and the last-exit
decomposition (see Proposition 4.6.4 (c) in [16])

Py[Hp <00l = ) G(y —x)ea(x).

xeA

Indeed, if ||y|| > 2rad(A), using (2.7) we get G(y —x) < C||y||*~¢, for some constant C > 0
independent of x € A, which gives well (4.7), since by definition ) .. ea (x) = Cap(A).

The second statement is more involved. Note that one can always assume J(y) >
Crad(A), for some constant C > 0, for, otherwise, the result is trivial. We use similar no-
tation as in [16]. In particular, G 4 (x, y) denotes the Green’s function restricted to a subset
A C 74, that is, the expected number of visits to y before exiting A for a random walk start-
ing from x, and Hy (x, y) = Py [Hac = y]. We also let C,, denote the (discrete) ball of radius n
for the norm 7 (). Then, exactly as in [16] (see Lemma 6.3.3 and Proposition 6.3.5 thereof),
one can see using (4.3) that, forall n > 1,

[lxl
I+ Jlw]

for all x € C,,/4 and all w satisfying 2.7 (x) < J (w) < n/2. One can then derive an analogous
estimate for the (discrete) derivative of Hg,. Define A, =C, \ Cy/2 and p = H;. By the
last-exit decomposition (see [16], Lemma 6.3.6), one has, for x € C,/g and z ¢ C,,,

|HCn (X, Z) - HC,; (0’ Z)|
< Y |Ge,(x,w) — Ge, (0, w)| - Py[S, =2z]

4.21) |Gcn (x,w) — G, (0, w)| <C Ge, (0, w),

wecn/Z
4. 21) 2.7) ||X|| ”x”
S 5 HaO09+ ) g PulSy =2
" 27m=g=t VI
P> ( : + 1 )IP’ (S, =z]
— y||d—2 d—2 |twldp =2l
Tz LT Iw =] 1+ wl|

Now, observe that for any y ¢ C,, any w € C,;/4 and any A C 74,

S Ga(y. DPuIS, =21S 3 PylS, = S Py [J(Sl>> }<P[J<X1>> ]<n ,
¢Cn Z¢C 2 4

using that by hypothesis 7 (X1) has a finite dth moment. It follows from the last two displays
that

> Ga(y.2)He,(x,2)
7¢Cp

_ (Z G a(y,2)He, (0, z)) (1 + (’)< ”i”)) + O(J;_”l)

z¢Cp

(4.22)

Now, let A be some finite subset of Z¢ containing the origin, and let m := sup{7 () :
llu|]| < 2rad(A)}. Note that m = O(rad(A)), and, thus, one can assume J(y) > 16m. Set
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n:= J(y) — 1. Using again the last-exit decomposition and symmetry of the step distribu-
tion, we get for any x € A,

(423) IED)’[SHA =x,Hp <o0]= Z GAC(y’ Z)Px [STn =4, < HX]’
2¢Ca

with 7, := Hcc. We then write, using the Markov property,
Py[Ss, =z, t < H)]

= Z Pyltm < H]\L, Sz, =X Py[Sr, =z, < Hj\']
4.24) x'€Cp/s\Cm

n
+IP>X[J(STM>> g,sfnzz],

with 7, := Hee . Concerning the last term, we note that

n
Y Gac(y, 2)Py [j(Stm) > Se, =Z]
z¢Cy

Py G- y){Px[S,m =7+ Y PS,, =ulG(z - u)}

z¢Cp u€Cy\Cn/s
Lemma 2.2 P [S = Lt]
(4.25) S Y Ga=pPlSy, =21+ ) T
2¢Cy UEC\Cus ly —ull

S]Px[j(sfm) > n/8] 5 Z GCm(X, M)P[J(Xl) > % —mi|

ueCy,

2

2.7) m m

Dol(=)=0(——),
(nd> <n"“)

applying once more the last-exit decomposition at the penultimate line and the hypothesis
that 7 (X1) has a finite dth moment at the end. Next, we handle the sum in the right-hand
side of (4.24). First, note that (4.22) gives, for any x" € C, /8>

Y Gac(y. 2)Pu[Sy, =2]
z7¢Cy

= Z Gac(y,2)He, (x', 2)
7¢Cy

= (X Gatrn e, 0.)) (1+0( - )+ O(Ji"l)‘

7¢Cy

(4.26)

Observe then two facts. On one hand, by the last exit-decomposition and symmetry of the
step distribution,

Z Gae(y,2)He,(0,2) < Z sz\{o}(y, z2)He, (0, 2)

(427) 2¢Cp 2¢Cy
(2.6),(2.7)

—P[H <o0] < n?74

~
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and, on the other hand, by Proposition 4.6.2 in [16],

Y Gac(y. 2)He, (0, 2)
2¢Cy

= Z GZd\{O} (y, Z)ch (O, Z) + Z (GAC (y, Z) — GZd\{O} (y, Z))ch (0, Z)

7¢Cp 7¢Cp
(4.28)
> P[Hy < o] — (’)(]P’y[HA <ol Y G(z)He, (0, z)>
2¢Cp
(2.8) r—d )\ 43 ¢
> P[H, <oo]—(’)<n > G(2) ) >

z2¢Cy

This last fact, combined with (4.26), gives, therefore, for any x’ € Cy,/s,

@29 Y Gae(r. DB, =21 = (X G0 ) He, 0.0 ) (14 o(”j”)).

2¢Cy 2¢Cy
By the Markov property we get as well
m
S Gac(y. OPylSy, =2 | Ha < 4] = (Z G ac(y. 2) He, (O, z)) (1 + 0(—)),
z¢Cy 2¢Cy n
since, by definition, A € C,, C C,/3 and, thus,

> Gac(y, D)Py[Sy, =z, Hp < 7]
7¢Cy,

=Puitiy <5)( X Gae0.0He, 0.0 (1+0(%) ).

z7¢Cp

Subtracting this from (4.29), we get for x’ € Cnsg \ Cins

> Gac(y, 2)Py[Ss, =2, 0 < Hal
z¢Cp

=P, [t, < HA]<Z G ac(y, 2)He, (0, z)) <1 + O(HZ/”»,

z¢Cy

since, by (2.8), one has P,/[t, < Hp] > ¢, for some constant ¢ > 0, for any x’ ¢ C,, (note that
the stopping time theorem gives in fact P, [Hy < 00] < G(x')/inf),<rad(a) G (1), and, thus,
by using (4.3) one can ensure P/[Hp < 00] < 1 — ¢, by taking ||x’|| large enough, which is
always possible). Combining this with (4.23), (4.24) and (4.25), and using as well (4.27) and
(4.28), we get

Py[SH, = x, Hy < 0]

= P,[1, < HA]<Z G ne (v 2) He, (O, z))

7¢Cp
1 m
+ O(nd—_l > PS8, =x"] Hx/H) - O(nd—1>
X/ECn/g\Cm

@8 en(x) < Z Gacly, 2 He, O, Z)) (1 " O<%>>

2¢Cy
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1 n/8 m? m
o — — o —
+ (nd—l > rd—1>+ (nd—1>

r=2m

_ eA(x)<Z G ac (v, 2) He, (O, z)) (1 + 0(%))

7¢Cp

using the same argument as in (4.25) for bounding P,/[7 (S,,) > r], when r > 2m. Summing
over x € A gives

By Hy < o0l = Cap(h) (L G0 0 He, 0.2)) (1402 ),

7¢Cp

and the proof of the lemma follows from the last two displays. [

5. Proof of Proposition 3.7. The proof is divided into four steps corresponding to the
next four lemmas:

LEMMA 5.1. Assume that e — 00, and g/ k — 0. There exists a constant o1 3 > 0 such
that

01,3
Cov(Zogs3, Ziyr1) ~ e

LEMMA 5.2. There exist positive constants § and o1,1 such that, when g, > k=% and
ex/k— 0,
01,1

Cov(Zog1, Ziyr1) ~ Cov(Zogs, Ziy3) ~ =

LEMMA 5.3. There exist positive constants § and o1 such that, when g > k'~ and
e/ k— 0,

01,2
Cov(Zog2, Ziyr1) ~ Cov(Zogs, Ziya) ~ =

LEMMA 5.4. There exist positive constants § and 022 such that, when g > kK'=9 and
ex/k— 0,

02,2
Cov(Zoga, Zira) ~ <

5.1. Proof of Lemma 5.1. 'We assume now to simplify notation that the distribution p
is aperiodic, but it should be clear from the proof that the case of a bipartite walk could be
handled similarly.

The first step is to show that

2 1
1) Cov(Zows. Zey) =p2{ S pe)g? - (Z Pk(x)%c) }+o(—),

k
xeZ’ xeZ’

where p and ¢, are defined, respectively, as
(5.2) p=E[P[Hg =00|(Sp)nez] 1{Se #0,V¢ > 1}]
and

ox =P x[Roc N ﬁ/oo # J].
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To see this, one needs to dissociate Zy and Zj as well as the events of avoiding R[—e&y, €]
and R[k — ek, k + &¢] by two independent walks starting, respectively, from the origin and
from Sg, which are local events (in the sense that they only concern small parts of the different
paths), from the events of hitting R[k 4 1, co0) and R(—oo, —1] by these two walks which
involve different parts of the trajectories.

To be more precise, consider (S,ll) n>0 and (S,%) n>0, two independent random walks starting
from the origin and independent of (S,,),<cz. Then, define

7= inf{n > & : S} € R[k + &1, 00)}, T = inf{n > g : S + 7 € R(—o0, —&r]).
We first consider the term E[Zpp3]. Let
10,1 ;= infln > & : S) € Rl—ex, ex)
and
Aoz :=E[Zy- l{Rl[l, ex) N R[—ex, ekl = &} - 1{1) < 00}].
One has
[E[Zows] — Do3| < Pleo,1 < 00, 71 < 00] + B[R0, ex] N R[k, 00) # 2]

+ PR NRIK, k + £1] # 2]
(2.13) €k
< Pl < 70,1 <00l +Plro,1 <71 <o00]+ O(W)
Next, conditioning on R[—¢g, €] and using the Markov property at time 7 1, we get, with
X =S — S|

70,1°

P[t0,1 < 71 < 00] < E[Pg x[RIk, 00) N Reo # @] - 1{10,1 < 00}]

(2£3)O(]P’[fo,1 <OO]>(2£3)O( 1 >
vk Vker)

Likewise, using the Markov property at time 71, we get

Plr) < 10,1 < 0]

(2'5“)1[«:[( ij G(S; — S;))l{n < oo}:|

J=—¢k
1y Ek .
< Y. Y E[G(S;—S)G(Si—S.)]
i=k+tep j=—¢

< Qe+ 1) sup X E[G(S)G(S; — x)]

xeZd j—k

< Qe+ D swp 3 GGG - 0Ga) VM o ).
x€L3 75
Now, define for any y1, y2 € 7z,
(5.3)  H(yi,y) =E[ZoL{R'[l, ] N R[—er. ex] = D, Se, = y1. Sp, = y}]-
One has by the Markov property

Noz= Y, > HGLY)pux+y—y)e:.
x€Z3 y1,y,€75
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Observe that typically || y(|| and ||y2|| are much smaller than ||x||, and, thus, px(x + y2 — y1)
should be also typically close to pi(x). To make this precise, consider (x)r>1 some sequence
of positive integers such that &x X/? <k, forall k > 1 and x; — 00, as k — 0o. One has, using
Cauchy—Schwarz at the third line,

YooY HOLy)pk(x 42— y)ex
lxlI2<k/xx y1.y2€Z3

@12 T 1| Skqe, 17 < K/ xic}
< E E Psk(YZ)Pk-l—sk(x)‘px—YZ S E[ 1+ ||Sj<k+ — sl I :|
Ek Ek

lxl2<k/xk y2€Z°

12 2.3) 1
} B[Sk I < k]2 S

<gl__ %t o
NE[l PO ~ 573
k+2ey \/E‘Xk

Likewise, using just (2.5) at the end instead of (2.3), we get

> ) HOLy)p(x+y2—yDex S 570
2=k y1.32€ 25 V- i

and one can handle the sums on the sets {||y1 [|> > exxx} and {||y2]|1> > ex xx} similarly. There-
fore, it holds

1
Aoz= > > Y. HGLy)px 4y — yDer + O(W)
K/ xR <k Iy 12 <ec lya 12 <exx k- X
Moreover, Theorem 2.1 shows that, for any x, y{, y2 as in the three sums above, one has

. 1
|pe(x + y2 — y1) — pr(x)| ZO(\/?/%X]( - pr(x) + W)

Note also that by (2.12) one has

1
(5.4) S HOL e < Y peo)es =0(—).

X, Y1, 02627 xezd vk

Using as well that \/ex xx < v/k/ Xk, and 32y j2<py, x = O(kz)(,?), we get
1 sz
Ao,3 = pk XZ:S pr(xX)ex + O ﬁ + R )
xe
with

Pk = Z H(y1,y2) = E[Z() . l{'Rl[l, sl N R[—¢ek, k]l = @}]
Y1, Y2623

Furthermore, note that one can always take x; such that x; = o(v/k), and that by (2.6), (2.7)
and (2.13), one has |pr — p| < 8}{—1/2' This gives

1
(5.5) ElZogsl=p 3 pe)gs +o —).
0¥3 xgz:s k <«/§

By symmetry the same estimate holds for E[Z; /], and, thus, using again (5.4), it entails

2 1
ElZoga)- Bl Zetn) = o*( 3 mes ) +o; )

k
xeZ’
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The estimate of E[Zg@3Z; 1] is done along the same line but is a bit more involved. Indeed,
let
A1 3= E[Z()Zkl{Rl[l, e lNR[—eg, ex]l = @}
x 1{(Sk +R*[1, k1) NRIk — ek, k + ex] = @, 71 < 00, 12 < o0}].

The difference between E[Zop3Zr 1] and A1 3 can be controlled roughly as above, but one
needs additionally to handle the probability of 7 being finite. Namely, one has using sym-
metry,

E[Zop3Zi 1] — Ay 3]

<2(P[t,1 < 00,71 <00, T3 < 00]
GO +P[R'[0, ] N R[k, 00) # @, T3 < 0]
+P[RL NRIk k+ ex] # 2,72 < 2]),
with

Ty :=inf{n > 0: S + S? € R(—o0, 0]}.
The last term in (5.6) is handled as follows:

P[RL, NRIk, k + &x] # 2, T2 < 00]

= Y P[RLNRIk k+ el # D, < 00, Sy = x]

xeZ’

2.11)

< Y pk(x)sonE G(S; 4+ x)]

xezZ’ i=0
(2.7),(2.12),(2.10) . pr(x) (2<3> ek
ol xlt Yk

The same arguments give as well

P[R'[0, ex] N Rk, 00) # @, T2<OO]< kz’

_ k
Plro,1 < 00,71 <00,T2 < 00] =P[10,1 < 00, 7] < 00, r2<oo]+(’)(k2).
Then, we can write
Plto1 <11 <00, T2 < 0]

= IE[IP)O,S,(H/(_STQ1 [Roo N Roo # &11{1,1 < 00, T2 < 00}]

1
C1D2.12) Ek E[ 1 G =5, }
~ L4 [[Sk+e, — Sill T+ 1Sk — S—g |l

i=—¢g

29 Z [ 1 1 ]
S 3/2 L4118k — Sill 14 1Sk — S—g |l

i=—¢k

1 1 1
S—— max sup E|: . } < ,
VEk k—ex<j<k+ter yeza L1+ 1S 1+ 1S +ull k. /€
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where the last equality follows from straightforward computations, using (2.3). On the other
hand,

Pty < 70,1 <00, 12 < 0]

(2.11)42.12) o |:G(Sj—Si)G(Si_Sslk)i|

S 2 XL E

e 1 L+ 1Sk — S—el
2.7),2.10) &k 00 . _ Q.
S S L
i LA IS+ 118 — S—e, D)
Sk G(z+ Sk—S))
<Y ¥ ng@E[ ] J ]
=5 (L+ 11z + SelP) (1 + 1Sk — S—e, D

Note now that, for x, y € 7, by (2.7) and Lemma 2.2,

Z ng(Z) < 1 < 1 + 1 >
I+ 1z =xIIPA +lz =y ~ 1+ Ix P\ e T+ 1y —xll/)

zeZ4

It follows that

P[‘L’l <70,1 <00, T2 < 0]

Ek 1 1 1
s g (7= isi)]
]:Z_ T+ 1S+ [15c — S—er D\ Jox T+ 11851
(2.10) NG } 0 [ 1 }
< E| ———— [+ E
> [1+||sk||4 FZ T+ 1Se )+ [15e — 8; 1D + 15,1
ex 1
E
2 [<1+||Sk||4)<1+||sj||>]

j=1

1 * 1 NG
< E < vk
¥ <ﬁ+jzz_gk [1+ ||S,~||D S

using for the third inequality that by (2.3), it holds uniformly in x € Z° and j < &,

E[ ! }gk—z, E[ ! }gk—z.
L4 1Sk — Sj +x|1* (L 1Sl (A 4 118k + x11)
Now, we are left with computing A1 3. This step is essentially the same as above, so we omit

to give all the details. We first define for yy, yo, y3 € 7,

H(y1, y2,y3) :=E[ZoL{R'[1, ex] N R[—ex, ex] = D, Se, = y1. 8§, = ¥2, S—e, = ¥3}]

and note that

Arz= Y H(iy2 y3)H(21, 22, 23) P26y (X — Y1 + 23)Px 421~y Prtza—ys-
Y1,Y2,73€Z°
21,22,23€Z°
xeZ?
Observe here that by Theorem C, ¢y 1, —y, is equivalent to ¢, when [[z1]| and ||y, || are small
when compared to ||x|| and, similarly, for ¢y, y,. Thus, using similar arguments as above
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and, in particular, that by (2.3) and (2.12)

1
(5.7) Y pex)e; = O(%),

xeZd
we obtain
1
Aiz=p> > pr(x)e; +0(;)-
xeZd

Putting all pieces together gives (5.1). Using in addition (2.3), (2.12) and Theorem 2.1, we
deduce that

2 1
Covizops, Zev =2 T ot = ( £ mewen) F+o(7),
xeZs xeZ’

Then, Theorem C, together with (5.4) and (5.7), show that
Pi(x) D) \? 1
Cov(Zows, Zry1) = a{)gz:s T 707 <)§Z:5 T+ 700 j(x)) } + o<%>,
for some constant o > 0. Finally, an approximation of the series with an integral and a change
of variables gives, with cg := (27)™>/%(det ")~ 1/2,
o co 3T (0)?/2 e ST?2 \2 1
covtzogs 20 =T [ e oo L e ) foele)

The last step of the proof is to observe that the difference between the two terms in the curly
bracket is well a positive real. This follows simply by Cauchy—Schwarz, once we observe

that ¢q fRs e *)?/2 dx = 1, which itself can be deduced for instance from the fact that

1 =3 75 pr(x) ~co Jps e=3T (0?2 dx, by the above arguments. This concludes the proof
of Lemma 5.1.

5.2. Proof of Lemma 5.2. Let us concentrate on the term Cov(Zyg3, Z;3), the estimate
of Cov(Zop¢1, Zrr1) being entirely similar. We also assume to simplify notation that the walk
is aperiodic.

We consider as in the proof of the previous lemma (S,l) n>0 and (S,%) n>0 two independent
random walks starting from the origin, independent of (S,),cz, and define this time

T] = inf{n >k+er: Sy, ERI[Sk, 00)}7
T i=inf{n >k + e : Sy € Sk + R*[Vey, 00)}.

Define as well

T =infln >k+e: S, eRL), Toi=infln>k+ep: S, € S +RL).
Step 1. Our first task is to show that
1
(5.8) Cov(Zop3, Zr3) = ,02 -Cov(1{T] < 00}, 1{T2 < oo}) + 0<;),

with p as defined in (5.2). This step is essentially the same as in the proof of Lemma 5.1
but with some additional technical difficulties, so let us give some details. First, the proof of
Lemma 5.1 shows that (using the same notation)

1 Ek
E[Z =A Ol ——=+—=5).
[Zops] = Aoz + (M+k3/2)
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1

. . . . 2
and that for any sequence (xx)i>1 going to infinity with &4 Xk+4 <k,

1
Aoz = Z Z H(y1, y2) pi(x + y2 — y1)¢x +O<ﬂ>-
k/ xe<IIxII><kxx lly1 1> <ex xk k- Xk
lly2 1% <ex x

Observe moreover, that by symmetry H(yy, y2) = H(—y, —y»2) and that by Theorem 2.1,
for any x, y1, and y; as above, for some constant ¢ > 0,

Ek Xk 1
|pk(x 4+ y2 — y1) + pr(x + 31 — y2) — pr(x)| = O(Tpk(cx) + W)
It follows that one can improve the bound (5.5) into
ElZopsl=p Y pe(X)ox + (’)(Ska + Xi + ! + ! 4 Gk )
- X
ot [ SIEE SN le/4 Jker | k32
(5.9) ,
— ek Xk | Xi 1 1 e )
= oP O '
pP[T] < ool + <k3/2+k3/2+\/%-xlf/4+\/a+k3/2

Since by (2.13) one has

1
E[Z <E =0 —,
[Zy3] < E[y3] (\/5)
241/4

this yields by taking x :=k/ex, and g, > k*/3 (but still &x = o(k)),
k

1
(5.10) E[Zogs] - E[Zw3] = pPIT) < 0ol - E[Zewrs] + o<%).

We next seek an analogous estimate for E[Zpy3]. Define Z,’C = 1{Sk4+i # Sk, Vi =

1,...,82/4}311(1

Ao:=E[Z  L{R[k —ex, k+&" 1N (Sk + R[1, /x]) = @, 12 < 00} ]
Note that (with R and R two independent walks)
IE[Zi 3] — Ao| < P[0 € R[ep/*, &]] + PIRIO, /ex] N Rlex, 00) # @]
+P[Roo NR[e}", 1] # 2, Roo N R, 00) # 2]
+ P[R[/gx, 00) N R[—&x, &) # D, R[/zx, 00) N Rlex, 00) # D).

Moreover,

3/4 26,29 _g ¢ _ @13
511 PoeR[e " e]] < & 7, P[R[O, \/ek N Rlex, 00) # D] S & -

Using also the same computation as in the proof of Lemma 4.1 from [19], we get

o=

~ ~ _3_
512 P[Roo N R}, 4] # D, Roo N Rlex, 00) £ 21 S e © 2,

PIR[ex, 00) N Rl—¢x. el # @, RIV/Ex, 00) N Rlex, 00) # 21 S sk_%_%.

As a consequence

(5.13) E[Zi3] = Ao + O(e /).
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Introduce now
Hy1, y2) =E[Z} - 1{R[k — e,k + &) *] N (Se + R[1, VVr]) = &)
X l{Sk+€2/4 - Sk =1, Sf/g =}l
and note that

Bo= D HOLYIP, a6ty =y
xeZ4 y,y,e24

Let xi := 8k/ As above, we can see that

~ 1
Ao = > H(y1.y2)p, _ 35X +y2 = yDex + 0(75/4>
e/ xe<IxIP<er VX
Iyil2<ep* x
21 < /2 x
2
7 Xk X 1
=( > H@wz))(Z pek(xwx)+0( i 3’;2+ 5/4>
Vi, €24 xezd \/an
= p-P[T2 < 00] + O(e; %),
Then, by taking e > k>/6 and recalling (5.10) and (5.13), we obtain
1
(5.14) BlZoga] - BlZua) = p* - Pl < 0] - Pl72 < o0l + o ).

Finally, let
A3z 3= E[Z()Z]/{l{Rl[l, el N R[—¢er, ekl = @}

x 1{(Sx + R[1, VEr) N Rk — aé,k + 85] =0, 11 <00, Ty <00}].
It amounts to estimate the difference between As 3 and E[ZyZy¢3y3]. Define
T i=infln > k+e: Sy € R0, &4}, T i=inf{n > k4 &4 : S, € Sk + R2[0, /zx ).
Observe first that

(2.12) 117, (2.11) Sk GSl—s
P[% <72 <00] < E[—{”<°°} } < IE[—(’ "“k)}

YL ISE = Selld Y = L4 1S) — Sl
G(Z — Sktep) (2'3) &k G(Z — Skter)
(5.15) 3> Pl(z)E[l ta } > VEk 4E[1 o }
i=0-e25 + llz = Sl s 1zl + llz — Sk
(g) E[ Nen ](Z%O)IE[ Nen }%9)\@’
(1 + [ Ske 1) (L 4 11Sk1D) 1+ ISk k312

and, likewise,

.11
Pt <% <o0] < ZZE (St + 87— S})G(S] = Skrer)]
j=0i=

Ek
=3 3 E[GQ@G(Sk + 8 — 2)G(z — Skte)]
i=0ze75
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< 1 1
Z 1+ 1Sk + SPP\L+ S || 1+ || Ske, — Sk — S?
+ 1Sk + S7|] k+ex + 1 Skter, — Sk — Sl

i=0
(2.9),(2.10)
S SN I G V3
141 Skl L1 Skl k3
Additionally, it follows directly from (2.13) that
L NG 1
Pt <71 <o0]S %5 and P[5 <7 <o)<
2=T] 2 2 1 P
which altogether yields
1
IP[T1 < 00,T2 <o00] —P[1] <00, 12 <00]| S ﬂ
PR
Similar computations give also
1
(5.16) P[T] < 00,7y <00] < .
ke
Next, using (5.11) and the Markov property, we get
E[|Zk — Z;|1{z1 < 00}] <
9/8 JE

Thus, for g; > k>/°,
|E[ZoZrg3 W3] — A3 3]
<P[1p,1 <00, 7] <00, T2 <00]+ P92 <00, 7] <00, T3 <]
1
+ P[7p 2 < 00, T] <00, Ty < 00] + 0<%>,
where 70 1 i8, as defined in the proof of Lemma 5.1,
02 :=inf{n > /e : S + 52 € Rlk — ek, k + i1}

and

~ . . 2 3/4 3/4

To0:=inf{n < /ex : Sk + S, e R[k —ex. k — & JUR[k + &, k + e]}.

Applying (2.13) twice already shows that

P7 1S Plfoa <001 S ——5 =o( 1)
702 <00, T <X 5 —F—=- 02 <X0|S—=xg=0|7)-
Nz vie® =k
Then, notice that (5.15) entails
&k
P[R[k + &x, 00) NR'[0, 7011 # @, S ,01 R[—Sk,OJ]SI\CS—/;-

On the other hand,

[R[k—i—Ek,OO)ﬂR [0, 70,11 # 9, S E'R[O,Ek]]

’ 7701

(211) fk - X
<Y D E[G(Si— Skt )G (St — So)]

i=0 j=k+ex
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Ek
=" Y E[G(Si — Sk +2)G(2)Ge (2)]

i=0ze75
2.9) £k Lemma 2.2 \/a
S%@EEQG@X%A@ S Gn
€%

By (2.11) and (2.9) one has with Roo an independent copy of R,
Plro,1 < 00, 72 < 00, Rk + &1, 00) N R'[10,1, 00) # 2]

1 ~ 1
< —— max Pl <oo,Rlk+er,00)N(S;i+R < ,
Ny ) [ k> 00) N (S; %) # 2] ok

where the last equality follows from (5.16). Thus,

1
Pltg,1 <00,7T] <00,Tp <00] = 0<§).
In a similar fashion one has
(223) 1 (5%2) 1
Pltg <00, 0 <171 <00] < —=Plrgp <00, 3 <00] < —p—
Jk o
as well as
IP)[To,z <00,T1 <7 <00, 8, € (Sk + Rz[o, fo,z])]
@11y KEee - o 1 1
= Z Z ZE[G(Si —Sj— SK)G(SJ' + 8 — Sk)G(Se - Sk+ek)]
i=k—er j=0£>0
k+eg

< Y 3 S E[GQG(Si — S —2)G(z+ S} — S)G(S} — Seer)]

i=k—gy (20 77

Lemma?2.2 Kték G(Sl -5 ) 1 1
Z Z ? k+ex
S E[I+I|SI—S||3<1+||S1—S-||+1+||S~—S||)]
i=k—ex £>0 ¢ Ok ¢ Pk

3/2

e _
(2.9)22. 10) %k { |: &

1 1
s * )]
e Hw%—&P<Hw%—&4H T+ 11Se—i — Sl

1 1 1
< i i i )]
T4+ 18p = S DA+ 1Sy = Skl N+ 1Sy = Seeill 1+ 1Sk — Skl

23,210 £k {E[ g ( 1 N 1 )}
Y SV LIS = S PN IS = Skl 1+

SITLN P

1+ 18} = Seled) ~ k32

and
P79 < 00, 7] < T2 < 00, Sr, € (Sk + R*[10,2, 00))]

2.6) ~
< D EIG(Stsi — Sk = S2)1{m1 < 00, Rz1,00) N (Sk+i + Roo) # 2]

i=—¢
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212) 1{1 < o0}
S, E[G Skai — Sk — S2 i|
; (St T 1Sz, — Siill
e & [G(Skﬁ — Sk — SZJ@)G(SJ-)}
~ i=—g; j=k+ep 1+ ||Sj - Sk+i||

G(Sk—i — Sk — S%)G(Sk + z)G(z)]

ek
<
NZZ{E[ 14+ llz + Sk — Sk—ill

i=0ze7>

+E

[G(Sk+i — Sk — Sf/g)G(SkJri + Z)G(Z)“
1+ ||z]]

£k G(Sk—i — S — S2—) G(Skti — Sk — S2)
SZ{E[ k—i k i ﬁ]—i—E[ k+i k 2\/@ :H
‘ I+ [ Skl I+ || Skl

i=

29,210 1 Y% [ 1 1 }
<

S =5 +
e il SR T

i E[G(Ski — Sk) N G(Sk+i — Sk)i|
1+ [1Sel? 1+ [ Sk 17

i=ex
23,29 1 koo 1 1 1
S 1/4 + Z 3_/2E|: 7+ 2:|§ 1/4, "
N K R S AT e

Thus, at this point we have shown that

1
(5.17) E[ZoZrp3y3] — A3 3] = 0<£)-

Now, define
H(z1,22,23) :=P[0 ¢ R[1, 6], RI1, Varl " R[—&,"", 6/ "] = 2,
582/4 =21, Sfei/“ =273, §ﬁ =z3],
and recall also the definition of H (y1, y2) given in (5.3). One has
As3=Y H(yi,yDHGi, 2, By _g @ =it —2)p, s =1t 2)@u,
where the sum runs over all x, u, y1, y2, 21, 22,23 € 73, and
Oxu =P[T1 <00,T2 <00 | Sk =x, Ske, =X +u].

Note that the same argument as for (5.16) gives also

(5.18) < ! ( : + : )
‘ o S T \ T+ a1+l )

Using this, it is possible to see that in the expression of A3 3 given just above, one can

restrict the sum to typical values of the parameters. Indeed, consider, for instance, the sum on

atypically large values of x. More precisely, take y, such that & X;? /% — k., and note that
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by (5.18)

Y. HOuLwH@, 2, WPyt X = V1 F Y2+ 23— 22)
[y
U,y1,¥2,21,22,23

xp

e U = 21+ 22)0x

<P[| Sk — Si. | = Vixe. 11 < 00,72 < 00] <P[|Sk — SL. | = Vxe. 11 < 00,72 < 0]

_ E[l{”Sk — S5l = «/_m}< 1 N 1 )}
T U Sk = Skl NI+ ISk = SEI T T+ 1 Skrey, — SE
55/4;9

Xk ke

where the last equality follows by applying Cauchy—Schwarz inequality and (2.5). The other
cases are entirely similar. Thus, A3 3 is well approximated by the sums on typical values of
the parameters (similarly as for Ay, for instance), and then we can deduce with Theorem 2.1
and (5.18) that

1
A3,3 :,02 Pt <00, Ty < 09] —|—0<%).

Together with (5.17) and (5.14), this proves (5.8).
Step 2. For a (possibly random) time 7', set

TioT :=infln>TVve:S,eRL), TooT:=infln>Tver:S,e(Sk+R%))
Observe that
(5.19) Pt <Tr <x]=P[T] <Tr0T; <] —P[T2 <T|10T2 <Tr0T| 0T < 0],
and, symmetrically,
(5.20) P12 <T1<o0]=P[12 <T10T2 <0]—P[T] <T207T| <Tj0T20T] < 00].

Our aim here is to show that the two error terms appearing in (5.19) and (5.20) are negligible.
Applying repeatedly (2.11) gives

E1:=P[T1 <7071 <T10T20T] < Q]

S22 D E[G(S) = Sk = SP)G (S + 57 = 5,,)G (S — Skrer)]

j=0£=0m=>0
(2.10)
S 2 SE[G(S) - Sk~ SHG(Sk + 5~ SL)G (S — 5]
j=0£=0m=>0
<Y G@E[G(S] — Sk —2)G(Sk+2 — 5,)G (S, — Si)]-
j=0m>0

Note also that, by using Lemma 2.2 and (2.7), we get

1 1 1
G(z—x)G(z—y)G(2) S ( + )
ZGXZ:s L+ xIP\T+ Iyl 141y —x]



CAPACITY OF THE RANGE IN DIMENSION 5 3023

Thus, distinguishing also the two cases j <m and m < j, we obtain

D B B L e L e )
~ L US) = SelP\T+ 1S5, = Sell - 1418}, = S]

j=0m=>0
G(z+ St —Sp) 1 1
S Z Z G(Z){E[1+||SIJ_S ||3(1_|_|| +Sl—¢g | + l+||Z||):|
j=02ze75 jok SR Tk

G(S} — Sk) 1 1
E 1 : +
L llz+ 8 = SePNT+IS]—Sell - 1+ izl

< ZE[;}SE[Iog(I—i—HS‘kH)}§10gk‘
o LL+IIS) = Sl L+ 11 Sell? k32

Similarly,

Pt <T10T2<Tp0T10Ty <]

SY DD E[G(ST+ Sk — S))G(S; — Sk — $2)G(Sm + Sk — k)]
j=0¢=0m=>0

(2.9).2.10 [G(SJZ-+SI< —SHG(S} — Sk —S;)]

—ZZZ FYEAE

]>0£>0m>0

1 (7 =
+
JEO,EO [(1+||S,%1||2)(1+||S§+Sk||3) LHISE + Skl 141183 — 83
1 1 1
S— E[ + }
«/ﬁjgo A+ ISTDA+ ST+ Sel®) A+ USTIZHA 4 1157 + Sell?)
_ .E[log<1+||sk||>]< logk
= Ve L+ ISel? 1™ ke

Step 3. We now come to the estimate of the two main terms in (5.19) and (5.20). In fact, it
will be convenient to replace 7 in the first one by

7 i=inf{n > k: S, e RL ).

The error made by doing this is bounded as follows: by shifting the origin to Sy and using
symmetry of the step distribution, we can write

|]P)[?1 <TroTi <] —P[T1<ThoT <OO]|

<P[RL NRIk, k+ex] # @, T2 < o]
(2.6) Ek - o0
= E{(Z G(S; — S@)(Z G<sj>>]
i=0 J=¢k
€k
= E[(Z G(S;i — §k)) < > GG+ sgk)ﬂ
i=0 72€75

Lemma 2.2 E[G(Si—gk)}(zg) £ 'E[ 1 }<\/§
~ AT el 2E i NSO Ry e

=l
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Moreover, using Theorem C, the Markov property and symmetry of the step distribution, we
get, for some constant ¢ > 0,

P[TI <T207T] < 00]

1{1T] < o0} 1
= | J+o(z)
1+ 7Sz — S0 k
1{7] < oo} 1
CE[l +j(S?l>] +"<E>

1
=c Z Pk(X)Eq [ F(Sr)1{t < oo}] +O<E)’

xeZ’

with 7 the hitting time of two independent walks starting, respectively, from the origin and
from x, and F(z) :=1/(1 + J(z)). Note that the bound o(1/k) on the error term in the last
display comes from the fact that

E[l{ﬂ < oo}} (2%1) ZE[G(gj —~Sk)] < Z E[G(Z)G(Z - Sk):|
1+ J(S8%) L+ (IS5l veZs 1+ |zl

A

1
j=0 k

Then, by applying Theorem 4.1 we get

G(2)G(z —x) +0(1>’

(521) ]P)[?l <7y O?] < OO] =C0 Z Pk(x) Z 1+j(Z) N

xeZ’ z€Z5

k

for some constant ¢y > 0. Likewise, by Theorem 4.1 one has, for some constant v € (0, 1),
P72 <T10T2 < o00]= CE[M} + O(E[M])
1+ J(Sz) 1+ 7 (Se)+
Furthermore,
1+ j(S?z)H'”

_ ZE[G(SJ2'+Sk—Sk+ek)i|
~ L+ |IS7 4 Sel 1+

j=0
(2.9),(2.10)
S =L
Ve S LA+ ISHD A+ 1157 + Sell ™)
< IE[log<1+||sk||>}< logk
NVE LIS 1 k2 g

Therefore, taking g > K v/2 we get

Pty <T1o0Tp <o0]= CE[M} + 0(1>

1+j(S?2) k
1{t < o0} ] (1)
E e (0B, | — 4o~
(5.22) Cugspk(”) 0 [1+j<s,—sk) tolx

~ 1
=¢ Y peo By [F(S)1{r < oo}] + o(%),

uez’
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with T the hitting time of two independent walks starting, respectively, from the origin, from
u and

~ 1
Fl) ':E[l +J(z—Sk)]'

We claim that this function F satisfies (4.1), for some constant C g which is independent of
k. Indeed, first notice that

~ 1 1 1
F(z) x ———— = and IE[ ]x ,
1+ izl + vk 1+ J@—-8)%1 1+1zI>+k

which can be seen by using Theorem 2.1. Moreover, by triangle inequality and Cauchy—
Schwarz,

|ﬁ<y>—ﬁ<z>|51@[ ly -zl ]

T+ 1y = St + llz = SelD)

1 1

< ||E[ 1 TE[ 1 ]2
SNy =<
L+ 1ly = Skll? 1+ llz — Skl
< Iy =zl < Iy —zll
A+ I+ VO + izl +Vk) ™ 1T+ 1yl

which is the desired condition (4.1). Therefore, coming back to (5.22) and applying Theo-
rem 4.1 once more gives

F(2),

Pl <tion <ol =a X pa) ¥ 606G —0F @ +o(1)

ueZs z€Z5
(5.23) G(z)G(z —u) 1
=c Pe, () pi(x) +0(‘>-
’ u§5 ng ' o %5 I+ j(Z ) k
Similarly, one has
(5.24)
P[T) < 00] - P[T7 < o0] =P[7] < o0] - P[T2 < 00] + O(ﬁ)
B G(2)G(z —u) <1>
Cougzjsxgz:sPEk(u)pk( )EXZ:S T+ 700 +ol 1)

Note, in particular, that the constant cg that appears here is the same as in (5.21) and (5.23).

Step 4. We claim now that when one takes the difference between the two expressions in
(5.23) and (5.24), one can remove the parameter u from the factor G(z — u) (and then absorb
the sum over ). Indeed, note that, for any z with J(z) < J(x)/2, one has

2
‘ 1 . 1 B 2 < Izl ‘
1+JG@+x) 1+J@—x) 1+T@)|~ 1+[x|3

It follows that, for any yxx > 2,

1 1 )
) Zz Pt GGG =W T T 70 1+ 7@
T(@)< J @)

<
— (2.10)

Cy MW g EGE=SIC0 1

SRR TR T+~ ko

T@=T (x)/ xk
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In the same way, for any z with 7 (z) > 27 (1), one has
llull
1+ |zl
lzll
S AF DA llz = x])

IGz—u)—G@)| <

1 1
‘1+J(z—X) 1+ T )

Therefore, for any x; > 2,

1 1
G)|Giz—u) -G _
Y wn@ORIGE -0 =60l e T Ty e
u,x€Z
MORWOVAVE S
(x) 1 2.10) 2 /gp
SVE2 111 flx |l 2 IzlI8(1 + [lz — x| < 1123\//2_
xeZ’ T @)=2T(x)/ xk
On the other hand, by taking x; = (k/sk)1/6 we get, using (2.3) and (2.5),
Y pan06Q6E -0 (et ) S ——=0()
x,2€7° Prctope 1+J@—x) 1+JKx) NX/?VkSk_ k)’
J(u),zﬁm
> (u) (X)G(Z)G(Z—M)< ! + L )—0(1>
i Pe 0Pk 1+7G@—x) 1+Jx)/) \k/)
T @) =Vk/ xk

As a consequence, since J (1) < /g xx and J (x) > \/E/Xk implies J (1) < J(x)/xx, with
our choice of x; we get as wanted (using also symmetry of the step distribution) that

Plta <T10Ty <o0] —P[T] <o0]-P[T2 < 0]

525 =er ¥ poG@?(

x,2€Z5

1+J@z—x) 1+}7(x)>+0(%)

=2 Y nw6 (e e ) Hol3)
) P T 76— "1+ dG+0  1+7@) k)

X223

Step 5. The previous steps show that

G(2)G(z — x) G(2)? G(2)? )

Cov((71 <o), (F2 < o0 =eo 3 puco +76@ 1+J6-0 1+Iw

x,2€Z°

Now, by approximating the series with an integral (recall (4.3)) and doing a change of vari-
ables, we get with u :=x/J(x) and v := A~ u, and, for some constant ¢ > 0 (that might
change from line to line),

G(2)G(z —x) G(z)? G(z)?
Z( 170 +1+J(z—x)_1+J(X)>

z€Z5

~c{ 1 +1(1_1>}dz
(5.26) R\ T@* Tz—x)P  TJ@\JTz—x) T

= o Ll 7o gemar + 7 (Fa= )}
T 702 s\ T T - T T@5\ T —u) ¢

c 1 1 1
= + —1>}d .
T (x)? /1;5{||z||4-||z—v||3 ||Z||6(||Z—v|| ‘
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Note that the last integral is convergent and independent of v (and thus of x as well) by
rotational invariance. Therefore, since ), .75 pk(x)/ T (x)% ~ o/ k for some constant o > 0
(for instance, by applying Theorem 2.1), it only remains to show that the integral above is
positive. To see this, we use that the map z — izl =3 is harmonic outside the origin and,
thus, satisfies the mean value property on R \ {0}. In particular, using also the rotational
invariance, this shows (with B; the unit Euclidean ball and d3; the unit sphere)

1 1 1
PR R Y . —,
/Bf 1z1* - llz = vli? 19B1 Jos, Azl llz = vl
1 o]

[
= =C —r:—’
sl T 2

(5.27)

for some constant ¢; > 0. Likewise,

1 c 1 du
(5.28) / dz = f dr/ — =y,
B lzl* - llz = v|3 10B1] Jo aB, lru —v|3
with the same constant ¢ as in the previous display. On the other hand,
1 © 1
(5.29) / —6dz=c1f —dr=ci.
B |zl 1or

Furthermore, using again the rotational invariance,

/ L<71 —l)dz
5 1z16\ [z — v
1 1 1
©-30) - /B HE <2I|z T T 1) d

Ccl ldr/ < 1 " 1 1>d
= Tan | ) — u.
10B1] Jo r2 Jas \2|lv —rull  2|jv+rull

Now, we claim that, for any u, v € 981 and any r € (0, 1),

1 1 1 1
(5.31) a1 + IE .
2o =ral T lvrrul) = i

Before we prove this claim, let us see how we can conclude the proof. It suffices to notice
that if £(s) = (1 +s2)~1/2, then f'(s) > —s for all s € (0, 1), and, thus,

(5.32) —1=f@r)—fQ0O) > —/Orsds > —r?/2.

1
V1472
Inserting this and (5.31) in (5.30) gives

1 1 c1
R T, PR
By llzl[® \lz — vl 2

Together with (5.27), (5.28) and (5.29), this shows that the integral in (5.26) is well positive.
Thus, all that remains to do is proving the claim (5.31). Since the origin, v, v+ru,and v —ru
all lie in a common two-dimensional plane, one can always work in the complex plane and
assume, for simplicity, that v =1 and u = e for some 6 € [0, r/2]. In this case, the claim
is equivalent to showing that

1( 1 1 ) !
— + = :
2\VT+r2+2rcos®  V1+r2—2rcos6/)  JT+12

which is easily obtained using that the left-hand side is a decreasing function of 6. This
concludes the proof of Lemma 5.2.
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Note that the estimate of the covariance mentioned in the Introduction in

REMARK 5.5.
case (ii), can now be done as well. Indeed, denoting by
T=infln>k+1:5,¢ Sk—I-T\’%o}

)

it only remains to show that
P72 <k+ e, T1 <00l —P[Ta <k + &l P[T) < o0 _o<

P[T <k + &) - P[T) < o0]|

Using similar estimates as above, we get, with x; = (k/ e
|P[T> <k + &, T1 < 0] T
25) o=
@ P[% <k + ex, 1S5, — Skl < /ExxE. T1 < 00] — P[% < k + e IP[T) < 0|

4 (9( é)
\/];sz
Pr(x +y) + pe(x —y) _
= ) 5 — pk)|P[T2 <k + &k, Sz, — Sk = ylox
xeZ?
Iy lI</€x Xk
1
4 o( é)
\/I;sz
1 1 Ek Xk
5 5 5 + 3 ’
H e

E[||Sz — Skl l{||Sr2 — Skl < Verxx}] + 3
Vix?  Vix?

»
wm —-

using that by (2.12) and the Markov property, one has P[|| Sz, — Skl > 1] S %
5.3. Proof of Lemma 5.3. We consider only the case of Cov(Zyp2, Zx/1), the other one
7 :=inf{n >0: S + S,% € R(—o0,01},

being entirely similar. Define

1 :=inf{n >0: S} € Rlex, k1},
with S! and S? two independent walks, independent of S. The first step is to see that
1

Cov(Zogs. Zuz) = p* - Cov(L{z1 < o0}, 1(e2 < ool) +o(; )
with p as in (5.2). Since the proof of this fact has exactly the same flavor as in the two
previous lemmas, we omit the details and directly move to the next step.
Let n € (0, 1/2) be some fixed constant (which will be sent to zero later). Notice first that

P[S;, € R[(1 — )k, k], 72 < 0]

(2.6),(2.12) k G(S;
(5.33) < [1 ( S) ]

=1k HEH Sl
(2.9) k 2.9)

2y HGG )]‘ 2

i=((1onpk) 1 VK k

Next, fix another constant § € (0, 1/4) (which will be soon chosen small enough). Then, let
_’SJ and, fori =1, ..., N, define
with k; 1= e +i| g, - ‘SJ.

N :=|( —n)k/e}
i :=inf{n > 0: S} € Rlki, kit11},
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We claim that with sufficiently high probability, at most one of these hitting times is finite.
Indeed, fori < N, set I; :={k;, ..., kit+1}, and notice that

> Pl < 00,7 <00, 73 <]
l<i<j<N

< Z (]P’[rfstlj<oo,r2<oo]+]P’[r1j§rf<oo,r2<oo])

1<i<j<N
(2.11),(2.12) 1
i=1,...N,j#i LA 11kl [ i=1,....N, j;ﬁl
Lelj,mel; Le I, melj

(2.9)é2.10) 1 Z 1 N2 (1>
o AN
el mel;

where the last equality follows by assuming &; > k' ~¢, with ¢ > 0 small enough. Therefore,
as claimed
N 1
Plt; < 00, T) < 00] = Z]P’[tl’ < 00,7 < 9] +0(—>,
i=1 k
and one can show as well that
N-2 _ 1
P[t; < 00] - P[1p < o0] = Z P[] < 00] - Py < o] —|—0<%).
i=1
Next, observe that, for any i < N, using Holder’s inequality at the third line,

P[ff <00, 72 <00, Sk, — Sk = gl 5/2]
o012 kZ E[Gmnl{nsk,-ﬂ Sull® =& ‘”2}}
- 1+ 11kl

J=ki
2< kit 1-8/2
< Z [GSHL{ISK . — Skl = &7}

]

kit
5L(

vk J=ki
et 1
~ 3/2f 58/16 Nk)’

by choosing again &; > k'~¢, with ¢ small enough. Similarly, one has, using Cauchy—
Schwarz,

1 3/4 1 —5/211/4
El— P[IISk., — Sk /

P[] < 00, 72 < 00, Sk — Sk, 1% > kga/z]

<Z [G(Spl{nsk Sk,+1||2>ks“/2}}
T+ 11l

1 ki 1 1/2 81—5 1 1
<—= ) E|GSHE|—— | S; < = — ).
S o L [ 5 [1+||Sk||2‘ ’] ] KPVE e 55/8 (Nk)

5
Ep  j=k
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As a consequence, using also Theorem 2.1, one has for i < N and with € :=k; | — ki,

P[t! < 00, 12 < o0]

- ~ 1
=Y X mWPRe NRI0 £ 2,5 =yt~ e+ o 57 )

XELD |z|2<kes/?

1— 5 2
Iyl2<e, =

- ~ 1
=Y X PR R0 £ 2.5 = Qs +o( 377

el |z|2<key®

Iyl2<e,

1
= 3 pr()Po[Rec NRIO, €1 # 2] pr k(Z)¢x+Z+O<Nk)

x,2€73
Moreover, Theorem 4.1 yields for any nonzero x € Z> and some v > 0,

(5.34) Py [Roo NRIO, €] # 2] = p |:ZG(x+SJ)}+(’)<
j=0

log(1 + [lx]]) )
Il Cllxll A €)Y )

Note also that, for any ¢ € [0, 1],

) P ) Pr—k; (2@ [ : }< :
T Noilte + ~ ’
e LT Il LA IS IO A 1SN~ g vk

and, thus,

N
Pk( ) S

In particular, the error term in (5.34) can be neglected, as we take for instance § = v/2 and
ex > k'=¢, with ¢ small enough. It amounts now to estimate the other term in (5.34). By (2.3),
for any x € 73 and j >0,

N S
E[G(x+$)]=G,;(x) =G(x) O(1+||x||d)'

As will become clear, the error term can be neglected here. Furthermore, similar computations
as above show that, for any j € {k;, ..., ki+1},

1
¥ OGP @ = Y pG@ P @erse o 77 ).
x,z€7Z5 x,z€7Z5
Altogether and applying once more Theorem 4.1, this gives, for some cg > 0,

N (1-mk

. 1
D> Plrf <oco,mm<o0]= > E[G(S))es] —i—o(%)

i=1 =k

LA—mk] G(Sl) 1
= 3 B (i)

J=¢k

(5.35)
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We treat the first terms of the sum separately. Concerning the other ones, notice that, by (4.3)
and Donsker’s invariance principle, one has

L(A—=m)k] G(s] 1-n (A,B_s 1
P E[1+J(Sk)] k/ [J(Aﬁl)]d”o(%>

Jj=lLnk]
I=n 1 1
[ e
k Jy lBs11° - I Bl k

with (Bs)s>0 a standard Brownian motion and ¢5 > O the constant that appears in (4.3). In the
same way, one has

Lnk]

Z]P:-L-l<oo rz<oo]—coj¥k [G(S)] [m]

+ % nl_”E[”ﬁﬁ}E[”ﬂ%”] ds + 0<%>

with the same constant cg, as in (5.35). We next handle the sum of the first terms in (5.35) and
show that its difference with the sum from the previous display is negligible. Indeed, observe
already that, with xx :=k/(ner),

MZ“ E[G(Sj)l{HSjH > n1/4¢/€}] +E[G<s,~>1{nsk|| > N/—m}} <t
1+7(50 1+ k

J=¢k

Thus, one has, using Theorem 2.1,

Lnk]
G(S;)) ] [ 1 ”
E|——" | —E[G(S)] -E| —————
z i) EHOS B
Lnk) ) 1/4
G
536 <> Y M|ﬁk—j(z_x)+ﬁk—j(z+x)_2ﬁk(z)‘+—nk
= peiznive I
Izl <vEkxx
<£
~ k *

Define now for s € (0, 1],

Hs ﬂ[W} _E[IlﬁillJ 'E[uﬁlln]

Let f;(-) be the density of B, and notice that, as s — 0,

Js() fi—s(y) Js(x) f1(y)
Hy = LI dxdy — Lol
/11@5 RS [lx[13]|x + yll * %;%5 RS [x [Pl

dxdy

:Lf fl(x)fl(y)< 1 _L)dxdy
s32 JrsJrs lxIP \|Iyv/T—s+x/s0 Iyl

S ﬁ(x)ﬁ(y){(; x11” <x,y>2> o 3/2}d d
7 s s st 12 e * e )2+ Ol

c
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with ¢ > 0. Thus, the map s — Hj is integrable at 0, and, since it is also continuous on (0, 1],
its integral on this interval is well defined. Since n can be taken arbitrarily small in (5.33) and
(5.36), in order to finish the proof it just remains to show that the integral of Hs on (0, 1] is
positive.

To this end, note first that Bl_s := B1 — Bs is independent of 8. We use then (5.31), which
implies with ¢ = E[1/]81]°]

1 1 1
E[uﬁsnwl d - E[nﬁsnﬂws + El_sn] - E[||,3S||3\/||gs||2 n ”gl_snz}

u2

N
5s3/2 sr2 4+ (1 —s)u

We split the double integral into two parts—one on the set {sr> < (1 — s)u?} and the other
one on the complementary set {sr> > (1 — s)u?}. Call, respectively, I sl and / SZ the integrals
on these two sets. For Isl, (5.32) gives

1—s
e
e 2 / re” 2 drdu
0

s _«/1—5
s o _p KoL 2
- ue 2 r'e” 2 drdu
2(1 —5)3/2 Jo 0
_2(1—s2) 52 s 2—5—s2

N +\/1—s_\/1—s_ V=35

For IS2 we simply use the rough bound
0o poo 2 2
12> —/ / e Tute T 1{sr® > (1 —s)u?}drdu,

which entails

1 - 1
[tz o [T s s ([ pas)ara

uz+r2

2 }‘2 2 1 o r2 2 T[
= — re__dr) =—</ e_Tdr> =—>1,
ﬁ(f() V2 \Jo 2V2

where for the last inequality we use ~/2 < 3/2. Note now that

1 7 1 242
2 iar) Elii) =5
115113 IBill] 5532

Lil—2 1 s 3s
s —3/2 e o0
/0 35 dsi/o s (2—s s)<1+2+ 8> Z}ds
f( f+7 3/2+%s5/2>ds

_(1+7+3>_ 134
~ 27207 28)7 140~

Altogether, this shows that the integral of Hy on (0, 1] is well positive as wanted. This con-
cludes the proof of the lemma.

and
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5.4. Proof of Lemma 5.4. We define here
71 :=inf{n >0: S,ll € Rlek. k —el}, o :=inf{n > 0: S + Sn2 € Rlek. k — &1},

with S! and $? two independent walks, independent of S. As in the previous lemma, we omit
the details of the fact that

Cov(Zoga, Zia) = p* - Cov(1{r) < oo}, 1{r2 < 00}) + 0(%)_

Then, we define N := [ (k — 3ex)/ex] and let (t});=
Define also (‘ré)izl

,,,,, N be as in the proof of Lemma 5.3.
~ analogously. Similarly, as before one can see that

.....

N N
: ; 1
(5.37) Plt; <00, 10 < 00] = Pt} <00, ! < o0 —I—o(—).
XYl oot <ol o
Note also that, for any i and j, with |i — j| <1, by (2.6) and (2.9)

2(1-8)

]P"L’i<OO,‘L’j<OO :O(k—)
[1 2 ] 3/2(k k)%/z

so that in (5.37) one can consider only the sum on the indices i and j satisfying |i — j| >
2. Furthermore, when i < j, the events {tf < oo} and {rzj < oo} are independent. Thus,
altogether this gives

Cov(1{r; < 00}, 1{rs < 00})

:1:/%: ﬁ: ‘L’l < 00, r£<oo]—IP’[r1j<oo]IP’[rﬁ<oo])+o<%).

Then, by following carefully the same steps as in the proof of the previous lemma we arrive
at

Cov(1{r] < o0}, 1{ry < 00}) = / H, dt +0<]1>

with ¢ > 0 some positive constant and,

A=) (E[Ilﬂs = ﬁ11||3 - ||/3,||3} -E| 2 —1/31||3] 'E[Ilﬂtlﬁ]) ds

at least provided we show first that H, is well defined and that its integral over [0, 1] is
convergent. However, observe that, for any ¢ € (0, 1), one has with ¢ =E[|| 8] ],

[()t [Ilﬁs 1ﬂ1||3} [Ilﬁilp}:tz—;/ot (1 1s)3/2d 26152?)’

and, therefore, this part is integrable on [0, 1]. This implies, in fact, that the other part in the
definition of H, is also well defined and integrable, since we already know that Cov(1{r] <
oo}, 1{ry < o0}) = O(1/k). Thus, it only remains to show that the integral of H, on [0, 1] is
positive. To this end, we write §; = S5 4+ y:—s and B1 = Bs + yi—s + 81—+, with (y,)u>0 and
(8u)u>0, two independent Brownian motions, independent of 8. Furthermore, knowing that
the map z — 1/||z||® is harmonic outside the origin, we can compute

L{IBsll = llyi—sll = 18111}
E
[ I1Bs = Bill® - 118113 }

I =
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L{IBsll = 1Ve—sll = 181—¢ I}
=k 3 3
lVe—s + 812117 - I Bs]l

_ 59 [ Lyl = 811} o re_grzdr}
R S A
:LE—J—{”%_S” > ||51_f||}e—255||}/zs||2:|
s3270 My—s + 81113
ZLE_J-{”Vt—sH = ||31—t||}e_%||y,_s||21|
s3/271 lyi—sl?
56]2 o0 —§r2(1+’_—‘Y)
= i e o e ]
t—s
2 8y 1% 543 00 5 =1
q — Bl q 4 —3r7(1+5=8)
=7Ee s(t—s) :—f reZ s(t—s) dr
st — )32t [ ] st — )32t Jo
gt —)
IA5/2 ’
with
A=t(l—-t)+s@—s)=0—=1t)t—s5)+s(1l—2s).
Likewise,

b ::E[l{llﬁsll = lye=sll, 181 = IIJ/tsll}]

I1Bs = Bull> - 1B 113

:iE[l{”%_S” = ||31—t||}e_25_5||y,_s||2i|

s3/2 1Ve—s + 81113

g [yl =181} _5 zi|
= —FE 55 llve—sll

72 [ [
_ 5 i o3 gy
TOrA—nr ¢ st "€

1—t

2 2
_ 4 B[~ 3Pty 2 45U =0
s3/2(1 —t)3/2 AS/2

Define as well

I zzE[l{llﬁsll <yl = ||51_z||}]’

18s — BilP - 11B:113
{181l < 1851l < llyi—s 1} L{1Bs | < 11811l < lye—sl}
Iy =E , Is =E .
N [ 1Bs — B1l3 - 16113 ] > [ 1Bs — Bil1® - 1112 }

Note that by symmetry one has

/ I]del‘Z/ Isdsdt and I4dsdt=/ Isdsdt.
0<s<t<l O<s<t<l O<s<t<l O<s<t<l1

Observe also that

q’s

11+12=ZA—3/2.
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Moreover, using symmetry again, we can see that

-2

o A2 BT
and, thus,

‘hamas=L [ 4

Likewise,

2 2 2

q-s(t —s) 1 q-s(t —s)
Idm:/ —————dMZ—/ ————dsdt
/(-)fsftfl Has 0Oss<t<l  tA3/? * 2 Joss<i<t  A3/? g
2 2
g=(1—=1)( —s) / gt(l—1)
= - -  dsdt= ————dsdt
0<s<t<l 2A5/2 * 0<s<t<l 4A3/2 *
2
q
= dsdt.
0<s<r<l 6A3/2 s
It follows that
242
/ (I + I + Iy ds dt = 2 A2 ds dr.
O=<s=<t<l O<s<t<l

We consider now the term 4, which is a bit more complicated to compute, thus we only give
a lower bound on a suitable interval. To be more precise, we first define for » > 0 and A > 0,

r r
F(r) ::/ s*e=5'2 g5 and (A, r) ::/ F(As)s4e_5S2/2ds,
0 0

and then we write

e E[l{nal_tu i’,’fﬂﬂf ||yt_s||}}
o)
:E[n(jqziﬁFZQ/Q’ ”%Jf”ﬂza(s—qfﬁ/owe : <\/1/it T)‘”
_ g (Vi NED Ny
(t—s>3{ / (m—_t) '

—5/ Fz(\/lsf ?)e_%dr}

S N =)
(2S—t)\/m F(r t—s>3 5,2 }
0

g2

using that

1
F(h,r) < §r3F(Ar)(1 — ey,
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Therefore, if 1 /2 <s <t,
Iy > 4[“;5_61;;3/2 /Ooor3F<r ’_S)e 5 dr
- 2.-52¢3/s OOF(r s(t—s )) 52
T2 —9)32 0 t(1—1)
= % Ooor4e_2f<rlef> dr

. 2q2s3(t —5) - qzs(t —5)

—

2AS/2 T QA5
and as a consequence,
2
Z’ —
/ I4dsdt2/ I4dsdtzq—/ S s ai
0<s<t<l t/2<s<t<l 2 t/2<s<t<l A5/
2 2
l' —
. SU=5) year =4 A3 ds dr.
4 0<s<r<l A5/2 12 O<s<t<l1
Putting all these estimates together yields
1 > 5 32
f E . . dsdt:Z/ Ikdsdtz—/ A% ds dr.
oss<t<l LIBs = Bill> - 1Bl o Joss=<e<i 6 Jo<s<r<1
Thus, it just remains to show that
6 ~
(5.38) / A3 gsdt > —/ A3 gs dt,
O<s<t<l1 5 Joss=<i<1

where A := t(1 —s). Note that A = A+ (t — 5)%. Recall also that, for any o € R, and any
X € (_19 1)’

(5.39) (1+x)“=1+2a(a_1)”1,’,(“_"“))61

i>1

Thus,

1 1 (3/2)(5/2)...(k+1/2) (t—s)*
TR (R i 5)

k>1
One needs now to compute the coefficients Cy defined by
_(B/(5/2) ... (k+1/2) (t — )%
B k! 0<s<r<1 AK+3/2

We claim that one has for any £ > 0,

dsdt.

22k+2

—Df%,,
D B

(5.40) Cr =

with X9 =1, and fork > 1,

2k _ .
Ek:1+2(_1)i(k+1/2)(k 1/2)...(k=i+3/2)

o
i=1 L
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We will prove this formula in a moment, but let us conclude the proof of the lemma first,
assuming it is true. Straightforward computations show by (5.40) that
3

2
C0=4, Clzg and C2=1—0,

and Co + C1 + Cp > 6Cy/5, gives (5.38) as wanted.
So let us prove (5.40) now. Note that one can assume k > 1, as the result for k =0 is
immediate. By (5.39) one has

1=+

i>1

k+3/90+5/2)..(k+i+1/2)

il

Thus, by integrating parts we get

t (I_S)Zk _ (k+3/2)...Ck+i+1/2)  5iiig
/Omds_(%)lz TS L

i>0

and then

Lot (t —s)% B k+3/2)...(k+i—1/2)
/0 /o (K3/2(] — 5)k 32 d“”_(zk)!g Qk+i+ D) :

As a consequence,

o, _ 20! 3 (3/2)(5/2)...(k+i—1/2)

k

kS Qk+i+1)!
B (2k)! Z|(k+1/2)(k—1/2)...(—k—i+1/2)|
ok 1/2)(k—1/2)...(3/2)(1/2)2 - k! = Qk +i+1)!
2R k4 1/2)(k—1/2) ... (—k—i +1/2)]

’

2k+1izo 2k +i+1)!

and it just remains to observe that the last sum is well equal to X;. The latter is obtained by
taking the limit as ¢ goes to 1 in the formula (5.39) for (1 — 1)**t1/2 This concludes the proof
of Lemma 5.4.

REMARK 5.6. It would be interesting to show that the covariance between 1/]|8; — B1]°
and 1/ ;|17 itself is positive for all 0 < s < < 1 and not just its integral, as we have just
shown.

6. Proof of Theorem B. The proof of Theorem B is based on the Lindeberg—Feller
theorem for triangular arrays that we recall for convenience (see Theorem 3.4.5 in [9]).

THEOREM 6.1 (Lindeberg—Feller). For each n let (X, ;:1 <i <n) be a collection of
independent random variables with zero mean. Suppose that the following two conditions are
satisfied:

(1) Z?:l E[Xﬁ,i] —o2>0asn— 00, and
(i) Y7, E[(Xn,i)21{|Xn,,-| >¢e}]— 0,asn — oo, forall e > 0.

Then, Sy = X1+ + Xpn = N(0,0?%), as n — o0.
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In order to apply this result, one needs three ingredients. The first one is an asymptotic
estimate for the variance of the capacity of the range which is given by our Theorem A. The
second ingredient is a decomposition of the capacity of two sets as a sum of the capacities
of the two sets minus some error term, in the spirit of the inclusion-exclusion formula for
the cardinality of a set, which allows to decompose the capacity of the range up to time n
into a sum of independent pieces having the law of the capacity of the range up to a smaller
time index and, finally, the last ingredient is a sufficiently good bound on the centered fourth
moment.

This strategy has already been employed successfully for the capacity of the range in
dimension six and more in [3] (and for the size of the range as well; see [13, 14]). In this case
the asymptotic of the variance followed simply from a subadditivity argument, but the last two
ingredients are entirely similar in dimension 5 and in higher dimensions. In particular, one
has the following decomposition (see Proposition 1.6 in [4]): for any two subsets A, B C 74,
d>3,

(6.1) Cap(A U B) =Cap(A) + Cap(B) — x (A, B),

where x (A, B) is some error term. Its precise expression is not so important here. All one
needs to know is that

IX(A,B)|<3) > G(x.y),

x€AyeB
so that by [3], Lemma 3.2, if R,, and ﬁn are the ranges of two independent walks in 77, then
(6.2) E[x (Rn, Ra)*] = O(n?).

We note that the result is shown for the simple random walk only in [3], but the proof applies
as well to our setting (in particular Lemma 3.1 thereof also follows from (2.9)). Now, as
noticed already by Le Gall in his paper [17] (see his remark (iii) p.503), a good bound on the
centered fourth moment follows from (6.1) and (6.2) and the triangle inequality in L*. More
precisely, in dimension 5 one obtains (see, for instance, the proof of Lemma 4.2 in [3] for
some more details)

(6.3) E[(Cap(R,) — E[Cap(R,)])*] = O(n?(logn)*).

Actually, we would even obtain the slightly better bound O (n?(logn)?), using our new bound
on the variance Var(Cap(R,)) = O(nlogn), but this is not needed here. Using next a dyadic
decomposition of n, one can write with T := [n/(logn)*|,

1n/T) _
(6.4) Cap(Ra) = Y Cap(RY) — R,
i=0

and
L 2@—1

B =3 % AR REL)
£=1i=0

is a triangular array of error terms (with L = log, (log n)*). Then, it follows from (6.2) that

L 2(—1 L 2[—1
vty =13 V(T 035 ) 23T vt (2. 1)
=1 i1 =1i=1

= O(L%n) = O(n(loglogn)?).
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In particular, (R, — E[R,])/+/nlogn converges in probability to 0. Thus, one is just led to
show the convergence in law of the remaining sum in (6.4). For this one can apply Theo-
rem 6.1 with

~_ Cap(Ry) — E[Cap(R7)]

Indeed, Condition (i) of the theorem follows from Theorem A, and Condition (ii) follows
from (6.3) and Markov’s inequality (more details can be found in [3]). This concludes the
proof of Theorem B.
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SUPPLEMENTARY MATERIAL

Supplement to ‘“Capacity of the range in dimension 57 (DOI: 10.1214/20-
AOP1442SUPP; .pdf). Capacity of the range in dimension 5: rough variance bounds [19].
This companion paper provides the proofs of Propositions 3.3-3.6, as well as the proof of
Lemma 3.1.
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