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#### Abstract

In this article, we consider the stochastic wave equation on $\mathbb{R}_{+} \times \mathbb{R}$, driven by a linear multiplicative space-time homogeneous Gaussian noise whose temporal and spatial covariance structures are given by locally integrable functions $\gamma$ (in time) and $f$ (in space), which are the Fourier transforms of tempered measures $\nu$ on $\mathbb{R}$, respectively $\mu$ on $\mathbb{R}$. Our main result shows that the law of the solution $u(t, x)$ of this equation is absolutely continuous with respect to the Lebesgue measure.
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## 1 Introduction

In this article, we study the absolute continuity of the law of the solution to the stochastic wave equation with linear multiplicative noise, in spatial dimension $d=1$ :

$$
\left\{\begin{align*}
\frac{\partial^{2} u}{\partial t^{2}}(t, x) & =\frac{\partial^{2} u}{\partial x^{2}}(t, x)+u(t, x) \dot{W}(t, x), \quad t>0, x \in \mathbb{R},  \tag{1.1}\\
u(0, x) & =1, \quad x \in \mathbb{R}, \\
\frac{\partial u}{\partial t}(0, x) & =0, \quad x \in \mathbb{R},
\end{align*}\right.
$$

where $W$ is the spatially-homogeneous Gaussian noise considered in [3, 2], whose precise definition is given in Section 2 below.

[^0]The goal of this article is to show that the law of the solution to equation (1.1) has a density with respect to the Lebesgue measure. This problem has a long history which we outline below. Before this, we recall from [3] the definition of the solution, referring to Section 3 below for the precise definition of the Skorohod integral. We denote by $G$ the fundamental solution of the wave equation on $\mathbb{R}_{+} \times \mathbb{R}$ :

$$
G(t, x)=\frac{1}{2} 1_{\{|x|<t\}} .
$$

Definition 1.1. We say that a process $u=\{u(t, x) ; t \geq 0, x \in \mathbb{R}\}$ with $u(0, x)=1$ for all $x \in \mathbb{R}$ is a (mild Skorohod) solution of equation (1.1) if $u$ has a measurable modification (denoted also by $u$ ) such that $\sup _{(t, x) \in[0, T] \times \mathbb{R}} \mathbb{E}|u(t, x)|^{2}<\infty$ for all $T>0$, and for any $t>0$ and $x \in \mathbb{R}$, the following equality holds in $L^{2}(\Omega)$ :

$$
\begin{equation*}
u(t, x)=1+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) u(s, y) W(\delta s, \delta y) \tag{1.2}
\end{equation*}
$$

where the stochastic integral is understood in the Skorohod sense, and the process $v^{(t, x)}=\left\{v^{(t, x)}(s, y)=1_{[0, t]}(s) G(t-s, x-y) u(s, y) ; s \geq 0, y \in \mathbb{R}\right\}$ is Skorohod integrable.

The existence of the solution to the wave equation with general initial condition and space-time homogeneous Gaussian noise has not been studied in the literature so far. Article [2] examined the heat equation with initial condition given by a measure, and the same noise $W$ as in the present paper.

In the case of constant initial condition, it was proved in [3] that the wave equation has a unique solution in any spatial dimension $d$, provided that the spatial spectral measure $\mu$ of the noise satisfies Dalang's condition:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{1}{1+|\xi|^{2}} \mu(d \xi)<\infty \tag{1.3}
\end{equation*}
$$

Condition (1.3) was introduced simultaneously in articles [9] and [30], and plays a crucial role in the study of stochastic partial differential equations (SPDEs) with spatially homogeneous Gaussian noise (see for instance [9, 29, 27, 17] for a sample of relevant references). Owing to Remark 10(b) in [9], note that (1.3) holds automatically if $d=1$.

The problem of absolute continuity of the law and smoothness of the density for the solution of an SPDE goes back to article [7], in which the authors studied the equation:

$$
\begin{equation*}
L u(t, x)=\sigma(u(t, x)) \dot{W}(t, x)+b(u(t, x)) \tag{1.4}
\end{equation*}
$$

with space-time white noise $W$, smooth functions $\sigma$ and $b$, and $L$ the wave operator on $\mathbb{R}_{+} \times I$, for an interval $I \subset \mathbb{R}$ which could be bounded, semi-bounded, or even $\mathbb{R}$, with Dirichlet boundary conditions when $I$ has a finite endpoint. These authors showed that the mild solution (defined similarly to (1.2) using the Green function of the wave operator) coincides with the weak solution (defined using integration against test functions) and proved that this solution has a smooth density. In [28], [5] and [24], it was shown that the same property holds for equation (1.4) in which $L$ is replaced by the heat operator on $\mathbb{R}_{+} \times[0,1]$, with Dirichlet (respectively Neumann) boundary conditions. (In this case, the fact that the mild and weak solutions coincide was known from Walsh' lecture notes [36].)

In the recent years, several authors revisited the problem of existence and smoothness of density for the mild solution of an SPDE of form (1.4) on the entire space $\mathbb{R}^{d}$, with Lipschitz functions $\sigma$ and $b$, driven by the more general Gaussian noise introduced in $[10,9]$. This noise is spatially homogeneous (with spatial spectral measure $\mu$ as above),
but white in time, i.e. has temporal covariance structure given formally by the Dirac distribution at 0 . The function $\sigma$ is assumed to satisfy the condition:

$$
\begin{equation*}
|\sigma(x)| \geq c>0 \quad \text { for all } x \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

This non-degeneracy condition guarantees the genuine stochastic nature of the solution $u$, since the noise term will never vanish, and turns out to be crucial in order to prove conditions (1.7) and (1.8) below. Nevertheless, in the case of the stochastic heat equation, condition (1.5) can be substantially weaken (see [24, 28]).

We refer the reader to [23] for the wave equation in spatial dimension $d=2$, [27] for the heat equation in any dimension $d$ and the wave equation in dimension $d=1,2,3$ (see also $[22,32,33]$ ), and $[34,35]$ for the wave equation in dimension $d \geq 4$.

In the case of the space-time Gaussian noise which is colored in time (i.e. has temporal covariance structure given by a non-negative-definite locally integrable function), all references related to the problem of existence and smoothness of the density of the law of the solution focus on the stochastic heat equation with linear multiplicative noise (i.e. $\sigma(x)=x$ and $b=0)$ :

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=\frac{1}{2} \Delta u(t, x)+u(t, x) \dot{W}(t, x), \quad t>0, x \in \mathbb{R}^{d} \tag{1.6}
\end{equation*}
$$

with initial condition $u(0, x)=u_{0}(x)$, where $u_{0}$ is a continuous bounded function. In this case, the noise is not a martingale in time, and the techniques of Itô stochastic integration cannot be used. This leads to several types of solution: the mild Skorohod solution defined similarly to (1.2) using the Skorohod integral involving the Green function $G_{h}$ of the heat operator, the mild Stratonovich solution defined using a Stratonovich-type integral of the same term as in (1.2) involving $G_{h}$, and the weak solution defined using Stratonovich integration against test functions. According to some well-known criteria from Malliavin calculus, to show that $u(t, x)$ has a density it is enough to prove that

$$
\begin{equation*}
\|D u(t, x)\|_{\mathcal{H}}>0 \quad \text { a.s. } \tag{1.7}
\end{equation*}
$$

and this density is smooth if $u(t, x)$ is infinitely differentiable in the Malliavin sense and

$$
\begin{equation*}
\mathbb{E}\|D u(t, x)\|_{\mathcal{H}}^{-2 p}<\infty \text { for all } p>0 \tag{1.8}
\end{equation*}
$$

The notation $\mathcal{H}$ stands for the Hilbert space associated to the space-time correlation of the noise (see Section 2 for the precise definition).

In [16], it was proved that relation (1.8) holds for the weak solution of (1.6), if the covariance functions of the noise are given by $\gamma(t)=\rho_{H}(t):=H(2 H-1)|t|^{2 H-2}$ and $f(x)=\prod_{i=1}^{d} \rho_{H_{i}}\left(x_{i}\right)$ with parameters $H, H_{1}, \ldots, H_{d} \in(1 / 2,1)$. This result was obtained using the Feynman-Kac (FK) representation of the weak solution, which holds only when the parameters of the noise satisfy the condition $2 H+\sum_{i=1}^{d} H_{i}>d+1$. Under the same condition, it might be possible to prove that the mild Skorohod solution of equation (1.6) satisfies (1.8), using the FK formula of this solution given in [16]. In the case of general covariance functions $\gamma$ and $f$, the authors of [14] established the FK formula for the mild Stratonovich solution to equation (1.6), assuming that $0 \leq \gamma(t) \leq C_{\beta}|t|^{-(1-\beta)}$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(\frac{1}{1+|\xi|^{2}}\right)^{\beta} \mu(d \xi)<\infty \tag{1.9}
\end{equation*}
$$

for some $\beta \in(0,1)$ and $C_{\beta}>0$. Under this assumption, it may be possible to show that the mild Stratonovich solution satisfies relation (1.8). In the recent preprint [15], it was proved that the mild Skorohod solution $u(t, x)$ to equation (1.6) satisfies (1.8) by
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deriving estimates for the small ball probability $\mathbb{P}\left(\|D u(t, x)\|_{\mathcal{H}} \leq a\right)$ as $a \rightarrow 0+$. This was proved using an FK formula for the regularization of the solution, and assuming that the noise is white in either space or time, or $c_{1} t^{\alpha_{0}} \leq \gamma(t) \leq c_{2} t^{-\alpha_{0}}$ for all $t \in \mathbb{R}$, for some $c_{1}, c_{2}>0$ and $\alpha_{0} \in[0,1)$, and $f$ satisfies the scaling property $f(c x) \leq c^{-\alpha} f(x)$ for all $c>0$ and $x \in \mathbb{R}^{d}$, for some $\alpha \in(0,2)$. In addition, these authors assume that $\gamma=\gamma_{0} * \gamma_{0}$ and $f=f_{0} * f_{0}$ for some functions $\gamma_{0}$ and $f_{0}$.

In the present article, we will prove the absolute continuity of the law of the solution to the wave equation (1.1) with space-time homogeneous Gaussian noise, under Assumption A given below. For the wave equation, it is not known if there is a FK formula for the solution. Our method for proving (1.7) is similar to the one used in [27] for the white noise in time. Since $\sigma(x)=x$ fails to satisfy condition (1.5), we will prove (1.7) by localizing on the event $\Omega_{m}=\left\{|u(t, x)|>m^{-1}\right\}$ and let $m \rightarrow \infty$. Note that, compared to parabolic type equations, the solution of the stochastic wave equation does not verify a comparison principle and therefore can hit zero with positive probability.

A closer look at the inner product in $\mathcal{H}$ reveals that it is enough to prove that (see Corollary 2.4 below):

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r>0 \quad \text { a.s. on } \quad \Omega_{m} . \tag{1.10}
\end{equation*}
$$

For this, we will show that the process $\left\{D_{r, z} u(t, x) ; r \in[0, t], z \in \mathbb{R}\right\}$ has a jointly measurable modification and satisfies a certain integral equation involving a Hilbert-space valued Skorohod integral. As shown in Sections 3, 4 and 5 below, the proofs of these facts contain some of the main technical difficulties encountered throughout the article, which are mainly due to the time-space correlation of the underlying noise.

The recent preprints $[18,12]$ contain some estimates which are related to the present article. More precisely, Lemma 5.1 of [18] shows that if $u$ is the solution of the stochastic heat equation with space-time white noise, then for any $T>0$ and $(t, x) \in[0, T] \times \mathbb{R}$,

$$
\begin{equation*}
\mathbb{E}\left|D_{r, z} u(t, x)\right|^{2} \leq C_{T} G^{2}(t-r, x-z), \quad \text { for all }(r, z) \in[0, t] \times \mathbb{R}, \tag{1.11}
\end{equation*}
$$

where $G(t, x)=(2 \pi t)^{-1 / 2} \exp \left(-x^{2} /(2 t)\right)$ is the heat kernel and $C_{T}>0$ is a constant depending on $T$. In the case of the wave equation in dimension $d=1$ with Gaussian noise which is white in time and fractional in space (with Hurst index $H \geq 1 / 2$ ), Lemma 2.2 in [12] gives an estimate similar to (1.11), except that it holds for almost all $(r, z) \in[0, t] \times \mathbb{R}$. In the present article, we could not obtain such a nice estimate for the solution of the wave equation in dimension $d=1$, with general space-time homogeneous Gaussian noise. But we prove that $\mathbb{E}\left\|D_{r,}, u(t, x)\right\|_{L^{2}(\mathbb{R})}^{2}$ is uniformly bounded in $r \in[0, t]$ and $(t, x) \in[0, T] \times \mathbb{R}$, which implies that $D_{r, u}, u(t, x)$ belongs to $L^{2}(\mathbb{R})$ a.s. (see Theorem 3.11 below).

We suppose that the following assumption holds, which is important for describing the space $\mathcal{H}$ and its inner product, as shown by Theorem 2.3 below.
Assumption A. $\mu(d \xi)=(2 \pi)^{-d} g(\xi) d \xi, \nu(d \tau)=(2 \pi)^{-1} h(\tau) d \tau$ and $1 /(h g) 1_{\{h g>0\}}$ is a slow growth (or tempered) function, i.e. there exists an integer $k \geq 1$ such that

$$
\int_{\{h g>0\}}\left(\frac{1}{1+\tau^{2}+|\xi|^{2}}\right)^{k} \frac{1}{h(\tau) g(\xi)} d \tau d \xi<\infty .
$$

Our basic example is $\gamma(t)=H(2 H-1)|t|^{2 H-2}$ with $1 / 2<H<1$ and $f$ is the Riesz kernel of order $\alpha$, i.e. $f(x)=|x|^{-1+\alpha}$ with $0<\alpha<1$. In this case, $h(\tau)=|\tau|^{2 H-1}$ and $g(\xi)=c_{\alpha}|\xi|^{-\alpha}$ for some constant $c_{\alpha}>0$ depending on $\alpha$. Assumption A is satisfied for this example.

The following theorem is the main result of the present article.

Theorem 1.2. Let $u$ be the solution of equation (1.1). If Assumption $A$ holds, then the restriction of the law of the random variable $u(t, x) 1_{\{u(t, x) \neq 0\}}$ to the set $\mathbb{R} \backslash\{0\}$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R} \backslash\{0\}$.

This article is organized as follows. In Section 2, we describe our space-time homogeneous Gaussian noise and we characterize the space $\mathcal{H}$ and its inner product. In Section 3, we review some basic elements of Malliavin calculus, we prove that the solution to equation (1.1) is infinitely differentiable in the Malliavin sense, and examine some properties of its Malliavin derivative. In Section 4 we examine the second order Malliavin derivative of the solution. In Section 5, we prove that the Malliavin derivative satisfies a certain integral equation. In Section 6, we give the proof of Theorem 1.2. In Appendix A, we discuss a Parseval-type identity, while in Appendix B we give a criterion for the existence of a measurable modification of a random field. Both these results are used in the present article.

## 2 Characterization of the space $\mathcal{H}$

In this section, we define the space-time homogeneous Gaussian noise $W$, we provide an alternative definition of the inner product in $\mathcal{H}$ in terms of the Fourier transform in the space and time variables, and we give a characterization of the space $\mathcal{H}$ (which is due essentially to [6]). This characterization plays an important role in the present article, because it allows us to focus on (1.10), instead of (1.7). The results in the present section are valid for any space dimension $d \geq 1$.

The noise $W$ is given by a zero-mean Gaussian process $\left\{W(\varphi) ; \varphi \in \mathcal{D}\left(\mathbb{R}^{d+1}\right)\right\}$ defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, with covariance

$$
\mathbb{E}\left[W\left(\varphi_{1}\right) W\left(\varphi_{2}\right)\right]=\int_{\mathbb{R}^{2} \times \mathbb{R}^{2 d}} \gamma(t-s) f(x-y) \varphi_{1}(t, x) \varphi_{2}(s, y) d x d y d t d s=: J\left(\varphi_{1}, \varphi_{2}\right)
$$

where $\gamma: \mathbb{R} \rightarrow[0, \infty]$ and $f: \mathbb{R}^{d} \rightarrow[0, \infty]$ are continuous, symmetric, locally integrable functions, such that

$$
\begin{array}{lll}
\gamma(t)<\infty & \text { if and only if } & t \neq 0 \\
f(x)<\infty & \text { if and only if } & x \neq 0
\end{array}
$$

Here $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ is the space of $C^{\infty}$-functions on $\mathbb{R}^{d+1}$ with compact support. We denote by $\mathcal{H}$ the completion of $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ with respect to $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ defined by $\left\langle\varphi_{1}, \varphi_{2}\right\rangle_{\mathcal{H}}=J\left(\varphi_{1}, \varphi_{2}\right)$.

We assume that $f$ is non-negative-definite (in the sense of distributions), i.e.

$$
\int_{\mathbb{R}^{d}}(\varphi * \widetilde{\varphi})(x) f(x) d x \geq 0, \quad \text { for all } \quad \varphi \in \mathcal{S}\left(\mathbb{R}^{d}\right)
$$

where $\widetilde{\varphi}(x)=\varphi(-x)$ and $\mathcal{S}\left(\mathbb{R}^{d}\right)$ is the space of rapidly decreasing $C^{\infty}$-functions on $\mathbb{R}^{d}$. By the Bochner-Schwartz theorem, there exists a tempered measure $\mu$ on $\mathbb{R}^{d}$ such that $f=\mathcal{F} \mu$, where $\mathcal{F} \mu$ denotes the Fourier transform of $\mu$ in the space $\mathcal{S}_{\mathbb{C}}^{\prime}\left(\mathbb{R}^{d}\right)$ of $\mathbb{C}$-valued tempered distributions on $\mathbb{R}^{d}$. We emphasize that this does not mean that $f(x)=\int_{\mathbb{R}^{d}} e^{-i \xi \cdot x} \mu(d \xi)$ for all $x \in \mathbb{R}^{d}$, since $\mu$ may be an infinite measure. It means that

$$
\int_{\mathbb{R}^{d}} f(x) \varphi(x) d x=\int_{\mathbb{R}} \mathcal{F} \varphi(\xi) \mu(d \xi) \quad \text { for all } \quad \varphi \in \mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d}\right),
$$

where $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d}\right)$ is the space of $\mathbb{C}$-valued rapidly decreasing $C^{\infty}$-functions on $\mathbb{R}^{d}$, and $\mathcal{F} \varphi(x)=\int_{\mathbb{R}^{d}} e^{-i \xi \cdot x} \varphi(x) d x$ is the Fourier transform of $\varphi$. Here $\xi \cdot x$ denotes the scalar product in $\mathbb{R}^{d}$. Similarly, we assume that $\gamma$ is non-negative-definite (in the sense of
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distributions), and so there exists a tempered measure $\nu$ on $\mathbb{R}^{d}$ such that $\gamma=\mathcal{F} \nu$ in $\mathcal{S}_{\mathbb{C}}^{\prime}\left(\mathbb{R}^{d}\right)$.

Note that, by the definition of the measure $\mu$, for any $\varphi_{1}, \varphi_{2} \in \mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi_{1}(x) \overline{\varphi_{2}(y)} d x d y=\int_{\mathbb{R}^{d}} \mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \varphi_{2}(\xi)} \mu(d \xi) \tag{2.1}
\end{equation*}
$$

Similarly, for any $\phi_{1}, \phi_{2} \in \mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{\mathbb{R}} \gamma(t-s) \phi_{1}(t) \overline{\phi_{2}(s)} d t d s=\int_{\mathbb{R}} \mathcal{F} \phi_{1}(\tau) \overline{\mathcal{F} \phi_{2}(\tau)} \nu(d \tau) . \tag{2.2}
\end{equation*}
$$

Building upon a remarkable result borrowed from [21], in Appendix A, we show that relation (2.1) holds for any functions $\varphi_{1}, \varphi_{2} \in L_{\mathbb{C}}^{1}\left(\mathbb{R}^{d}\right)$ whose absolute values have "finite energy" with respect to the kernel $f$. This fact is used in the proof of Lemma 3.1 below.

By Lemma 2.1 of [3], for any $\varphi_{1}, \varphi_{2} \in \mathcal{D}\left(\mathbb{R}^{d+1}\right)$,

$$
\begin{equation*}
\left\langle\varphi_{1}, \varphi_{2}\right\rangle_{\mathcal{H}}=\int_{\mathbb{R}^{d+1}} \mathcal{F} \varphi_{1}(\tau, \xi) \overline{\mathcal{F} \varphi_{2}(\tau, \xi)} \nu(d \tau) \mu(d \xi) \tag{2.3}
\end{equation*}
$$

where $\mathcal{F}$ denotes the Fourier transform in both variables $t$ and $x$.
Similarly to [20, 6], we consider the space:
$\mathcal{U}=\left\{S \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d+1}\right) ; \mathcal{F} S\right.$ is a (measurable) function and $\left.\int_{\mathbb{R}^{d+1}}|\mathcal{F} S(\tau, \xi)|^{2} \nu(d \tau) \mu(d \xi)<\infty\right\}$. The space $\mathcal{U}$ is endowed with the inner product

$$
\left\langle S_{1}, S_{2}\right\rangle_{\mathcal{U}}:=\int_{\mathbb{R}^{d+1}} \mathcal{F} S_{1}(\tau, \xi) \overline{\mathcal{F} S_{2}(\tau, \xi)} \nu(d \tau) \mu(d \xi)
$$

By (2.3), $\left\langle\varphi_{1}, \varphi_{2}\right\rangle_{\mathcal{H}}=\left\langle\varphi_{1}, \varphi_{2}\right\rangle_{\mathcal{U}}$ for any $\varphi_{1}, \varphi_{2} \in \mathcal{D}\left(\mathbb{R}^{d+1}\right)$. We denote $\|S\|_{\mathcal{U}}^{2}=\langle S, S\rangle_{\mathcal{U}}$. Note that if $S \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d+1}\right)$ is such that $\mathcal{F} S$ is a function, then

$$
\begin{equation*}
\mathcal{F} S(-\tau,-\xi)=\overline{\mathcal{F} S(\tau, \xi)} \text { for almost all }(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^{d} \tag{2.4}
\end{equation*}
$$

The proof of this fact is very similar to that of Lemma 3.1 of [20]. This property and the symmetry of the measures $\nu$ and $\mu$ imply that $\langle\cdot, \cdot\rangle_{\mathcal{U}}$ is a well-defined $\mathbb{R}$-valued inner product, provided that we identify two elements $S_{1}$ and $S_{2}$ such that $\left\|S_{1}-S_{2}\right\|_{\mathcal{U}}=0$.

We let $L_{\mathbb{C}}^{2}(\nu \times \mu)$ be the space of functions $v: \mathbb{R}^{d+1} \rightarrow \mathbb{C}$ such that

$$
\int_{\mathbb{R}^{d+1}}|v(\tau, \xi)|^{2} \nu(d \tau) \mu(d \xi)<\infty
$$

and $\widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu)$ be the subset of $L_{\mathbb{C}}^{2}(\nu \times \mu)$ consisting of functions $v$ such that $v(-\tau,-\xi)=$ $\overline{v(\tau, \xi)}$ for almost all $(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^{d}$.

The next result generalizes Theorem 3.2 of [20] to higher dimensions. Assumption A is not needed for this result.
Theorem 2.1. The space $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ is dense in $\mathcal{U}$, with respect to $\langle\cdot, \cdot\rangle_{\mathcal{U}}$, and hence $\mathcal{U}$ is included in $\mathcal{H}$. Moreover, $\left\langle S_{1}, S_{2}\right\rangle_{\mathcal{U}}=\left\langle S_{1}, S_{2}\right\rangle_{\mathcal{H}}$ for any $S_{1}, S_{2} \in \mathcal{U}$.

Proof. We only need to prove that $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ is dense in $\mathcal{U}$, with respect to $\langle\cdot, \cdot\rangle_{\mathcal{U}}$, i.e. for any $S \in \mathcal{U}$, there exists a sequence $\left(\varphi_{n}\right)_{n \geq 1} \subset \mathcal{D}\left(\mathbb{R}^{d+1}\right)$ such that $\left\|\varphi_{n}-S\right\|_{\mathcal{U}} \rightarrow 0$ as $n \rightarrow \infty$. For this, it suffices to prove that

$$
\begin{equation*}
\mathcal{F}\left(\mathcal{D}\left(\mathbb{R}^{d+1}\right)\right) \quad \text { is dense in } \widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu), \tag{2.5}
\end{equation*}
$$

where $\mathcal{F}\left(\mathcal{D}\left(\mathbb{R}^{d+1}\right)\right)$ is the image of $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ under the Fourier transform, and $\widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu)$ is endowed with the topology of $L_{\mathbb{C}}^{2}(\nu \times \mu)$. (To see this, let $S \in \mathcal{U}$ be arbitrary. Since $\mathcal{F} S \in$ $\widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu)$, there exists a sequence $\left(\varphi_{n}\right)_{n \geq 1} \subset \mathcal{D}\left(\mathbb{R}^{d+1}\right)$ such that $\left\|\mathcal{F} \varphi_{n}-\mathcal{F} S\right\|_{L_{\mathbb{C}}^{2}(\nu \times \mu)}=$ $\left\|\varphi_{n}-S\right\|_{\mathcal{U}} \rightarrow 0$ as $n \rightarrow \infty$.)

It remains prove (2.5). First, we claim that

$$
\begin{equation*}
\mathcal{F}\left(\mathcal{D}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)\right) \quad \text { is dense in } L_{\mathbb{C}}^{2}(\nu \times \mu) \tag{2.6}
\end{equation*}
$$

Indeed, this is an extension of Theorem 4.1 in [19], which is proved as follows. First, $\mathcal{F}\left(\mathcal{D}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)\right)$ is dense in $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$, because the Fourier transform defines an homeomorphism from $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ onto itself. Secondly, using that $\nu$ and $\mu$ are tempered measures, one obtains that $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right) \subset L_{\mathbb{C}}^{2}(\nu \times \mu)$ and that convergence in $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ implies convergence in $L_{\mathbb{C}}^{2}(\nu \times \mu)$. These two facts imply the third one, namely $\mathcal{F}\left(\mathcal{D}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)\right)$ is dense in $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ with respect to the topology of $L_{\mathbb{C}}^{2}(\nu \times \mu)$. Finally, the conclusion follows by observing that $\mathcal{S}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ is dense in $L_{\mathbb{C}}^{2}(\nu \times \mu)$, since $\mathcal{D}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ is so. This proves (2.6).

We now prove (2.5). Let $v \in \widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu)$ be arbitrary. By (2.6), there exists a sequence $\left(\varphi_{n}\right)_{n \geq 1}$ in $\mathcal{D}_{\mathbb{C}}\left(\mathbb{R}^{d+1}\right)$ such that $\mathcal{F} \varphi_{n} \rightarrow v$ in $L_{\mathbb{C}}^{2}(\nu \times \mu)$. Note that this implies that the following limits hold in $L^{2}(\nu \times \mu)$ :

$$
\lim _{n \rightarrow \infty} \operatorname{Re}\left(\mathcal{F} \varphi_{n}\right)=\operatorname{Re}(v) \quad \text { and } \quad \lim _{n \rightarrow \infty} \operatorname{Im}\left(\mathcal{F} \varphi_{n}\right)=\operatorname{Im}(v)
$$

Let us construct a sequence $\left(\psi_{n}\right)_{n \geq 1}$ in $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ such that $\mathcal{F} \psi_{n} \rightarrow v$ in $L_{\mathbb{C}}^{2}(\nu \times \mu)$. For this, we will use the following notation. Namely, for any $\mathbb{C}$-valued function $\kappa, \mathrm{e}(\kappa):=\frac{1}{2}(\kappa+\widetilde{\kappa})$ and $\mathrm{o}(\kappa):=\frac{1}{2}(\kappa-\widetilde{\kappa})$ denote the even and odd parts of $\kappa$, respectively.

Since $v$ belongs to $\widetilde{L}_{\mathbb{C}}^{2}(\nu \times \mu)$, we have that $\operatorname{Re}(v)$ is a even function and $\operatorname{Im}(v)$ is an odd function. Here, we say that a function $g$ is even if $g(-x)=g(x)$ for almost all $x \in \mathbb{R}^{d+1}$ and is odd if $g(-x)=-g(x)$ for almost all $x \in \mathbb{R}^{d+1}$. These properties, together with the symmetry of the measures $\nu$ and $\mu$, imply that the following limits hold in $L^{2}(\nu \times \mu)$ :

$$
\lim _{n \rightarrow \infty} \mathrm{e}\left(\operatorname{Re}\left(\mathcal{F} \varphi_{n}\right)\right)=\operatorname{Re}(v) \quad \text { and } \quad \lim _{n \rightarrow \infty} \mathrm{o}\left(\operatorname{Im}\left(\mathcal{F} \varphi_{n}\right)\right)=\operatorname{Im}(v) .
$$

Define $\psi_{n}:=\mathcal{F}^{-1}\left(\mathrm{e}\left(\operatorname{Re}\left(\mathcal{F} \varphi_{n}\right)\right)+i \mathrm{o}\left(\operatorname{Im}\left(\mathcal{F} \varphi_{n}\right)\right)\right)$. Then, $\psi_{n}$ is a real function, belongs to $\mathcal{D}\left(\mathbb{R}^{d+1}\right)$ and, by construction, $\mathcal{F} \psi_{n} \rightarrow v$ in $L_{\mathbb{C}}^{2}(\nu \times \mu)$.

The following result not only generalizes Theorem 3.4 of [20] to higher dimensions, but also specifies the necessary and sufficient condition for the completeness of $\mathcal{U}$. This result is an immediate consequence of Theorem 3.5.(2) of [6], applied to the space $\mathbb{R}^{d+1}$ and the measure $F=\nu \times \mu$.
Theorem 2.2. Assume that $\mu(\xi)=(2 \pi)^{-d} g(\xi) d \xi$ and $\nu(d \tau)=(2 \pi)^{-1} h(\tau) d \tau$. Then $\mathcal{U}$ is complete if and only if for any function $\varphi \in L_{\mathbb{C}}^{2}(\nu \times \mu)$ there exists an integer $k \geq 1$ such that

$$
\int_{\{h>0, g>0\}}\left(\frac{1}{1+\tau^{2}+|\xi|^{2}}\right)^{k}|\varphi(\tau, \xi)| d \tau d \xi<\infty
$$

In particular, $\mathcal{U}$ is a complete if $1 /(h g) 1_{\{h g>0\}}$ is a slow growth function.
Combining Theorems 2.1 and 2.2, we obtain the following result, which can be viewed as a generalization of Theorem 3.5 of [20] to higher dimensions.
Theorem 2.3. If Assumption $A$ holds, then $\mathcal{H}$ coincides with the space $\mathcal{U}$. Moreover, for any $S_{1}, S_{2} \in \mathcal{H}$,

$$
\left\langle S_{1}, S_{2}\right\rangle_{\mathcal{H}}=\int_{\mathbb{R}^{d+1}} \mathcal{F} S_{1}(\tau, \xi) \overline{\mathcal{F} S_{2}(\tau, \xi)} \nu(d \tau) \mu(d \xi)
$$

Corollary 2.4. If Assumption $A$ holds and $S$ is a measurable function on $\mathbb{R}_{+} \times \mathbb{R}$ such that $S \in \mathcal{H}$ and

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{R}^{d}}|S(t, x)|^{2} d x d t>0 \tag{2.7}
\end{equation*}
$$

then $\|S\|_{\mathcal{H}}>0$.
Proof. Suppose that $\|S\|_{\mathcal{H}}=0$. By Theorem 2.3, $\mathcal{F} S(\tau, \xi)=0$ for almost all $(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^{d}$. Hence $S(t, x)=0$ for almost all $t>0$ and $x \in \mathbb{R}^{d}$, which contradicts (2.7).

Despite its complicated nature, the space $\mathcal{H}$ contains a nice space of functions, called $|\mathcal{H}|$, which is defined as the set of all measurable functions $\varphi: \mathbb{R}_{+} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that

$$
\|\varphi\|_{|\mathcal{H}|}^{2}:=\int_{\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)^{2}}|\varphi(t, x) \| \varphi(s, y)| \gamma(t-s) f(x-y) d t d x d s d y<\infty
$$

Note that $|\mathcal{H}|$ is a Banach space equipped with the norm $\|\cdot\|_{|\mathcal{H}|}$, and $\|\varphi\|_{\mathcal{H}} \leq\|\varphi\|_{|\mathcal{H}|}$ for any $\varphi \in|\mathcal{H}|$. By Lemma A. 1 (Appendix A), for any integrable functions $\varphi, \psi \in|\mathcal{H}|$,

$$
\langle\varphi, \psi\rangle_{\mathcal{H}}=\int_{\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)^{2}} \varphi(t, x) \psi(s, y) \gamma(t-s) f(x-y) d t d x d s d y
$$

## 3 Malliavin derivative of the solution

In this section, we examine some properties of the Malliavin derivative $D u(t, x)$ of the solution $u(t, x)$ to equation (1.1).

We recall some basic elements of Malliavin calculus. We refer the reader to [26] for more details. Any random variable $F \in L^{2}(\Omega)$ which is measurable with respect to the $\sigma$-field generated by $\{W(\varphi) ; \varphi \in \mathcal{H}\}$ admits the representation $F=\sum_{n \geq 0} J_{n} F$ where $J_{n} F$ is the projection of $F$ on the $n$-th Wiener chaos space $\mathcal{H}_{n}$ for $n \geq 1$, and $J_{0} F=\mathbb{E}(F)$. We denote by $I_{n}$ the multiple integral of order $n$ with respect to $W$, which is a linear continuous operator from $\mathcal{H}^{\otimes n}$ onto $\mathcal{H}_{n}$.

Let $\mathcal{S}$ be the class of "smooth" random variables, i.e. random variables of the form $F=f\left(W\left(\varphi_{1}\right), \ldots, W\left(\varphi_{n}\right)\right)$, where $n \geq 1, \varphi_{1}, \ldots, \varphi_{n} \in \mathcal{H}$ and $f$ is in the set $C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ of bounded infinitely differentiable functions on $\mathbb{R}^{n}$ whose partial derivatives are bounded. The Malliavin derivative of a random variable $F$ of this form is the $\mathcal{H}$-valued random variable given by:

$$
D F=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(W\left(\varphi_{1}\right), \ldots, W\left(\varphi_{n}\right)\right) \varphi_{i}
$$

We let $\mathbb{D}^{1,2}$ be the completion of $\mathcal{S}$ with respect to the norm $\|F\|_{1,2}=\left(\mathbb{E}|F|^{2}+\mathbb{E}\|D F\|_{\mathcal{H}}^{2}\right)^{1 / 2}$.
Similarly, the iterated derivative $D^{k} F$ can be defined as a $\mathcal{H}^{\otimes k}$-valued random variable, for any natural number $k \geq 1$. For any $p>1$, let $\mathbb{D}^{k, p}$ be the completion of $\mathcal{S}$ with respect to the norm

$$
\|F\|_{k, p}=\left(\mathbb{E}|F|^{p}+\sum_{j=1}^{k} \mathbb{E}\left\|D^{j} F\right\|_{\mathcal{H}^{\otimes j}}^{p}\right)^{1 / p}
$$

It can be proved that: (see p. 28 of [26])

$$
F \in \mathbb{D}^{k, 2} \quad \text { if and only if } \sum_{n \geq 1} n^{k} \mathbb{E}\left|J_{n} F\right|^{2}<\infty
$$

For $p>1$, it can be shown that

$$
\begin{equation*}
F \in \mathbb{D}^{k, p} \quad \text { if } \quad \sum_{n \geq 1} n^{k / 2}(p-1)^{n / 2}\left(\mathbb{E}\left|J_{n} F\right|^{2}\right)^{1 / 2}<\infty \tag{3.1}
\end{equation*}
$$
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(see p. 28 of [1]).
The divergence operator $\delta$ is defined as the adjoint of the operator $D$. The domain of $\delta$, denoted by $\operatorname{Dom} \delta$, is the set of $u \in L^{2}(\Omega ; \mathcal{H})$ such that

$$
\begin{equation*}
\left|\mathbb{E}\langle D F, u\rangle_{\mathcal{H}}\right| \leq c\left(\mathbb{E}|F|^{2}\right)^{1 / 2}, \quad \forall F \in \mathbb{D}^{1,2} \tag{3.2}
\end{equation*}
$$

where $c$ is a constant depending on $u$. If $u \in \operatorname{Dom} \delta$, then $\delta(u)$ is the element of $L^{2}(\Omega)$ characterized by the following duality relation:

$$
\begin{equation*}
\mathbb{E}(F \delta(u))=\mathbb{E}\langle D F, u\rangle_{\mathcal{H}}, \quad \forall F \in \mathbb{D}^{1,2} \tag{3.3}
\end{equation*}
$$

If $u \in \operatorname{Dom} \delta$, we will use the notation

$$
\delta(u)=\int_{0}^{\infty} \int_{\mathbb{R}} u(t, x) W(\delta t, \delta x)
$$

even if $u$ is not a function in $(t, x)$, and we say that $\delta(u)$ is the Skorohod integral of $u$ with respect to $W$.

We return now to the solution $u$ of equation (1.1). From [3], we know that $u(t, x)$ has the Wiener chaos expansion

$$
u(t, x)=1+\sum_{n \geq 1} I_{n}\left(f_{n}(\cdot, t, x)\right)
$$

where $I_{n}$ is the multiple Wiener integral of order $n$ with respect to $W$, and

$$
f_{n}\left(t_{1}, x_{1}, \ldots, t_{n}, x_{n}, t, x\right)=G\left(t-t_{n}, x-x_{n}\right) \cdots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) 1_{\left\{0<t_{1}<\ldots<t_{n}<t\right\}} .
$$

It follows that

$$
\mathbb{E}|u(t, x)|^{2}=\sum_{n \geq 0} \frac{1}{n!} \alpha_{n}(t)
$$

where $\alpha_{n}(t)=(n!)^{2}\left\|\widetilde{f}_{n}(\cdot, t, x)\right\|_{\mathcal{H} \otimes n}^{2}$ and $\widetilde{f}_{n}(\cdot, t, x)$ is the symmetrization of $f_{n}(\cdot, t, x)$.
In Section 6 of [1], it was proved that if $f(x)=|x|^{-\alpha}$ with $\alpha \in(0, d)$ and $\gamma(t)=$ $H(2 H-1)|t|^{2 H-2}$ with $1 / 2<H<1$, then for any integer $k \geq 1$ and for any $p>1$,

$$
u(t, x) \in \mathbb{D}^{k, p}
$$

We will now extend this result to general functions $f$ and $\gamma$ (in the case $d=1$ ).
We begin with a maximum principle, which is a refinement of Lemma 4.2 of [3], specific to the cases $d=1$ and $d=2$. Its proof is based on a Parseval-type identity given in Appendix A.
Lemma 3.1. If $G$ is the fundamental solution of the wave equation in spatial dimension $d=1$ or $d=2$, then

$$
\sup _{\eta \in \mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|\mathcal{F} G(t, \cdot)(\xi+\eta)|^{2} \mu(d \xi)=\int_{\mathbb{R}^{d}}|\mathcal{F} G(t, \cdot)(\xi)|^{2} \mu(d \xi)
$$

Proof. We denote by $\mathcal{E}_{f}(\varphi)$ the energy of $\varphi$ with respect to $f$ given by (A.1) (Appendix A). Note that $G(t, \cdot)$ is a non-negative integrable function with $\int_{\mathbb{R}^{d}} G(t, x) d x=t$ and

$$
\mathcal{E}_{f}(G(t, \cdot))=\int_{\mathbb{R}^{d}}(G(t, \cdot) * G(t, \cdot))(x) f(x) d x=\int_{\mathbb{R}^{d}}|\mathcal{F} G(t, \cdot)(\xi)|^{2} \mu(d \xi)<\infty
$$

For any $\eta \in \mathbb{R}^{d}$, we let $G_{\eta}(t, x)=e^{-i x \cdot \eta} G(t, x)$. Then $G_{\eta}(t, \cdot) \in L_{\mathbb{C}}^{1}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{aligned}
\mathcal{E}_{f}\left(\left|G_{\eta}(t, \cdot)\right|\right) & =\int_{\mathbb{R}^{d}}\left(\left|G_{\eta}(t, \cdot)\right| *\left|G_{\eta}(t, \cdot)\right|\right)(x) f(x) d x \\
& \leq \int_{\mathbb{R}^{d}}(G(t, \cdot) * G(t, \cdot))(x) f(x) d x=\mathcal{E}_{f}(G(t, \cdot))<\infty
\end{aligned}
$$
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Moreover, $\mathcal{F} G_{\eta}(t, \cdot)(\xi)=\mathcal{F} G(t, \cdot)(\xi+\eta)$ for any $\xi \in \mathbb{R}^{d}$. It follows that

$$
\begin{aligned}
0 & \leq \int_{\mathbb{R}^{d}}|\mathcal{F} G(t, \cdot)(\xi+\eta)|^{2} \mu(d \xi)=\int_{\mathbb{R}^{d}}\left|\mathcal{F} G_{\eta}(t, \cdot)(\xi)\right|^{2} \mu(d \xi) \\
& =\int_{\mathbb{R}^{d}}\left(G_{\eta}(t, \cdot) * G_{\eta}(t, \cdot)\right)(x) f(x) d x=\left|\int_{\mathbb{R}^{d}}\left(G_{\eta}(t, \cdot) * G_{\eta}(t, \cdot)\right)(x) f(x) d x\right| \\
& \leq \int_{\mathbb{R}^{d}}\left(\left|G_{\eta}(t, \cdot)\right| *\left|G_{\eta}(t, \cdot)\right|\right)(x) f(x) d x \leq \mathcal{E}_{f}(G(t, \cdot))
\end{aligned}
$$

where for the second equality above, we used Lemma A. 2 (Appendix A).
The next result gives a stronger form of relation (4.10) of [3] (with a simplified proof). Its proof is based on Lemma 3.1.
Lemma 3.2. For any $k \geq 0$,

$$
\sum_{n \geq 0} \frac{n^{k}}{n!} \alpha_{n}(t)<\infty
$$

Proof. We will borrow notations from [3, Theorem 4.4]. Recall that

$$
\begin{equation*}
\alpha_{n}(t)=\int_{[0, t]^{2 n}} \prod_{j=1}^{n} \gamma\left(t_{j}-s_{j}\right) \psi_{n}(\mathbf{t}, \mathbf{s}) d \mathbf{t} d \mathbf{s} \tag{3.4}
\end{equation*}
$$

where $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{n}\right)$,

$$
\psi_{n}(\mathbf{t}, \mathbf{s})=\int_{\mathbb{R}^{n}} \mathcal{F} g_{\mathbf{t}}^{(n)}(\cdot, t, x)\left(\xi_{1}, \ldots, \xi_{n}\right) \overline{\mathcal{F} g_{\mathbf{s}}^{(n)}(\cdot, t, x)\left(\xi_{1}, \ldots, \xi_{n}\right)} \mu\left(d \xi_{1}\right) \ldots \mu\left(d \xi_{n}\right)
$$

and

$$
\begin{equation*}
g_{\mathbf{t}}^{(n)}(\cdot, t, x)=n!\tilde{f}_{n}\left(t_{1}, \cdot, \ldots, t_{n}, \cdot, t, x\right) \tag{3.5}
\end{equation*}
$$

If the permutation $\rho$ of $\{1, \ldots, n\}$ is chosen such that $t_{\rho(1)}<\ldots<t_{\rho(n)}$, then

$$
\begin{align*}
& \mathcal{F} g_{\mathbf{t}}^{(n)}(\cdot, t, x)\left(\xi_{1}, \ldots, \xi_{n}\right)=e^{-i \sum_{j=1}^{n} \xi_{j} \cdot x} \overline{\mathcal{F} G\left(t_{\rho(2)}-t_{\rho(1)}, \cdot\right)\left(\xi_{\rho(1)}\right)} \\
& \overline{\mathcal{F} G\left(t_{\rho(3)}-t_{\rho(2)}, \cdot\right)\left(\xi_{\rho(1)}+\xi_{\rho(2)}\right)} \ldots \overline{\mathcal{F} G\left(t-t_{\rho(n)}, \cdot\right)\left(\xi_{\rho(1)}+\ldots+\xi_{\rho(n)}\right)} \tag{3.6}
\end{align*}
$$

By relation (4.15) of [3],

$$
\alpha_{n}(t) \leq \Gamma_{t}^{n} \int_{[0, t]^{n}} \psi_{n}(\mathbf{t}, \mathbf{t}) d \mathbf{t},
$$

where $\Gamma_{t}:=2 \int_{0}^{t} \gamma(s) d s$.
To estimate $\psi_{n}(\mathbf{t}, \mathbf{t})$ we use the first inequality in (4.16) of [3]. We denote $u_{j}=$ $t_{\rho(j+1)}-t_{\rho(j)}$ for $j=1, \ldots, n$ and $t_{\rho(n+1)}=t$. We have:

$$
\begin{aligned}
\psi_{n}(\mathbf{t}, \mathbf{t}) & \leq \prod_{j=1}^{n}\left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(u_{j}, \cdot\right)\left(\xi_{j}+\eta\right)\right|^{2} \mu\left(d \xi_{j}\right)\right) \\
& \leq \prod_{j=1}^{n} \int_{\mathbb{R}} \frac{\sin ^{2}\left(u_{j}\left|\xi_{j}\right|\right)}{\left|\xi_{j}\right|^{2}} \mu\left(d \xi_{j}\right),
\end{aligned}
$$

where for the last equality we used Lemma 3.1. Therefore,
$\alpha_{n}(t) \leq \Gamma_{t}^{n} n!\int_{\left\{0<t_{1}<\ldots<t_{n}<t\right\}} \int_{\mathbb{R}^{n}} \frac{\sin ^{2}\left(\left(t_{2}-t_{1}\right)\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(t-t_{n}\right)\left|\xi_{n}\right|\right)}{\left|\xi_{n}\right|^{2}} \mu\left(d \xi_{1}\right) \ldots \mu\left(d \xi_{n}\right) d \mathbf{t}$.

From Lemma 2.2 of [4], we know that for any $\beta>0$ and $\xi \in \mathbb{R}$,

$$
I_{\beta}^{w}(\xi):=\int_{0}^{\infty} e^{-\beta t} \frac{\sin ^{2}(t|\xi|)}{|\xi|^{2}} d t=\frac{2}{\beta} \cdot \frac{1}{\beta^{2}+4|\xi|^{2}}
$$

Using the change of variables $t_{2}-t_{1}=u_{1}, \ldots t-t_{n}=u_{n}$, we obtain:

$$
\begin{aligned}
& \int_{\left\{0<t_{1}<\ldots<t_{n}<t\right\}} \frac{\sin ^{2}\left(\left(t_{2}-t_{1}\right)\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(t-t_{n}\right)\left|\xi_{n}\right|\right)}{\left|\xi_{n}\right|^{2}} d t_{1} \ldots d t_{n} \\
= & \int_{\left\{\left(u_{1}, \ldots, u_{n}\right) \in[0, t]^{n} ; \sum_{j=1}^{n} u_{j}<t\right\}} e^{-M u_{1}} \frac{\sin ^{2}\left(u_{1}\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \ldots e^{-M u_{n}} \frac{\sin ^{2}\left(u_{n}\left|\xi_{n}\right|\right)}{\left|\xi_{n}\right|^{2}} e^{M\left(u_{1}+\ldots+u_{n}\right)} d u_{1} \ldots d u_{n} \\
\leq & e^{M t} \prod_{j=1}^{n}\left(\int_{0}^{t} e^{-M u_{j}} \frac{\sin ^{2}\left(u_{j}\left|\xi_{j}\right|\right)}{\left|\xi_{j}\right|^{2}} d u_{j}\right) \leq e^{M t} \prod_{j=1}^{n} I_{M}^{w}\left(\xi_{j}\right)=e^{M t}\left(\frac{2}{M}\right)^{n} \prod_{j=1}^{n} \frac{1}{M^{2}+4\left|\xi_{j}\right|^{2}} .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\alpha_{n}(t) \leq e^{M t} n!\left(\frac{2 \Gamma_{t}}{M}\right)^{n}\left(\int_{\mathbb{R}} \frac{1}{M^{2}+4|\xi|^{2}} \mu(d \xi)\right)^{n}=e^{M t} n!\left(\frac{2 \Gamma_{t}}{M} K_{M}\right)^{n} \tag{3.7}
\end{equation*}
$$

where $K_{M}=\int_{\mathbb{R}} \frac{1}{M^{2}+4|\xi|^{2}} \mu(d \xi)$. By the dominated convergence theorem and (1.3), $K_{M} \rightarrow$ 0 as $M \rightarrow \infty$. Hence, using the fact that $n \leq e^{n}$ for any $n \geq 0$, we have:

$$
\sum_{n \geq 0} \frac{n^{k}}{n!} \alpha_{n}(t) \leq e^{M t} \sum_{n \geq 0} n^{k}\left(\frac{2 \Gamma_{t}}{M} K_{M}\right)^{n} \leq e^{M t} \sum_{n \geq 0}\left(e^{k} \frac{2 \Gamma_{t}}{M} K_{M}\right)^{n}<\infty
$$

if we choose $M$ sufficiently large.
Lemma 3.3. Let $u$ be the solution of equation (1.1) and fix $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}$. Then $u(t, x) \in \mathbb{D}^{k, p}$ for any $k \geq 1$ and $p>1$.

Proof. We apply (3.1) to the variable $F=u(t, x)$. Let $J_{n}(t, x):=J_{n} u(t, x)=I_{n}\left(f_{n}(\cdot, t, x)\right)$. Then $\mathbb{E}\left|J_{n}(t, x)\right|^{2}=n!\left\|\widetilde{f}_{n}(\cdot, t, x)\right\|_{\mathcal{H} \otimes n}^{2}=\frac{1}{n!} \alpha_{n}(t)$. By (3.7), we have:

$$
\sum_{n \geq 1} n^{k / 2}(p-1)^{n / 2}\left(\frac{1}{n!} \alpha_{n}(t)\right)^{1 / 2} \leq e^{M t / 2} \sum_{n \geq 1} e^{n k / 2}(p-1)^{n / 2}\left(\frac{2 \Gamma_{t}}{M} K_{M}\right)^{n / 2}<\infty
$$

if we choose $M$ large enough.
Remark 3.4. Lemmas 3.2 and 3.3 remain valid in the case $d=2$.
We begin now to examine the Malliavin derivative of the variable $u(t, x)$. Recall that the solution $u$ has the chaos expansion:

$$
u(t, x)=1+\sum_{n \geq 1} I_{n}\left(f_{n}(\cdot, t, x)\right)=1+\sum_{n \geq 1} I_{n}\left(\tilde{f}_{n}(\cdot, t, x)\right),
$$

where $\widetilde{f}_{n}(\cdot, t, x)$ is the symmetrization of $f_{n}(\cdot, t, x)$. By Proposition 2.4 of [1], the Malliavin derivative of $u(t, x)$ has the chaos expansion:

$$
\begin{equation*}
D u(t, x)=\sum_{n \geq 1} n I_{n-1}\left(\widetilde{f}_{n}(\cdot, *, t, x)\right), \tag{3.8}
\end{equation*}
$$

where $*$ denotes the missing $(r, z)$-variable and the convergence of the series is in $L^{2}(\Omega ; \mathcal{H})$. We emphasize the presence of the symmetrized kernel $\widetilde{f}_{n}(\cdot, t, x)$ in this relation.
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We now examine the series $\sum_{n \geq 1} n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)$ for fixed $(r, z) \in[0, t] \times \mathbb{R}$. Note that $\tilde{f}_{n}(\cdot, r, z, t, x)$ is the sum of $n$ terms corresponding to the possible positions of $(r, z)$ among the $n$ variables of $\widetilde{f}_{n}(\cdot, t, x)$ :

$$
\begin{equation*}
\widetilde{f}_{n}(\cdot, r, z, t, x)=\frac{1}{n} \sum_{j=1}^{n} h_{j}^{(n)}(\cdot, r, z, t, x), \tag{3.9}
\end{equation*}
$$

where $h_{j}^{(n)}(\cdot, r, z, t, x) \in \mathcal{H}^{\otimes(n-1)}$ is a symmetric function given by:

$$
\begin{align*}
& h_{j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-1}, x_{n-1}, r, z, t, x\right)=  \tag{3.10}\\
& \frac{1}{(n-1)!} \sum_{\rho \in S_{n-1}} f_{n}\left(t_{\rho(1)}, x_{\rho(1)}, \ldots, t_{\rho(j-1)}, x_{\rho(j-1)}, r, z, t_{\rho(j)}, x_{\rho(j)}, \ldots, t_{\rho(n-1)}, x_{\rho(n-1)}, t, x\right)
\end{align*}
$$

Clearly, $h_{j}^{(n)}(\cdot, r, z, t, x)$ is the symmetrization of the function $f_{j}^{(n)}(\cdot, r, z, t, x)$ given by:

$$
\begin{align*}
& f_{j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-1}, x_{n-1}, r, z, t, x\right)  \tag{3.11}\\
& \quad=f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right) \\
& =G\left(t-t_{n-1}, x-x_{n-1}\right) \ldots G\left(t_{j}-r, x_{j}-z\right) G\left(r-t_{j-1}, z-x_{j-1}\right) \ldots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) \\
& \quad 1_{\left\{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n}<t\right\}}
\end{align*}
$$

We have the following result, whose proof uses in an essential way the form of the fundamental solution $G$ of the wave equation for $d=1$. In its proof, we will use the space $\mathcal{P}_{0}$, which is defined as the completion of $\mathcal{D}(\mathbb{R})$ with respect to the inner product

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{0}=\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \psi(y) f(x-y) d x d y \tag{3.12}
\end{equation*}
$$

Similarly to Theorem 2.3 , it can be proved that $\mathcal{P}_{0}$ coincides with the space of distributions $S \in \mathcal{S}^{\prime}(\mathbb{R})$ whose Fourier transform $\mathcal{F} S$ is a measurable function such that $\|S\|_{0}^{2}:=\int_{\mathbb{R}}|\mathcal{F} S(\xi)|^{2} \mu(d \xi)<\infty$. But $\mathcal{P}_{0}$ includes the space $\left|\mathcal{P}_{0}\right|$ of all measurable functions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\|\varphi\|_{+}:=\int_{\mathbb{R}} \int_{\mathbb{R}}|\varphi(x) \| \varphi(y)| f(x-y) d x d y<\infty$. Note that $\|\varphi\|_{0} \leq\|\varphi\|_{+}$ for all $\varphi \in\left|\mathcal{P}_{0}\right|$. By Lemma A. 1 (Appendix A), for any $\varphi, \psi \in L^{1}(\mathbb{R}) \cap\left|\mathcal{P}_{0}\right|$,

$$
\langle\varphi, \psi\rangle_{0}=\int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(x) \psi(y) f(x-y) d x d y
$$

Lemma 3.5. For any $(r, z) \in[0, t] \times \mathbb{R}, \widetilde{f}_{n}(\cdot, r, z, t, x) \in \mathcal{H}^{\otimes(n-1)}$. Moreover, the series

$$
\sum_{n \geq 1} n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right) \quad \text { converges in } L^{2}(\Omega),
$$

uniformly in $(r, z) \in[0, t] \times \mathbb{R}$.
Proof. Fix $(r, z) \in[0, t] \times \mathbb{R}$. Due to (3.9), to prove that $\widetilde{f}_{n}(\cdot, r, z, t, x) \in \mathcal{H}^{\otimes(n-1)}$, it is enough to show that $f_{j}^{(n)}(\cdot, r, z, t, x) \in \mathcal{H}^{\otimes(n-1)}$ for any $j=1, \ldots, n$. If $j=n$, this is clear since $f_{n}^{(n)}(\cdot, r, z, t, x)=G(t-r, x-z) f_{n-1}(\cdot, r, z)$. So we let $j \leq n-1$. Since $f_{j}^{(n)}(\cdot, r, z, t, x) \geq 0$, and similar to the proof of the fact that $|\mathcal{H}| \subset \mathcal{H}$, it is enough to show that the following integral is finite:

$$
\begin{aligned}
& \left\|f_{j}^{(n)}(\cdot, r, z, t, x)\right\|_{\mathcal{H}^{*}(n-1)}^{2}=\int_{([0, t] \times \mathbb{R})^{2(n-1)}} \prod_{i=1}^{n-1} \gamma\left(t_{k}-s_{k}\right) \prod_{k=1}^{n-1} f\left(x_{k}-y_{k}\right) \\
& \quad f_{j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-1}, x_{n-1}, r, z, t, x\right) f_{j}^{(n)}\left(s_{1}, y_{1}, \ldots, s_{n-1}, y_{n-1}, r, z, t, x\right) d \mathbf{x} d \mathbf{y} d \mathbf{t} d \mathbf{s}
\end{aligned}
$$
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where here $\mathbf{x}=\left(x_{1}, \ldots, x_{n-1}\right), \mathbf{t}=\left(t_{1}, \ldots, t_{n-1}\right)$ and similarly for $\mathbf{y}$ and $\mathbf{s}$. The problem in this integral is caused by the terms $G\left(t_{j}-r, x_{j}-z\right)$ and $G\left(s_{j}-r, y_{j}-z\right)$ for which there is no corresponding integral $d r d z$. Due to the form of $G$ in dimension $d=1$, we can bound these terms by $1 / 2$. The remaining terms can be separated into two integrals, one on $([0, r] \times \mathbb{R})^{2(j-1)}$ and the other on $([r, t] \times \mathbb{R})^{2(n-j)}$. The second integral can be written as an integral on $([0, t-r] \times \mathbb{R})^{2(n-j)}$, using a change of variables. It follows that

$$
\left\|f_{j}^{(n)}(\cdot, r, z, t, x)\right\|_{\mathcal{H}^{\otimes(n-1)}}^{2} \leq \frac{1}{4}\left\|f_{j}(\cdot, r, z)\right\|_{\mathcal{H}^{\otimes(j-1)}}^{2}\left\|f_{n-j}(\cdot, t-r, x)\right\|_{\mathcal{H}^{\otimes(n-j)}}^{2}<\infty
$$

Next, we treat the summability of the sum. We denote

$$
\begin{equation*}
A_{n}(r, z, t, x):=n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)=\sum_{j=1}^{n} I_{n-1}\left(h_{j}^{(n)}(\cdot, r, z, t, x)\right) \tag{3.13}
\end{equation*}
$$

Using the inequality $\left(\sum_{j=1}^{n} a_{j}\right)^{2} \leq n \sum_{j=1}^{n} a_{j}^{2}$, we have:

$$
\begin{align*}
\mathbb{E}\left|A_{n}(r, z, t, x)\right|^{2} & \leq n \sum_{j=1}^{n} \mathbb{E}\left|I_{n-1}\left(h_{j}^{(n)}(\cdot, r, z, t, x)\right)\right|^{2} \\
& \left.=n \sum_{j=1}^{n}(n-1)!\| h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H} \otimes(n-1)}^{2} \\
& \left.=n \sum_{j=1}^{n} \frac{1}{(n-1)!} \|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-1)}}^{2} \tag{3.14}
\end{align*}
$$

To evaluate $\left.\|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H} \otimes(n-1)}^{2}$, we proceed as in the proof of Lemma 3.2. For $\mathbf{t}=\left(t_{1}, \ldots, t_{n-1}\right) \in[0, t]^{n-1}$, we denote

$$
g_{\mathbf{t}, j, r, z}^{(n)}\left(x_{1}, \ldots, x_{n-1}, t, x\right)=(n-1)!h_{j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-1}, x_{n-1}, r, z, t, x\right)
$$

Then

$$
\left.\|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H} \otimes(n-1)}^{2}=\int_{[0, t]^{2(n-1)}} \prod_{k=1}^{n-1} \gamma\left(t_{k}-s_{k}\right) \psi_{j, r, z}^{(n)}(\mathbf{t}, \mathbf{s}) d \mathbf{t} d \mathbf{s}
$$

where $\psi_{j, r, z}^{(n)}(\mathbf{t}, \mathbf{s})=\left\langle g_{\mathbf{t}, j, r, z}^{(n)}(\cdot, t, x), g_{\mathbf{s}, j, r, z}^{(n)}(\cdot, t, x)\right\rangle_{\mathcal{P}_{0}^{\otimes(n-1)}}$. Using Cauchy-Schwarz inequality and Lemma 4.3 in [3], it follows that

$$
\begin{aligned}
& \left.\|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right)\left\|_{\mathcal{H} \otimes(n-1)}^{2} \leq \Gamma_{t}^{n-1} \int_{[0, t]^{n-1}}\right\| g_{\mathbf{t}, j, r, z}^{(n)}(\cdot, t, x) \|_{\mathcal{P}_{0}^{\otimes(n-1)}}^{2} d \mathbf{t} \\
& =\Gamma_{t}^{n-1}(n-1)!\int_{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-1}<t} \int_{\mathbb{R}^{2(n-1)}} \prod_{i=1}^{n-1} f\left(x_{i}-y_{i}\right) \\
& \quad \times f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right) \\
& \quad \times f_{n}\left(t_{1}, y_{1}, \ldots, t_{j-1}, y_{j-1}, r, z, t_{j}, y_{j}, \ldots, t_{n-1}, y_{n-1}, t, x\right) d \mathbf{x} d \mathbf{y} d \mathbf{t}
\end{aligned}
$$

Similarly as above, we bound the terms $G\left(t_{j}-r, x_{j}-z\right)$ and $G\left(s_{j}-r, y_{j}-z\right)$ by $1 / 2$. The remaining terms can be separated into two integrals, one on $\left\{t_{1}<\ldots<t_{j-1}<\right.$ $r\} \times \mathbb{R}^{2(j-1)}$ which is bounded by $e^{M r}\left(\frac{2}{M}\right)^{i-1} K_{M}^{j-1}$, and the other on $\left\{r<t_{j}<\ldots<\right.$ $\left.t_{n-1}<t\right\} \times \mathbb{R}^{2(n-j)}$ which is bounded by $e^{M(t-r)}\left(\frac{2}{M}\right)^{n-j} K_{M}^{n-j}$, for any $M>0$. Hence, for any $j=1, \ldots, n$,

$$
\left.\|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-1)}}^{2} \leq \frac{1}{4} \Gamma_{t}^{n-1}(n-1)!e^{M t}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1}
$$

Coming back to (3.14), we obtain that for any $(r, z) \in[0, t] \in \mathbb{R}$

$$
\mathbb{E}\left|A_{n}(r, z, t, x)\right|^{2} \leq \frac{1}{4} n^{2} \Gamma_{t}^{n-1} e^{M t}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1}
$$

By choosing $M$ large enough ( $M$ may depend on $t$ ), and using the orthogonality of the Wiener chaos spaces, we see that

$$
\sup _{(r, z) \in[0, t] \times \mathbb{R}} \mathbb{E}\left|\sum_{k=n}^{m} A_{k}(r, z, t, x)\right|^{2} \rightarrow 0 \quad \text { as } \quad n, m \rightarrow \infty
$$

Remark 3.6. (The case $d=2$ ) The proof of Lemma 3.5 does not work for the case $d=2$. Unfortunately, we could not find another argument to prove that $f_{j}^{(n)}(\cdot, r, z, t, x) \in$ $\mathcal{H}^{\otimes(n-1)}$ for $j<n$, when $d=2$. To see where the problem appears, consider $n=2$ and $j=1$ :

$$
f_{1}^{(2)}\left(t_{1}, x_{1}, r, z, t, x\right)=G\left(t-t_{1}, x-x_{1}\right) G\left(t_{1}-r, x_{1}-z\right) 1_{\left\{r<t_{1}<t\right\}}
$$

Even in this case, we could not show that the function $f_{1}^{(2)}(\cdot, r, z, t, x)$ is in $\mathcal{H}$ when $d=2$.
Our next goal is to establish the measurability of the function $(\omega, r, z) \mapsto D_{r, z} u(t, x)(\omega)$, which will be needed for the application of Corollary 2.4 (in the proof of Theorem 1.2).

We recall the following definitions.
Definition 3.7. A random field $\{X(t, x) ; t \geq 0, x \in \mathbb{R}\}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is measurable if the $\operatorname{map}(\omega, t, x) \mapsto X(\omega, t, x)$ is measurable with respect to $\mathcal{F} \times \mathcal{B}\left(\mathbb{R}_{+}\right) \times \mathcal{B}(\mathbb{R})$.
Definition 3.8. The random fields $\{X(t, x) ; t \geq 0, x \in \mathbb{R}\}$ and $\{Y(t, x) ; t \geq 0, x \in \mathbb{R}\}$ are modifications of each other if $X(t, x)=Y(t, x)$ a.s. for all $t \geq 0$ and $x \in \mathbb{R}$.
Theorem 3.9. The process $\left\{D_{r, z} u(t, x) ; r \in[0, t], z \in \mathbb{R}\right\}$ has a measurable modification.
Proof. We use definition (3.8) of $D_{r, z} u(t, x)$, and relation (3.13) in which we separate the term corresponding to $j=n$. More precisely, we write:

$$
\begin{equation*}
D_{r, z} u(t, x)=\sum_{n \geq 1} A_{n}^{*}(r, z)+\sum_{n \geq 1} A_{n}^{(n)}(r, z)=: T(r, z)+T^{\prime}(r, z), \tag{3.15}
\end{equation*}
$$

with $A_{n}^{*}(r, z)=\sum_{j=1}^{n-1} A_{j}^{(n-1)}(r, z)$ and $A_{j}^{(n)}(r, z)=I_{n-1}\left(f_{j}^{(n)}(\cdot, r, z, t, x)\right)$ for $j=1, \ldots, n$. We treat separately the two terms on the right-hand side of (3.15).

Step 1. (The first term) We will show that the random field $T=\{T(r, z) ; r \in[0, t], z \in$ $\mathbb{R}\}$ has a measurable modification. By Proposition B.1.a) (Appendix B), it suffices to show that $T$ is $L^{2}(\Omega)$-continuous. Let $T_{n}(r, z)=\sum_{k=1}^{n} A_{k}^{*}(r, z)$. The same argument as in the proof of Lemma 3.5 shows that $T_{n}(r . z)$ converges to $T(r, z)$ in $L^{2}(\Omega)$, uniformly in $(r, z) \in[0, t] \times \mathbb{R}^{d}$. To prove that $T$ is $L^{2}(\Omega)$-continuous, it suffices to show that $T_{n}$ is $L^{2}(\Omega)$ continuous for any $n \geq 1$. For this, it is enough to prove that $A_{n}^{*}$ is $L^{2}(\Omega)$-continuous for any $n \geq 1$.

We prove that $A_{j}^{(n)}$ is $L^{2}(\Omega)$-continuous, for any $n \geq 1$ and $j=1, \ldots, n-1$.
We fix $j=1, \ldots n-1$. We will prove two things:
(i) as $h \rightarrow 0$,

$$
\mathbb{E}\left|A_{j}^{(n)}(r+h, z)-A_{j}^{(n)}(r, z)\right|^{2}=(n-1)!\left\|h_{j}^{(n)}(\cdot, r+h, z)-h_{j}^{(n)}(\cdot, r, z)\right\|_{\mathcal{H}^{\otimes(n-1)}} \rightarrow 0
$$

uniformly in $z \in \mathbb{R}$.
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(ii) as $|k| \rightarrow 0$,

$$
\mathbb{E}\left|A_{j}^{(n)}(r, z+k)-A_{j}^{(n)}(r, z)\right|^{2}=(n-1)!\left\|h_{j}^{(n)}(\cdot, r, z+k)-h_{j}^{(n)}(\cdot, r, z)\right\|_{\mathcal{H} \otimes(n-1)} \rightarrow 0
$$

for every $r \in[0, t]$ fixed.
We sketch the proof of (i), the continuity in time. The proof of (ii) can be performed in a similar way. As in the proof of Lemma 3.5, this involves a difference of the form

$$
\begin{gathered}
f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r+h, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right)- \\
\quad f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right)
\end{gathered}
$$

which is equal to

$$
\begin{array}{r}
G\left(t-t_{n-1}, x-x_{n-1}\right) \cdots\left[G\left(t_{j}-r-h, x_{j}-z\right) G\left(r+h-t_{j-1}, z-x_{j-1}\right)\right. \\
\left.-G\left(t_{j}-r, x_{j}-z\right) G\left(r-t_{j-1}, z-x_{j-1}\right)\right] \cdots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) .
\end{array}
$$

We examine the difference [...] above. By inserting plus and minus the mixed term $G\left(t_{j}-r-h, x_{j}-z\right) G\left(r-t_{j-1}, z-x_{j-1}\right)$, the modulus of this difference is smaller than

$$
\begin{aligned}
& G\left(t_{j}-r-h, x_{j}-z\right)\left|G\left(r+h-t_{j-1}, z-x_{j-1}\right)-G\left(r-t_{j-1}, z-x_{j-1}\right)\right| \\
& \quad+\left|G\left(t_{j}-r-h, x_{j}-z\right)-G\left(t_{j}-r, x_{j}-z\right)\right| G\left(r-t_{j-1}, z-x_{j-1}\right)=: A+B .
\end{aligned}
$$

When we take the norm in $\mathcal{H}^{\otimes(n-1)}$ of the term involving $A$, we proceed as follows. First, we bound the term $G\left(t_{j}-r-h, x_{j}-z\right)$ by $\frac{1}{2}$ (indeed, we bound two terms of this kind, because we have a norm in $\left.\left|\mathcal{P}_{0}\right|\right)$. The remaining expression splits into a product of two integrals, one of which on $\left\{r<t_{j}<\ldots<t_{n-1}<t\right\} \times \mathbb{R}^{2(n-j)}$ and is bounded by $e^{M(t-r)}\left(\frac{2}{M}\right)^{n-j} K_{M}^{n-j}$, for any $M>0$. Regarding the other term, using the arguments in the proof of Lemma 3.2 it can be bounded, up to some constant, by

$$
\begin{array}{rl}
\int_{0}^{t} \int_{\mathbb{R}^{2}} f\left(x_{j}-x_{j}^{\prime}\right)\left|G\left(r+h-t_{j-1}, z-x_{j-1}\right)-G\left(r-t_{j-1}, z-x_{j-1}\right)\right| \\
& \times\left|G\left(r+h-t_{j-1}, z-x_{j-1}^{\prime}\right)-G\left(r-t_{j-1}, z-x_{j-1}^{\prime}\right)\right| d x_{j-1} d x_{j-1}^{\prime} d t_{j-1} \\
=\int_{0}^{t} \int_{\mathbb{R}^{2}} & f\left(x_{j}-x_{j}^{\prime}\right)\left|G\left(r+h-t_{j-1}, x_{j-1}\right)-G\left(r-t_{j-1}, x_{j-1}\right)\right| \\
& \quad \times\left|G\left(r+h-t_{j-1}, x_{j-1}^{\prime}\right)-G\left(r-t_{j-1}, x_{j-1}^{\prime}\right)\right| d x_{j-1} d x_{j-1}^{\prime} d t_{j-1}, \tag{3.16}
\end{array}
$$

where we have applied a change of variables in order to get rid of $z$. Finally, in (3.16) we apply the bounded convergence theorem thanks to the continuity of the map $t \mapsto G(t, x)$ for fixed $x$ and taking into account that, assuming $0<h<1$,

$$
\left|G\left(r+h-t_{j-1}, x_{j-1}\right)-G\left(r-t_{j-1}, x_{j-1}\right)\right| \leq G\left(r+h-t_{j-1}, x_{j-1}\right) \leq G\left(T, x_{j-1}\right),
$$

for some $T>0$.
We now deal with the norm in $\mathcal{H}^{\otimes(n-1)}$ of the term involving $B$. In this case, this norm can be directly written as a product of two terms, one of which is an integral on $\left\{t_{1}<\ldots<t_{j-1}<r\right\} \times \mathbb{R}^{2(j-1)}$ that is bounded by $e^{M r}\left(\frac{2}{M}\right)^{i-1} K_{M}^{j-1}$, for all $M>0$. The other term is given by

$$
\begin{aligned}
& \Gamma_{t}^{n-j} \int_{[0, t]^{n-j}} \int_{\left(\mathbb{R}^{2}\right)^{n-j}} f\left(x_{j}-x_{j}^{\prime}\right) \cdots f\left(x_{n-1}-x_{n-1}^{\prime}\right)\left|G\left(t_{j}-r-h, x_{j}-z\right)-G\left(t_{j}-r, x_{j}-z\right)\right| \\
& \times G\left(t_{j+1}-t_{j}, x_{j+1}-x_{j}\right) \cdots G\left(t-t_{n-1}, x-x_{n-1}\right)\left|G\left(t_{j}-r-h, x_{j}^{\prime}-z\right)-G\left(t_{j}-r, x_{j}^{\prime}-z\right)\right| \\
& \times G\left(t_{j+1}-t_{j}, x_{j+1}^{\prime}-x_{j}^{\prime}\right) \cdots G\left(t-t_{n-1}, x-x_{n-1}^{\prime}\right) d x_{j} \cdots d x_{n-1} d x_{j}^{\prime} \cdots d x_{n-1}^{\prime} d t_{j} \cdots d t_{n-1} .
\end{aligned}
$$

In order to get rid of the dependence on $z$, we make a series of changes of variable and move $z$ from the terms involving $x_{j}$ and $x_{j}^{\prime}$ to those involving $x_{n-1}$ and $x_{n-1}^{\prime}$. Another change of variable allows us eventually remove the variable $z$. In the remaining term, one can easily apply the bounded convergence theorem, because the differences in absolute value can be bounded by a constant. This would let us conclude the proof of item (i).

Step 2. (The second term) Note that $T^{\prime}(r, z)=\sum_{n \geq 1} A_{n}^{(n)}(r, z)=G(t-r, x-z) F(r, z)$, where

$$
F(r, z)=\sum_{n \geq 1} n I_{n-1}\left(f_{n-1}(\cdot, r, z)\right)=\sum_{n \geq 0}(n+1) J_{n}(r, z),
$$

and $J_{n}(r, z)=I_{n}\left(f_{n}(\cdot, r, z)\right)$. Since the map $(r, z) \mapsto G(t-r, x-z)$ is measurable on $[0, t] \times \mathbb{R}$, it suffices to show that $F$ has a measurable modification. This will follow by Proposition B.1.a) (Appendix B), once we show that $F$ is $L^{p}(\Omega)$-continuous, for any $p \geq 2$. For this, we use the same argument as in the proof of Theorem 7.1 of [3]. We denote by $\|\cdot\|_{p}$ the $L^{p}(\Omega)$-norm.

Using the equivalence of norms $\|\cdot\|_{p}$ for random variables in the same Wiener chaos space (see last line of p .62 of [26]) and (3.7), for any $r \in[0, t]$ and $z \in \mathbb{R}^{d}$, we have:

$$
\begin{aligned}
\left\|J_{n}(r, z)\right\|_{p} & \leq(p-1)^{n / 2}\left\|J_{n}(r, z)\right\|_{2}=(p-1)^{n / 2}\left(\frac{1}{n!} \alpha_{n}(r)\right)^{1 / 2} \\
& \leq(p-1)^{n / 2} e^{M r / 2}\left(\frac{2 \Gamma_{r}}{M} K_{M}\right)^{n / 2}
\end{aligned}
$$

Using the fact that $n+1 \leq e^{n}$ and choosing $M$ sufficiently large, it follows that

$$
\sum_{n \geq 0}(n+1) \sup _{(r, z) \in[0, t] \times \mathbb{R}^{d}}\left\|J_{n}(r, z)\right\|_{p} \leq e^{M t / 2} \sum_{n \geq 0} e^{n}(p-1)^{n / 2}\left(\frac{2 \Gamma_{t}}{M} K_{M}\right)^{n / 2}<\infty
$$

Hence, the sequence $\left\{F_{n}(r, z)=\sum_{k=0}^{n}(k+1) J_{k}(r, z) ; n \geq 1\right\}$ converges to $F(r, z)$ in $L^{p}(\Omega)$, uniformly in $(r, z) \in[0, t] \times \mathbb{R}^{d}$. Note that $F_{n}$ is $L^{p}(\Omega)$-continuous for any $n$, since $J_{n}$ is $L^{p}(\Omega)$-continuous for any $n$ (by Lemma 7.1 of [3]). Therefore, $F$ is $L^{p}(\Omega)$-continuous.

Remark 3.10. For the remaining part of the article, we fix $t>0$ and $x \in \mathbb{R}$, and we work with the measurable modification given by Theorem 3.9, which will be denoted also by $\left\{D_{r, z} u(t, x) ; r \in[0, t], z \in \mathbb{R}\right\}$.

We aim to prove that for any fixed $r \in[0, t]$, the Malliavin derivative $D_{r,}, u(t, x)$ satisfies an equation in $L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)$. For this, we first need to prove that $D_{r,}, u(t, x)$ belongs to $L^{2}(\mathbb{R})$ a.s. This fact is established by the following result.
Theorem 3.11. For any $T>0$,

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}} \sup _{r \in[0, t]} \mathbb{E} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z \leq C_{T}
$$

where $C_{T}>0$ is a constant depending on $T$.
Proof. Using the orthogonality of Wiener chaos spaces, we have

$$
\begin{align*}
\mathbb{E} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z & =\int_{\mathbb{R}} \mathbb{E}\left|\sum_{n \geq 1} n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} d z \\
& =\sum_{n \geq 1} \int_{\mathbb{R}} \mathbb{E}\left|n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} d z \tag{3.17}
\end{align*}
$$
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The proof of Lemma 3.5 shows that $f_{j}^{(n)}(\cdot, r, z, t, x) \in \mathcal{H}^{\otimes(n-1)}$ and

$$
\begin{aligned}
& \mathbb{E}\left|n I_{n-1}\left(\tilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} \\
& \left.\leq n \sum_{j=1}^{n} \frac{1}{(n-1)!} \|(n-1)!h_{j}^{(n)}(\cdot, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-1)}}^{2} \\
& \leq n \sum_{j=1}^{n} \frac{1}{(n-1)!} \Gamma_{t}^{n-1}(n-1)!\int_{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-1}<t} \int_{\mathbb{R}^{2(n-1)}} \prod_{i=1}^{n-1} f\left(x_{i}-y_{i}\right) \\
& \quad \times f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right) \\
& \quad \quad \times f_{n}\left(t_{1}, y_{1}, \ldots, t_{j-1}, y_{j-1}, r, z, t_{j}, y_{j}, \ldots, t_{n-1}, y_{n-1}, t, x\right) d \mathbf{x} d \mathbf{y} d \mathbf{t} .
\end{aligned}
$$

Taking the integral $d z$ and applying Fubini's theorem, we have

$$
\begin{align*}
& \int_{\mathbb{R}} \mathbb{E}\left|n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} d z \leq n \Gamma_{t}^{n-1} \sum_{j=1}^{n} \int_{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-1}<t} \\
& \quad \times\left\{\int_{\mathbb{R}} \int_{\mathbb{R}^{2(n-1)}} \prod_{i=1}^{n-1} f\left(x_{i}-y_{i}\right) f_{n}\left(t_{1}, x_{1}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-1}, x_{n-1}, t, x\right)\right. \\
& \left.\quad \times f_{n}\left(t_{1}, y_{1}, \ldots, t_{j-1}, y_{j-1}, r, z, t_{j}, y_{j}, \ldots, t_{n-1}, y_{n-1}, t, x\right) d \mathbf{x} d \mathbf{y} d z\right\} d \mathbf{t} . \tag{3.18}
\end{align*}
$$

Observe that the expression inside $\{\ldots\}$ above has the same structure as $\psi_{n}(\mathbf{t}, \mathbf{t})$ in the proof of Lemma 3.2, except that one of the covariances $f$ is replaced by a Dirac delta (that is a white covariance), whose spectral measure is the Lebesgue measure on $\mathbb{R}$. Equivalently, expression inside $\{\ldots\}$ can be seen as a norm in $\left|\mathcal{P}_{0}\right|^{\otimes(j-1)} \otimes L^{2}(\mathbb{R}) \otimes$ $\left|\mathcal{P}_{0}\right|^{\otimes(n-j)}$ (since everything is non-negative). Hence, using inequality (4.16) of [3], we obtain that $\{\ldots\}$ in (3.18) is bounded by

$$
\begin{aligned}
& \left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{2}-t_{1}\right)\left(\xi_{1}+\eta\right)\right|^{2} \mu\left(d \xi_{1}\right)\right) \times \cdots \times\left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(r-t_{j-1}\right)\left(\xi_{j-1}+\eta\right)\right|^{2} \mu\left(d \xi_{j-1}\right)\right) \\
& \times\left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{j}-r\right)(\xi+\eta)\right|^{2} d \xi\right) \times\left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{j+1}-t_{j}\right)\left(\xi_{j}+\eta\right)\right|^{2} \mu\left(d \xi_{j}\right)\right) \\
& \times \cdots \times\left(\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(t-t_{n-1}\right)\left(\xi_{n-1}+\eta\right)\right|^{2} \mu\left(d \xi_{n-1}\right)\right) .
\end{aligned}
$$

Moreover, applying a change of variable and Plancherel's formula, it holds that

$$
\begin{align*}
\int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{j}-r, \cdot\right)(\xi+\eta)\right|^{2} d \xi & =\int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{j}-r, \cdot\right)(\xi)\right|^{2} d \xi=2 \pi \int_{\mathbb{R}}\left|G\left(t_{j}-r, x\right)\right|^{2} d x \\
& =\frac{\pi}{2} \int_{\mathbb{R}} 1_{\left\{|x|<t_{j}-r\right\}} d x=\pi\left(t_{j}-r\right) \leq \pi t \tag{3.19}
\end{align*}
$$

Therefore, using Lemma 3.1 we have proved that:

$$
\begin{equation*}
\int_{\mathbb{R}} \mathbb{E}\left|n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} d z \leq \pi t n \Gamma_{t}^{n-1} \sum_{j=1}^{n} H_{j}^{(n)}, \tag{3.20}
\end{equation*}
$$

where

$$
\begin{align*}
H_{j}^{(n)}:= & \int_{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-1}<t} \int_{\mathbb{R}^{n-1}} \frac{\sin ^{2}\left(\left(t_{2}-t_{1}\right)\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(r-t_{j-1}\right)\left|\xi_{j-1}\right|\right)}{\left|\xi_{j-1}\right|^{2}} \\
& \frac{\sin ^{2}\left(\left(t_{j+1}-t_{j}\right)\left|\xi_{j}\right|\right)}{\left|\xi_{j}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(t-t_{n-1}\right)\left|\xi_{n-1}\right|\right)}{\left|\xi_{n-1}\right|^{2}} \mu\left(d \xi_{1}\right) \ldots \mu\left(d \xi_{n}\right) d t_{1} \ldots d t_{n-1} . \tag{3.21}
\end{align*}
$$

## Existence of density for the stochastic wave equation

Next, we make the change of variables

$$
u_{1}=t_{2}-t_{1}, \ldots, u_{j-1}=r-t_{j}, u_{j}=t_{j+1}-t_{j}, \ldots, u_{n-1}=t-t_{n-1}
$$

Note that $\sum_{k=1}^{j-1} u_{k}=r-t_{1}, \sum_{k=j}^{n-1} u_{k}=t-t_{j}$, and hence $\sum_{k=1}^{n-1} u_{k}<2 t$. In the previous integral, after we change the variables, we insert the terms $e^{-M u_{k}}$ for $k=1, \ldots, n-1$, and we use the fact that $e^{M\left(u_{1}+\ldots+u_{n-1}\right)} \leq e^{2 M t}$. Then,

$$
\begin{align*}
H_{j}^{(n)} \leq & \int_{[0, t]^{n-1}} 1_{\left\{\sum_{k=1}^{n-1} u_{k}<2 t\right\}} e^{M\left(\sum_{k=1}^{n-1} u_{k}\right)} \\
& \times \int_{\mathbb{R}^{n-1}} e^{-M u_{1}} \frac{\sin ^{2}\left(u_{1}\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \cdots e^{-M u_{j-1}} \frac{\sin ^{2}\left(u_{j-1}\left|\xi_{j-1}\right|\right)}{\left|\xi_{j-1}\right|^{2}} \\
& e^{-M u_{j}} \frac{\sin ^{2}\left(u_{j}\left|\xi_{j}\right|\right)}{\left|\xi_{j}\right|^{2}} \cdots e^{-M u_{n-1}} \frac{\sin ^{2}\left(u_{n-1}\left|\xi_{n-1}\right|\right)}{\left|\xi_{n-1}\right|^{2}} \mu\left(d \xi_{1}\right) \cdots \mu\left(d \xi_{n-1}\right) d u_{1} \cdots d u_{n-1} \\
\leq & e^{2 M t}\left(\frac{2}{M}\right)^{n-1} \int_{\mathbb{R}^{n-1}} \prod_{k=1}^{n-1} \frac{1}{M^{2}+4\left|\xi_{k}\right|^{2}} \mu\left(d \xi_{1}\right) \cdots \mu\left(d \xi_{n-1}\right) \\
= & e^{2 M t}\left(\frac{2}{M}\right)^{n-1}\left(\int_{\mathbb{R}} \frac{1}{M^{2}+4|\xi|^{2}} \mu(d \xi)\right)^{n-1} \\
= & e^{2 M t}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1}, \tag{3.22}
\end{align*}
$$

where we have applied the same arguments used in the proof of Lemma 3.2 (and the same notations). Note that the above estimate provides an upper bound for $H_{j}^{(n)}$ which does not depend on $j$.

Using (3.20), it follows that

$$
\begin{equation*}
\int_{\mathbb{R}} \mathbb{E}\left|n I_{n-1}\left(\tilde{f}_{n}(\cdot, r, z, t, x)\right)\right|^{2} d z \leq \pi t n^{2} \Gamma_{t}^{n-1} e^{2 M t}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1} \tag{3.23}
\end{equation*}
$$

We now return to (3.17). We use the fact that $n \leq e^{n}$ for all $n \geq 1$. We conclude that for any $M>0, t \in[0, T], x \in \mathbb{R}$ and $r \in[0, t]$,

$$
\mathbb{E} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z \leq \pi T e^{2 M T} e^{2} \sum_{n \geq 1}\left(e^{2} \Gamma_{T} \frac{2}{M} K_{M}\right)^{n-1}
$$

Choose $M=M_{T}>2$ large enough such that $e^{2} \Gamma_{T} K_{M_{T}}<1 / 2$. Then

$$
\begin{equation*}
\mathbb{E} \int_{\mathbb{R}}\left|D_{r, \cdot} \cdot u(t, x)\right|^{2} d z \leq \pi T e^{2 M_{T} T} e^{2} \sum_{n \geq 1}\left(\frac{1}{2}\right)^{n-1} \tag{3.24}
\end{equation*}
$$

The conclusion follows with $C_{T}=2 \pi T e^{2 M_{T} T} e^{2}$.

Remark 3.12. Fix $0<r<t$ and $x \in \mathbb{R}$. Theorem 3.11 shows that with probability 1 , the functions $z \mapsto I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)$ and $z \mapsto D_{r, z} u(t, x)$ belong to $L^{2}(\mathbb{R})$. We denote by $\mathcal{F}_{z}\left[I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, \cdot, t, x)\right)\right]$ and $\mathcal{F}_{z}\left[D_{r, .} u(t, x)\right]$ the Fourier transforms of these functions. Similarly to the proof of relation (4.18) below, it can be proved that for almost all $\xi \in \mathbb{R}$,

$$
\mathcal{F}_{z}\left[D_{r, \cdot} u(t, x)\right](\xi)=\sum_{n \geq 1} n \mathcal{F}_{z}\left[I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, \cdot, t, x)\right)\right](\xi)=\sum_{n \geq 1} n I_{n-1}\left(\mathcal{F}_{z} \widetilde{f}_{n}(\cdot, r, \cdot, t, x)(\xi)\right)
$$

## Existence of density for the stochastic wave equation

which gives the chaos expansion of the Fourier transform of $D_{r,} \cdot u(t, x)$. Hence,

$$
\begin{aligned}
\mathbb{E}\left\|D_{r,}, u(t, x)\right\|_{0}^{2} & =\mathbb{E} \int_{\mathbb{R}}\left|\mathcal{F}_{z}\left[D_{r,}, u(t, x)\right](\xi)\right|^{2} \mu(d \xi) \\
& =\sum_{n \geq 1} n^{2}(n-1)!\int_{\mathbb{R}}\left\|\mathcal{F}_{z} \widetilde{f}_{n}(\cdot, r, \cdot, t, x)(\xi)\right\|_{\mathcal{H}^{\otimes(n-1)}}^{2} \mu(d \xi) \\
& =\sum_{n \geq 1} n^{2}(n-1)!\left\|\widetilde{f}_{n}(\cdot, r, \cdot, t, x)\right\|_{\mathcal{H} \otimes(n-1) \otimes \mathcal{P}_{0}}^{2},
\end{aligned}
$$

where for the last equality we expressed the norm in $\mathcal{H}^{\otimes(n-1)}$ using the Fourier transform with respect to the variables $\left(t_{1}, x_{1}\right), \ldots,\left(t_{n-1}, x_{n-1}\right)$. Similarly to the proof of Theorem 4.6 below, it can be shown that $\mathbb{E}\left\|D_{r, .} \cdot u(t, x)\right\|_{0}^{2}<\infty$, and hence $D_{r,}, u(t, x) \in \mathcal{P}_{0}$ a.s. Moreover,

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}} \sup _{r \in[0, t]} \mathbb{E}\left\|D_{r,} \cdot u(t, x)\right\|_{0}^{2}<\infty .
$$

These facts will not be used in the present article.

## 4 The second order Malliavin derivative

In this section, we study the second order Malliavin derivative of the solution.
Note that

$$
\begin{align*}
D_{(\theta, w),(r, z)}^{2} u(t, x) & =D_{\theta, w}\left(D_{r, z} u(t, x)\right)=D_{\theta, w}\left(\sum_{n \geq 1} n I_{n-1}\left(\widetilde{f}_{n}(\cdot, r, z, t, x)\right)\right) \\
& =\sum_{n \geq 2} n(n-1) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) . \tag{4.1}
\end{align*}
$$

We will show below that $\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x) \in \mathcal{H}^{\otimes(n-2)}$ and the series above converges in $L^{2}(\Omega)$. First, note that for any $j=1, \ldots, n$

$$
\begin{equation*}
h_{j}^{(n)}(\cdot, \theta, w, r, z, t, x)=\frac{1}{n-1} \sum_{i=1, i \neq j}^{n} h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x), \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& h_{i j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}, \theta, w, r, z, t, x\right)= \\
& \frac{1}{(n-2)!} \sum_{\rho \in S_{n-2}} f_{n}\left(t_{\rho(1)}, x_{\rho(1)}, \ldots, t_{\rho(i-1)}, x_{\rho(i-1)}, \theta, w, t_{\rho(i)}, x_{\rho(i)}, \ldots, t_{\rho(j-1)}, x_{\rho(j-1)}, r, z,\right. \\
& \left.t_{\rho(j)}, x_{\rho(j)}, \ldots, t_{\rho(n-2)}, x_{\rho(n-2)}, t, x\right) .
\end{aligned}
$$

In the definition of $h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x),(\theta, w)$ is on position $i$ and $(r, z)$ is on position $j$, as arguments of the function $f_{n}(\cdot, t, x)$. Since the function $f_{n}(\cdot, t, x)$ contains the indicator of the set $\left\{0<t_{1}<\ldots<t_{n}<t\right\}$, this means that if $\theta<r$, then $h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)=0$ for all $i>j$; on the other hand, if $\theta>r$, then $h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)=0$ for all $i<j$.

For $\theta<r$ and $i<j, h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)$ is the symmetrization of the function $f_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)$ defined by:

$$
\begin{aligned}
& f_{i j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}, \theta, w, r, z, t, x\right) \\
& \quad=f_{n}\left(t_{1}, x_{1}, \ldots, t_{i-1}, x_{i-1}, \theta, w, t_{i}, x_{i}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-2}, x_{n-2}, t, x\right) \\
& \quad=G\left(t-t_{n-2}, x-x_{n-2}\right) \cdots G\left(t_{i}-\theta, x_{i}-w\right) G\left(\theta-t_{i-1}, w-x_{i-1}\right) \cdots G\left(t_{j}-r, x_{j}-z\right) \\
& \quad G\left(r-x_{j-1}, z-x_{j-1}\right) \cdots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) 1_{\left\{0<t_{1}<\ldots<t_{i-1}<\theta<t_{i}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-2}<t\right\}} .
\end{aligned}
$$

If $r<\theta$ and $j<i$, the function $f_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)$ is defined similarly and contains the indicator of the set $\left\{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{i-1}<\theta<t_{i}<\ldots<t_{n-2}<t\right\}$.

By (3.9) and (4.2),

$$
\begin{equation*}
\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)=\frac{1}{n(n-1)} \sum_{i, j=1, i \neq j}^{n} h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x) . \tag{4.3}
\end{equation*}
$$

If $\theta<r$, then $h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)=0$ if $i>j$. So the previous sum has only $\frac{n(n-1)}{2}$ terms.
Lemma 4.1. For any $(r, z),(\theta, w) \in[0, t] \times \mathbb{R}, \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x) \in \mathcal{H}^{\otimes(n-2)}$. Moreover, the series

$$
\sum_{n \geq 2} n(n-1) I_{n-2}\left(\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) \quad \text { converges in } L^{2}(\Omega)
$$

uniformly in $(r, z),(\theta, w) \in[0, t] \times \mathbb{R}$.
Proof. For the first statement, we fix $(r, z),(\theta, w) \in[0, t] \times \mathbb{R}$. Say $\theta<r$. To prove that $\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x) \in \mathcal{H}^{\otimes(n-2)}$, it suffices to show that $f_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x) \in \mathcal{H}^{\otimes(n-2)}$ for any $1 \leq i<j \leq n$. We proceed as in the proof of Lemma 3.5. In the computation of the squared $\mathcal{H}^{\otimes(n-2)}$-norm of $f_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)$, we bound by $1 / 2$ the terms $G\left(t_{j}-r, x_{j}-\right.$ $z), G\left(t_{i}-\theta, x_{i}-w\right), G\left(s_{j}-r, y_{j}-z\right), G\left(s_{i}-\theta, y_{i}-w\right)$. We obtain that:

$$
\begin{aligned}
& \left\|f_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right\|_{\mathcal{H}^{\otimes(n-2)}}^{2} \leq \\
& \quad \frac{1}{16}\left\|f_{i-1}(\cdot, \theta, w)\right\|_{\mathcal{H}^{\otimes(i-1)}}^{2}\left\|f_{j-i}(\cdot, r-\theta, z)\right\|_{\mathcal{H}^{\otimes(j-i)}}^{2}\left\|f_{n-j-1}(\cdot, t-r, x)\right\|_{\mathcal{H}^{\otimes(n-j-1)}}^{2}<\infty .
\end{aligned}
$$

To prove the convergence of the series, we let

$$
B_{n}(\theta, w, r, z, t, x):=n(n-1) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)=\sum_{i, j=1, i \neq j}^{n} I_{n-2}\left(h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right) .
$$

Using the inequality $\left(\sum_{i=1}^{N} a_{i}\right)^{2} \leq N \sum_{i=1}^{N} a_{i}^{2}$, we see that

$$
\begin{align*}
\mathbb{E}\left|B_{n}(\theta, w, r, z, t, x)\right|^{2} & \leq n(n-1) \sum_{i, j=1, i \neq j}^{n} \mathbb{E}\left|I_{n-2}\left(h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right)\right|^{2} \\
& \left.=n(n-1) \sum_{i, j=1, i \neq j}^{n} \frac{1}{(n-2)!} \|(n-2)!h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-2)}}^{2} . \tag{4.4}
\end{align*}
$$

Proceeding as in the proof of Lemma 3.5, we see that for any $i<j$ and $\theta<r$,

$$
\begin{align*}
& \left.\|(n-2)!h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right) \|_{\mathcal{H} \otimes(n-2)}^{2} \leq  \tag{4.5}\\
& \Gamma_{t}^{n-2}(n-2)!\int_{t_{1}<\ldots<t_{i-1}<\theta<t_{i}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-2}<t} \int_{\mathbb{R}^{2(n-2)}} \prod_{k=1}^{n-2} f\left(x_{k}-y_{k}\right) \\
& \quad G\left(t-t_{n-2}, x-x_{n-2}\right) \cdots G\left(t_{j}-r, x_{j}-z\right) G\left(r-t_{j-1}, z-x_{j-1}\right) \cdots G\left(t_{i}-\theta, x_{i}-w\right) \\
& G\left(\theta-t_{i-1}, w-x_{i-1}\right) \cdots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) G\left(t-t_{n-2}, x-y_{n-2}\right) \cdots G\left(t_{j}-r, y_{j}-z\right) \\
& G\left(r-t_{j-1}, z-y_{j-1}\right) \cdots G\left(t_{i}-\theta, y_{i}-w\right) G\left(\theta-t_{i-1}, w-y_{i-1}\right) \cdots G\left(t_{2}-t_{1}, y_{2}-y_{1}\right) \\
& \quad d \mathbf{x} d \mathbf{y} d \mathbf{t} \tag{4.6}
\end{align*}
$$

We bounded each of the terms $G\left(t_{j}-r, x_{j}-z\right), G\left(t_{i}-\theta, x_{i}-w\right), G\left(t_{j}-r, y_{j}-z\right), G\left(t_{i}-\right.$ $\left.\theta, y_{i}-w\right)$ by $1 / 2$. The remaining integrals are separated into three integrals, one on
$\left\{t_{1}<\ldots<t_{i-1}<\theta\right\} \times \mathbb{R}^{i-1}$ which is bounded by $e^{M r}\left(\frac{2}{M}\right)^{i-1} K_{M}^{i-1}$, the second on $\left\{\theta<t_{i}<\ldots<t_{j-1}<r\right\} \times \mathbb{R}^{j-i}$ which is bounded by $e^{M(r-\theta)}\left(\frac{2}{M}\right)^{j-i} K_{M}^{j-i}$, and the last one on $\left\{r<t_{j}<\ldots<t_{n-2}<t\right\} \times \mathbb{R}^{n-j-1}$ which is bounded by $e^{M(t-r)}\left(\frac{2}{M}\right)^{n-j-1} K_{M}^{n-j-1}$, for any $M>0$. A similar bound holds for $j<i$ and $r<\theta$.

Hence, for any $i, j=1, \ldots, n$ with $i \neq j$,

$$
\left.\|(n-2)!h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-2)}}^{2} \leq \frac{1}{16} \Gamma_{t}^{n-2}(n-2)!e^{M t}\left(\frac{2}{M}\right)^{n-2} K_{M}^{n-2}
$$

Coming back to (4.4), we obtain that for any $(\theta, w),(r, z) \in[0, t] \in \mathbb{R}$

$$
\mathbb{E}\left|B_{n}(\theta, w, r, z, t, x)\right|^{2} \leq \frac{1}{16}[n(n-1)]^{2} \Gamma_{t}^{n-2} e^{M t}\left(\frac{2}{M}\right)^{n-2} K_{M}^{n-2}
$$

By choosing $M=M_{t}$ large enough, and using the orthogonality of the Wiener chaos spaces, we see that

$$
\sup _{(\theta, w),(r, z) \in[0, t] \times \mathbb{R}} \mathbb{E}\left|\sum_{k=n}^{m} B_{k}(\theta, w, r, z, t, x)\right|^{2} \rightarrow 0 \quad \text { as } \quad n, m \rightarrow \infty
$$

Theorem 4.2. For any $T>0$,

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}} \sup _{\theta, r \in[0, t]} \mathbb{E} \int_{\mathbb{R}} \int_{\mathbb{R}}\left|D_{(\theta, w),(r, z)}^{2} u(t, x)\right|^{2} d w d z \leq C_{T}^{\prime},
$$

where $C_{T}^{\prime}>0$ is a constant depending on $T$.
Proof. Fix $\theta<r<t$. Using (4.1), Fubini's theorem and orthogonality, we have:
$\mathbb{E} \int_{\mathbb{R}} \int_{\mathbb{R}}\left|D_{(\theta, w),(r, z)} u(t, x)\right|^{2} d w d z=\sum_{n \geq 2} \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}\left|n(n-1) I_{n-2}\left(\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right|^{2} d w d z$.
To estimate the second moment of $n(n-1) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)$, we will use (4.4). Let $1 \leq i<j \leq n$. Using (4.5) and Fubini's theorem,

$$
\begin{aligned}
& \left.\int_{\mathbb{R}} \int_{\mathbb{R}} \|(n-2)!h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-2)}}^{2} d w d z \\
& \leq \Gamma_{t}^{n-2}(n-2)!\int_{t_{1}<\ldots<t_{i-1}<\theta<t_{i}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-2}<t} \\
& \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2(n-2)}} f_{n}\left(t_{1}, x_{1}, \ldots, t_{i-1}, x_{i-1}, \theta, w, t_{i}, x_{i}, \ldots, t_{j-1}, x_{j-1}, r, z, t_{j}, x_{j}, \ldots, t_{n-2}, x_{n-2}, t, x\right) \\
& f_{n}\left(t_{1}, y_{1}, \ldots, t_{i-1}, y_{i-1}, \theta, w, t_{i}, y_{i}, \ldots, t_{j-1}, y_{j-1}, r, z, t_{j}, y_{j}, \ldots, t_{n-2}, y_{n-2}, t, x\right) d \mathbf{x} d \mathbf{y} d w d z d \mathbf{t}
\end{aligned}
$$

We evaluate separately the inner integral $d \mathbf{x} d \mathbf{y} d w d z$ above, for fixed $\mathbf{t}=\left(t_{1}, \ldots, t_{n-2}\right)$. This integral is equal to the norm in $\mathcal{P}_{0}^{\otimes(i-1)} \otimes L^{2}(\mathbb{R}) \otimes \mathcal{P}_{0}^{j-i} \otimes L^{2}(\mathbb{R}) \otimes \mathcal{P}_{0}^{n-j-1}$ of the function $f_{n}\left(t_{1}, \cdot, \ldots, t_{i-1}, \cdot, \theta, \cdot, t_{i}, \cdot, \ldots, t_{j-1}, \cdot, r, \cdot, t_{j}, \cdot, \ldots, t_{n-2}, \cdot, t, x\right)$, which in turn is equal to:

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}}\left|\mathcal{F} G\left(t_{2}-t_{1}, \cdot\right)\left(\xi_{1}\right)\right|^{2} \cdots\left|\mathcal{F} G\left(\theta-t_{i-1}, \cdot\right)\left(\xi_{1}+\ldots+\xi_{i-1}\right)\right|^{2} \\
& \left|\mathcal{F} G\left(t_{i}-\theta, \cdot\right)\left(\xi_{1}+\ldots+\xi_{i-1}+\zeta\right)\right|^{2} \\
& \quad \cdots\left|\mathcal{F} G\left(r-t_{j-1} \cdot \cdot\right)\left(\xi_{1}+\ldots+\xi_{j-1}+\zeta\right)\right|^{2}\left|\mathcal{F} G\left(t_{j}-r, \cdot\right)\left(\xi_{1}+\ldots+\xi_{j-1}+\zeta+\xi\right)\right|^{2} \\
& \quad \cdots\left|\mathcal{F} G\left(t-t_{n-2}, \cdot\right)\left(\xi_{1}+\ldots+\xi_{n-2}+\zeta+\xi\right)\right|^{2} \prod_{k=1}^{n-2} \mu\left(d \xi_{k}\right) d \zeta d \xi .
\end{aligned}
$$

To estimate this norm, we use Lemma 3.1 for the integrals $\mu\left(d \xi_{k}\right)$ with $k=1, \ldots, n-2$, the bound (3.19) for the $d \xi$ integral, and a similar bound for the $d \zeta$ integral:

$$
\sup _{\eta \in \mathbb{R}} \int_{\mathbb{R}}\left|\mathcal{F} G\left(t_{i}-\theta, \cdot\right)(\zeta+\eta)\right|^{2} d \zeta \leq \pi T
$$

Therefore, the norm mentioned above is bounded by

$$
\begin{aligned}
(\pi T)^{2} & \int_{\mathbb{R}^{n-2}} \frac{\sin ^{2}\left(\left(t_{2}-t_{1}\right)\left|\xi_{1}\right|\right)}{\left|\xi_{1}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(\theta-t_{i-1}\right)\left|\xi_{i-1}\right|\right)}{\left|\xi_{i-1}\right|^{2}} \ldots \frac{\sin ^{2}\left(\left(r-t_{j-1}\right)\left|\xi_{j-1}\right|\right)}{\left|\xi_{j-1}\right|^{2}} \ldots \\
& \frac{\sin ^{2}\left(\left(t-t_{n-2}\right)\left|\xi_{n-2}\right|\right)}{\left|\xi_{n-2}\right|^{2}} \prod_{k=1}^{n-2} \mu\left(d \xi_{k}\right)
\end{aligned}
$$

We now come back and take the integral $d t_{1} \ldots d t_{n-2}$. We use the change of variable $u_{1}=t_{2}-t_{1}, \ldots, u_{i-1}=\theta-t_{i-1}, \ldots, u_{j-1}=r-t_{j-1}, \ldots, u_{n-2}=t-t_{n-2}$. Inserting the terms $e^{-M u_{k}}$ for $k=1, \ldots, n$ and using the fact that $e^{M\left(u_{1}+\ldots+u_{n-2}\right)} \leq e^{3 M t}$, and proceeding similarly as in the proof of Theorem 3.11, we see that

$$
\int_{\mathbb{R}} \int_{\mathbb{R}}\left\|h_{i j}^{(n)}(\cdot, \theta, w, r, z, t, x)\right\|_{\mathcal{H} \otimes(n-2)} d w d z \leq \Gamma_{t}^{n-2}(n-2)!(\pi T)^{2} e^{3 M t}\left(\frac{2}{M}\right)^{n-2} K_{M}^{n-2},
$$

for any $M>0$. Using (4.4), it follows that

$$
\begin{align*}
& \mathbb{E} \int_{\mathbb{R}} \int_{\mathbb{R}}\left|n(n-1) I_{n-2}\left(\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right|^{2} d w d z \\
& \quad \leq[n(n-1)]^{2} \Gamma_{t}^{n-2}(\pi T)^{2} e^{3 M t}\left(\frac{2}{M}\right)^{n-2} K_{M}^{n-2} \tag{4.8}
\end{align*}
$$

Coming back to (4.7), it follows that

$$
\mathbb{E} \int_{\mathbb{R}} \int_{\mathbb{R}}\left|D_{(\theta, w),(r, z)}^{2} u(t, x)\right|^{2} d w d z \leq(\pi T)^{2} e^{3 M t} \sum_{n \geq 2}[n(n-1)]^{2} \Gamma_{t}^{n-2}\left(\frac{2}{M}\right)^{n-2} K_{M}^{n-2} .
$$

The conclusion follows as in the last part of the proof of Theorem 3.11.
Remark 4.3. Fix $0<r<t$ and $x \in \mathbb{R}$. Taking the integral $d \theta$ on [ $0, t]$ in (4.8), we infer that with probability 1 , for almost all $z \in \mathbb{R}$, the map $(\theta, w) \mapsto I_{n-2}\left(\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right)$ belongs to $L^{2}\left(\mathbb{R}^{2}\right)$. We denote by $\mathcal{F}_{\theta, w}\left[I_{n-2}\left(\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right)\right]$ its Fourier transform with respect to the missing $(\theta, w)$-variable, denoted by $*$.

Similarly, by Theorem 4.2, with probability 1 , for almost all $z \in \mathbb{R}$, the map $(\theta, w) \mapsto$ $D_{(\theta, w),(r, z)}^{2} u(t, x)$ belongs to $L^{2}\left(\mathbb{R}^{2}\right)$. We denote by $\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u(t, x)\right]$ the Fourier transform of this function. We claim that:

$$
\begin{equation*}
\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u(t, x)\right]=\sum_{n \geq 2} n(n-1) \mathcal{F}_{\theta, w}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right] . \tag{4.9}
\end{equation*}
$$

Indeed, using the proof of Theorem 4.2 one verifies that the series on the right-hand side of (4.9) converges in $L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)$; for this, it suffices to prove that

$$
\sum_{n \geq 2} n(n-1)\left\|\mathcal{F}_{\theta, w}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right]\right\|_{L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)}<\infty
$$

Next, fix $N>2$ and observe that

$$
\mathcal{F}_{\theta, w}\left[\sum_{n=2}^{N} n(n-1) I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right]=\sum_{n=2}^{N} n(n-1) \mathcal{F}_{\theta, w}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right]
$$

## Existence of density for the stochastic wave equation

In order to conclude that (4.9) holds, it suffices to prove that the left-hand side above converges to $\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u(t, x)\right]$, as $N \rightarrow \infty$. This follows by applying Plancherel's theorem and using the arguments in the proof of Lemma 4.1.
Lemma 4.4. For any $t>0, x \in \mathbb{R}$ and $\left(t_{1}, x_{1}\right), \ldots,\left(t_{n-2}, x_{n-2}\right),(r, z) \in[0, t] \times \mathbb{R}$, the function $(\theta, w) \mapsto \widetilde{f}_{n}\left(t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}, \theta, w, r, z, t, x\right)$ is in $L^{2}\left(\mathbb{R}^{2}\right)$. If we denote by $\mathcal{F}_{\theta, w} \widetilde{f}_{n}\left(t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}, *, r, z, t, x\right)$ the Fourier transform of this function, then

$$
\begin{equation*}
\mathcal{F}_{\theta, w} \tilde{f}_{n}(\cdot, *,, r, z, t, x)(\tau, \xi) \in \mathcal{H}^{\otimes(n-2)} \tag{4.10}
\end{equation*}
$$

for almost all $z \in \mathbb{R}$ and for almost all $(\tau, \xi) \in \mathbb{R}^{2}$.
Proof. By (4.3), it is enough to prove that $(\theta, w) \mapsto f_{i j}^{(n)}\left(t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}, \theta, w, r, z, t, x\right)$ is in $L^{2}\left(\mathbb{R}^{2}\right)$ for any $i, j=1, \ldots, n$ with $i \neq j$. This is clear since, if for instance $i<j$,

$$
\int_{0}^{t} \int_{\mathbb{R}} G\left(t_{j}-\theta, x_{j}-w\right) G\left(\theta-t_{j-1}, w-x_{j-1}\right) d w d \theta<\infty
$$

We now prove (4.10). By (4.8), $\int_{0}^{t} \int_{\mathbb{R}} \mathbb{E}\left|I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right|^{2} d w d \theta<\infty$, for almost all $z \in \mathbb{R}$. This integral is equal to $(n-2)$ ! multiplied by the following quantity:

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{\mathbb{R}}\left\|\tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right\|_{\mathcal{H} \otimes(n-2)}^{2} d w d \theta \\
& =\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2(n-2)}}\left|\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right|^{2} \\
& \quad \times \prod_{i=1}^{n-2} \nu\left(d \tau_{i}\right) \prod_{i=1}^{n-2} \mu_{i}\left(d \xi_{i}\right) d w d \theta
\end{aligned}
$$

where $\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)$ denotes the Fourier transform with respect to the variables $t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}$. We apply Fubini's theorem, followed by Plancherel's theorem:

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}}\left|\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \tilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right|^{2} d w d \theta \\
& \quad=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{2}}\left|\mathcal{F}_{\theta, w}\left[\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \widetilde{f}_{n}(\cdot, *, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right](\tau, \xi)\right|^{2} d \tau d \xi
\end{aligned}
$$

where $*$ denotes missing $(\theta, w)$-variable and $\mathcal{F}_{\theta, w}$ is the Fourier transform with respect to this variable. Since $\widetilde{f}_{n}(\cdot, *, r, z, t, x) \in L^{1}\left(\mathbb{R}^{n-1}\right)$, we can switch the order of the variables $\left(t_{1}, x_{1}\right), \ldots,\left(t_{n-2}, x_{n-2}\right)$ and $(\theta, w)$ when calculating the Fourier transform, i.e.

$$
\begin{align*}
\mathcal{F}_{\theta, w}[ & \left.\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \widetilde{f}_{n}(\cdot, *, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right](\tau, \xi) \\
& =\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}}\left[\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right]\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)  \tag{4.11}\\
& =\mathcal{F} \widetilde{f}_{n}(\cdot, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}, \tau, \xi\right) \tag{4.12}
\end{align*}
$$

Applying Fubini's theorem again, we conclude that for almost all $z \in \mathbb{R}$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2(n-2)}}\left|\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}}\left[\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right]\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right|^{2} \\
& \times \prod_{i=1}^{n-2} \nu\left(d \tau_{i}\right) \prod_{i=1}^{n-2} \mu_{i}\left(d \xi_{i}\right) d \tau d \xi<\infty
\end{aligned}
$$

## Existence of density for the stochastic wave equation

Hence, for almost all $z \in \mathbb{R}$ and for almost all $(\tau, \xi) \in \mathbb{R}^{2}$, the integral

$$
\begin{align*}
& \left.\| \mathcal{F}_{\theta, w}\left[\tilde{f}_{n}(\cdot, *, r, z, t, x)\right](\tau, \xi)\right) \|_{\mathcal{H} \otimes(n-2)}^{2}  \tag{4.13}\\
& \quad=\int_{\mathbb{R}^{2(n-2)}}\left|\mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}}\left[\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right]\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right|^{2} \\
& \quad \times \prod_{i=1}^{n-2} \nu\left(d \tau_{i}\right) \prod_{i=1}^{n-2} \mu_{i}\left(d \xi_{i}\right) \tag{4.14}
\end{align*}
$$

is finite. Relation (4.10) follows using a characterization of the space $\mathcal{H}^{\otimes(n-2)}$ (in terms of the integral of the squared Fourier transform) similar to the one given by Theorem 2.3 for space $\mathcal{H}$.

The next result shows that in our context, we can interchange the order of the Fourier transform and the multiple integral, a fact which is highly non-trivial in the general case. Lemma 4.4 shows that the integral $I_{n-2}\left(\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)$ is well-defined.
Lemma 4.5. With probability 1 , for all $r \in[0, t]$ and for almost all $z \in \mathbb{R}$ and $(\tau, \xi) \in \mathbb{R}^{2}$,

$$
\mathcal{F}_{\theta, w}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right](\tau, \xi)=I_{n-2}\left(\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)
$$

Proof. Let $h_{1}(\tau, \xi)=\mathcal{F}_{\theta, w}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right](\tau, \xi)$ and $h_{2}(\tau, \xi)=I_{n-2}\left(\mathcal{F}_{\theta, w} \tilde{f}_{n}(\cdot, *\right.$, $r, z, t, x)(\tau, \xi))$. For an arbitrary function $g \in L^{2}\left(\mathbb{R}^{2}\right)$, we denote

$$
X_{g}=\int_{\mathbb{R}^{2}} h_{1}(\tau, \xi) \overline{\mathcal{F} g(\tau, \xi)} d \tau d \xi \quad \text { and } \quad Y_{g}=\int_{\mathbb{R}^{2}} h_{2}(\tau, \xi) \overline{\mathcal{F} g(\tau, \xi)} d \tau d \xi
$$

We will show that for any $g \in L^{2}\left(\mathbb{R}^{2}\right)$ fixed,

$$
\begin{equation*}
\mathbb{E}\left(G X_{g}\right)=\mathbb{E}\left(G Y_{g}\right) \quad \text { for all } \quad G \in L^{2}(\Omega) \tag{4.15}
\end{equation*}
$$

which implies that $X_{g}=Y_{g}$ a.s., the negligible set depending on $g$. Since $L^{2}\left(\mathbb{R}^{2}\right)$ is separable, there exists a countable dense set $S$ in $L^{2}\left(\mathbb{R}^{2}\right)$. Hence, there exists an event $\Omega_{0}$ of probability 1 on which $X_{g}=Y_{g}$ for any $g \in S$. Since $\{\mathcal{F} g ; g \in S\}$ is dense in $L^{2}\left(\mathbb{R}^{2}\right)$, it follows that on $\Omega_{0},\left\langle h_{1}, \phi\right\rangle_{L^{2}\left(\mathbb{R}^{2}\right)}=\left\langle h_{2}, \phi\right\rangle_{L^{2}\left(\mathbb{R}^{2}\right)}$ for all $\phi \in L^{2}\left(\mathbb{R}^{2}\right)$, and hence $h_{1}=h_{2}$ a.e.

First, we prove that $X_{g} \in \mathcal{H}_{n-2}$. (A similar argument shows that $Y_{g} \in \mathcal{H}$.) For this, it suffices to prove that $\mathbb{E}\left[I_{m}\left(h_{m}\right) X_{g}\right]=0$, for all $m \neq n-2$ and all symmetric $h_{m} \in \mathcal{H}^{\otimes m}$. By Plancherel's theorem,

$$
\begin{equation*}
X_{g}=(2 \pi) \int_{\mathbb{R}^{2}} I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) g(\theta, w) d w d \theta \tag{4.16}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
\mathbb{E}\left[I_{m}\left(h_{m}\right) X_{g}\right]=(2 \pi) \mathbb{E}\left[\int_{\mathbb{R}^{2}} I_{m}\left(h_{m}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) g(\theta, w) d w d \theta\right] \tag{4.17}
\end{equation*}
$$

Now, we would like to apply Fubini theorem, for which we need to check that

$$
\mathbb{E} \int_{\mathbb{R}^{2}}\left|I_{m}\left(h_{m}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) g(\theta, w)\right| d w d \theta<\infty
$$

But we have, by Fubini theorem (because the integrand is now non-negative) and
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Cauchy-Schwarz inequality (applied twice),

$$
\begin{aligned}
& \mathbb{E} \int_{\mathbb{R}^{2}}\left|I_{m}\left(h_{m}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right) g(\theta, w)\right| d w d \theta \\
& \quad=\int_{\mathbb{R}^{2}} \mathbb{E}\left[\left|I_{m}\left(h_{m}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right|\right]|g(\theta, w)| d w d \theta \\
& \quad \leq \int_{\mathbb{R}^{2}}\left(\mathbb{E}\left[I_{m}\left(h_{m}\right)^{2}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)^{2}\right]\right)^{\frac{1}{2}}|g(\theta, w)| d w d \theta \\
& \quad=(m!)^{1 / 2}\left\|h_{m}\right\|_{\mathcal{H} \otimes m} \int_{\mathbb{R}^{2}}\left(\mathbb{E}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)^{2}\right]\right)^{\frac{1}{2}}|g(\theta, w)| d w d \theta \\
& \quad \leq(m!)^{1 / 2}\left\|h_{m}\right\|_{\mathcal{H}^{\otimes m}}\left(\int_{\mathbb{R}^{2}} \mathbb{E}\left[I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)^{2}\right] d w d \theta\right)^{\frac{1}{2}}\|g\|_{L^{2}\left(\mathbb{R}^{2}\right)}<\infty
\end{aligned}
$$

where we have applied (4.8). By Fubini's theorem, we obtain that for any $m \neq n-2$,

$$
\mathbb{E}\left[I_{m}\left(h_{m}\right) X_{g}\right]=\int_{\mathbb{R}^{2}} \mathbb{E}\left[I_{m}\left(h_{m}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right] g(\theta, w) d w d \theta=0 .
$$

We now prove (4.15). Since both $X_{g}$ and $Y_{g}$ are in $\mathcal{H}_{n-2}$, it is enough to assume that $G=I_{n-2}\left(g_{n-2}\right)$ for some symmetric $g_{n-2} \in \mathcal{H}^{\otimes(n-2)}$. Using Fubini's theorem and (4.16),

$$
\begin{aligned}
\mathbb{E}\left(G X_{g}\right) & =(2 \pi) \int_{\mathbb{R}^{2}} \mathbb{E}\left[I_{n-2}\left(g_{n-2}\right) I_{n-2}\left(\widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right)\right] g(\theta, w) d \theta d w \\
& =(2 \pi) \int_{\mathbb{R}^{2}}(n-2)!\left\langle g_{n-2}, \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right\rangle_{\mathcal{H} \otimes(n-2)} g(\theta, w) d \theta d w
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathrm{E}\left(G Y_{g}\right) \\
& =\int_{\mathbb{R}^{2}} \mathbb{E}\left[I_{n-2}\left(g_{n-2}\right) I_{n-2}\left(\mathcal{F}_{\theta, w} \tilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)\right] \overline{\mathcal{F} g(\tau, \xi)} d \tau d \xi \\
& \left.=\int_{\mathbb{R}^{2}}(n-2)!\left\langle g_{n-2}, \mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)\right\rangle_{\mathcal{H} \otimes(n-2)} \overline{\mathcal{F} g(\tau, \xi)} d \tau d \xi \\
& =(n-2)!\int_{\mathbb{R}^{2}} \int_{\mathbb{R}^{2(n-2)}} \mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}}\left(\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right) \\
& \quad \frac{\mathcal{F} g_{n-2}\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)}{\overline{\mathcal{F} g(\tau, \xi)} \prod_{i=1}^{n-2} \nu\left(d \tau_{i}\right) \prod_{i=1}^{n-2} \mu\left(d \xi_{i}\right) d \tau d \xi .}
\end{aligned}
$$

We use (4.11), followed by Fubini's theorem. For the $d \tau d \xi$ integral, we use Plancherel's theorem to eliminate the Fourier transform in the $(\theta, w)$-variable. We obtain:

$$
\begin{aligned}
\mathbb{E}\left(G Y_{g}\right)= & (n-2)!\int_{\mathbb{R}^{2(n-2)}}\left(2 \pi \int_{\mathbb{R}^{2}} \mathcal{F}_{t_{1}, x_{1}, \ldots, t_{n-2}, x_{n-2}} \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)\right. \\
& g(\theta, w) d \theta d w) \overline{\mathcal{F} g_{n-2}\left(\tau_{1}, \xi_{1}, \ldots, \tau_{n-2}, \xi_{n-2}\right)} \prod_{i=1}^{n-2} \nu\left(d \tau_{i}\right) \prod_{i=1}^{n-2} \mu\left(d \xi_{i}\right) \\
= & (n-2)!(2 \pi) \int_{\mathbb{R}^{2}}\left\langle g_{n-2}, \widetilde{f}_{n}(\cdot, \theta, w, r, z, t, x)\right\rangle_{\mathcal{H} \otimes(n-2)} g(\theta, w) d \theta d w .
\end{aligned}
$$

This proves (4.15).
In summary, relation (4.9) and Lemma 4.5 show that for all $r \in[0, t]$ and almost all
$z \in \mathbb{R}$ and for almost all $(\tau, \xi) \in \mathbb{R}^{2}$,

$$
\begin{align*}
\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u(t, x)\right](\tau, \xi) & =\sum_{n \geq 2} n(n-1) \mathcal{F}_{\theta, w}\left[I_{n-2}\left(\tilde{f}_{n}(\cdot, *, r, z, t, x)\right)\right](\tau, \xi) \\
& =\sum_{n \geq 2} n(n-1) I_{n-2}\left(\mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right) \tag{4.18}
\end{align*}
$$

which gives the chaos expansion of the Fourier transform of $D_{*,(r, z)}^{2} u(t, x)$.
Theorem 4.6. Let $D_{r}^{2} u(t, x)$ denote $D_{*,(r, \cdot)}^{2}$, where $*$ is the missing $(\theta, w)$-variable and . is the missing $z$-variable. For any $T>0$,

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}} \sup _{r \in[0, t]} \mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq C_{T}^{\prime \prime}
$$

where $C_{T}^{\prime \prime}>0$ is a constant depending on $T$.
Proof. By (4.18), we have:

$$
\begin{aligned}
& \mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}=\mathbb{E} \int_{\mathbb{R}}\left\|D_{*,(r, z)}^{2} u(t, x)\right\|_{\mathcal{H}}^{2} d z \\
& =\mathbb{E} \int_{\mathbb{R}} \int_{\mathbb{R}^{2}}\left|\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u(t, x)\right](\tau, \xi)\right|^{2} \nu(d \tau) \mu(d \xi) d z \\
& \left.=\sum_{n \geq 2} n^{2}(n-1)^{2}(n-2)!\int_{\mathbb{R}} \int_{\mathbb{R}^{2}} \| \mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right) \|_{\mathcal{H}^{\otimes(n-2)}}^{2} \nu(d \tau) \mu(d \xi) d z
\end{aligned}
$$

Using relation (4.13) for expressing $\left.\| \mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right) \|_{\mathcal{H}^{\otimes(n-2)}}^{2}$, followed by (4.12), we see that

$$
\left.\int_{\mathbb{R}^{2}} \| \mathcal{F}_{\theta, w} \widetilde{f}_{n}(\cdot, *, r, z, t, x)(\tau, \xi)\right)\left\|_{\mathcal{H}^{\otimes(n-2)}}^{2} \nu(d \tau) \mu(d \xi)=\right\| \widetilde{f}_{n}(\cdot, r, z, t, x) \|_{\mathcal{H}^{\otimes(n-1)}}^{2} .
$$

Hence,

$$
\mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \sum_{n \geq 2} n^{2}(n-1)^{2}(n-2)!\int_{\mathbb{R}}\left\|\widetilde{f}_{n}(\cdot, r, z, t, x)\right\|_{\mathcal{H} \otimes(n-1)}^{2} d z
$$

By (3.23), for any $t \in[0, T], x \in \mathbb{R}, r \in[0, t]$ and $M>0$,

$$
\left.n^{2}(n-1)!\int_{\mathbb{R}} \| \tilde{f}_{n}(\cdot, r, z, t, x)\right) \|_{\mathcal{H}^{\otimes(n-1)}}^{2} d z \leq \pi t n^{2} \Gamma_{t}^{n-1} e^{2 M t}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1}
$$

and hence,

$$
\mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \pi t e^{2 M t} \sum_{n \geq 2} n^{2}(n-1) \Gamma_{t}^{n-1}\left(\frac{2}{M}\right)^{n-1} K_{M}^{n-1}
$$

We use the fact that $n \leq e^{n}$ for all $n \geq 1$. We conclude that for any $M>0, t \in[0, T]$, $x \in \mathbb{R}$ and $r \in[0, t]$,

$$
\mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \pi T e^{2 M T} e^{3} \sum_{n \geq 2}\left(e^{3} \Gamma_{T} \frac{2}{M} K_{M}\right)^{n-1}
$$

Choose $M=M_{T}^{\prime}>2$ large enough such that $e^{3} \Gamma_{T} K_{M_{T}^{\prime}}<1 / 2$. Then

$$
\begin{equation*}
\mathbb{E}\left\|D_{r}^{2} u(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \pi T e^{2 M_{T}^{\prime} T} e^{3} \sum_{n \geq 1}\left(\frac{1}{2}\right)^{n-1} \tag{4.19}
\end{equation*}
$$

The conclusion follows with $C_{T}^{\prime \prime}=2 \pi T e^{2 M_{T}^{\prime} T} e^{3}$.

## 5 Equation satisfied by $D_{r, u} u(t, x)$

In this section, we show that $D_{r,}, u(t, x)$ satisfies an integral equation.
By Theorem 6.7 of [1], we know that Malliavin derivative $D u$ of the solution satisfies the following equation in $L^{2}(\Omega ; \mathcal{H})$ :

$$
\begin{equation*}
D \cdot u(t, x)=G(t-\cdot, x-\cdot) u(\cdot)+\int_{0}^{t} \int_{\mathbb{R}} U(s, y) W\left(\delta^{*} s, \delta^{*} y\right) \tag{5.1}
\end{equation*}
$$

where $U=U^{(t, x)} \in L^{2}(\Omega ; \mathcal{H} \otimes \mathcal{H})$ belongs to the domain of the $\delta^{*}$ and is given by:

$$
U\left(\left(r^{\prime}, z^{\prime}\right),(s, y)\right)=G(t-s, x-y) D_{r^{\prime}, z^{\prime}} u(s, y)
$$

Here $\delta^{*}$ is the Skorohod integral with values in $\mathcal{H}$.
In what follows we will show that $D_{r, .}$ u satisfies an equation similar to (5.1), but in $L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)$ for fixed $r \in[0, t]$.

Let $\bar{\delta}$ be the $L^{2}(\mathbb{R})$-valued Skorohod integral defined in Section 6 of [1] with $\mathcal{A}=$ $L^{2}(\mathbb{R})$. By Proposition 6.2 of $[1], \mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right) \subset \operatorname{Dom} \bar{\delta}$. Let $\left(u_{n}\right)_{n \geq 0}$ be the sequence of Picard iterations given by: $u_{0}(t, x)=1$ and

$$
u_{n}(t, x)=1+\sum_{k=1}^{n} I_{k}\left(f_{k}(\cdot, t, x)\right)
$$

We fix $t>0, x \in \mathbb{R}^{d}$ and $r \in[0, t]$. For any $s \in[0, t], y \in \mathbb{R}^{d}$ and $z \in \mathbb{R}^{d}$, we let

$$
\begin{aligned}
& K^{(r)}((s, y), z)=1_{[0, t]}(s) G(t-s, x-y) D_{r, z} u(s, y), \\
& K_{n}^{(r)}((s, y), z)=1_{[0, t]}(s) G(t-s, x-y) D_{r, z} u_{n}(s, y) .
\end{aligned}
$$

We denote

$$
\begin{equation*}
\phi(t):=\int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(s, y) G\left(s^{\prime}, y^{\prime}\right) \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime}=\alpha_{1}(t) \tag{5.2}
\end{equation*}
$$

where we recall that $\alpha_{1}(t)$ has been defined in (3.4).
The following result is similar to Lemma 6.5 of [1].
Lemma 5.1. For any $r \in[0, t], K^{(r)} \in \mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right)$ and $K_{n}^{(r)} \in \mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right)$. Hence, $K^{(r)}$ and $K_{n}^{(r)}$ belong to Dom $\bar{\delta}$, for any $r \in[0, t]$.

Proof. To prove that $K^{(r)} \in \mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right)$ it suffices to show that $\left\|K^{(r)}\right\|_{\mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right)}^{2}<$ $\infty$, where

$$
\left\|K^{(r)}\right\|_{\mathbb{D}^{1,2}\left(\mathcal{H} \otimes L^{2}(\mathbb{R})\right)}^{2}=\mathbb{E}\left\|K^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}+\mathbb{E}\left\|D K^{(r)}\right\|_{\mathcal{H} \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}
$$

It suffices to show that both terms above are finite. Note that $\left\|K^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})} \leq$ $\left\|K^{(r)}\right\|_{|\mathcal{H}| \otimes L^{2}(\mathbb{R})}$. Applying Cauchy-Schwarz inequality twice and Theorem 3.11, we have
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$$
\begin{align*}
& \mathbb{E}\left\|K^{(r)}\right\|_{|\mathcal{H}| \otimes L^{2}(\mathbb{R})}^{2} \\
&= \mathbb{E} \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left|\left\langle D_{r, u}, u(s, y), D_{r, \cdot} \cdot u\left(s^{\prime}, y^{\prime}\right)\right\rangle_{L^{2}(\mathbb{R})}\right| \\
& \quad \times \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq \mathbb{E} \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left\|D_{r, \cdot} \cdot u(s, y)\right\|_{L^{2}(\mathbb{R})}\left\|D_{r, \cdot} \cdot u\left(s^{\prime}, y^{\prime}\right)\right\|_{L^{2}(\mathbb{R})} \\
& \quad \times \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left(\mathbb{E}\left\|D_{r, \cdot} u(s, y)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \\
& \quad \times\left(\mathbb{E}\left\|D_{r, \cdot} \cdot u\left(s^{\prime}, y^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq C_{t} \phi(t)<\infty \tag{5.3}
\end{align*}
$$

A similar calculation shows that $E\left\|K_{n}^{(r)}\right\|_{|\mathcal{H}| \otimes L^{2}(\mathbb{R})}<C_{t} \phi(t)$. For the second term, we proceed similarly. First, note that $\left\|D K^{(r)}\right\|_{\mathcal{H} \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})} \leq\left\|D K^{(r)}\right\|_{|\mathcal{H}| \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}$. Applying Cauchy-Schwarz inequality twice and Theorem 4.6, we have

$$
\begin{align*}
& \mathbb{E}\left\|D K^{(r)}\right\|_{|\mathcal{H}| \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \\
& =\mathbb{E} \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left|\left\langle D_{r}^{2} u(s, y), D_{r}^{2} u\left(s^{\prime}, y^{\prime}\right)\right\rangle_{\mathcal{H} \otimes L^{2}(\mathbb{R})}\right| \\
& \quad \times \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq \mathbb{E} \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left\|D_{r}^{2} u(s, y)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}\left\|D_{r}^{2} u\left(s^{\prime}, y^{\prime}\right)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})} \\
& \quad \times \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left(\mathbb{E}\left\|D_{r}^{2} u(s, y)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \\
& \quad \times\left(\mathbb{E}\left\|D_{r}^{2} u\left(s^{\prime}, y^{\prime}\right)\right\|_{\left.\left.\mathcal{H} \otimes L^{2}(\mathbb{R})\right)^{2}\right)^{1 / 2} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime}}^{\leq}\right. \\
& \leq C_{t}^{\prime \prime} \phi(t)<\infty . \tag{5.4}
\end{align*}
$$

A similar calculation shows that $\mathbb{E}\left\|D K_{n}^{(r)}\right\|_{|\mathcal{H}| \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}<\infty$.
We use the following more suggestive notation:

$$
\begin{aligned}
\bar{\delta}\left(K^{(r)}\right) & =\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r,} \cdot u(s, y) W(\bar{\delta} s, \bar{\delta} y) \\
\bar{\delta}\left(K_{n}^{(r)}\right) & =\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r,} \cdot u_{n}(s, y) W(\bar{\delta} s, \bar{\delta} y)
\end{aligned}
$$

By Lemma 5.1, these stochastic integrals are well-defined.
The following result establishes a recursive relation involving the Malliavin derivative of the Picard iteration scheme (see Proposition 6.6 of [1] for a similar result).
Proposition 5.2. For any $r \in[0, t]$, the following equality holds in $L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)$ :

$$
\begin{equation*}
D_{r,} \cdot u_{n}(t, x)=G(t-r, x-\cdot) u_{n-1}(r, \cdot)+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r, \cdot} u_{n-1}(s, y) W(\bar{\delta} s, \bar{\delta} y) \tag{5.5}
\end{equation*}
$$

Proof. For clarity, we split the proof into several steps.
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Step 1. To prove (5.5), we will show (in Step 2 below) that for all $\varphi \in L^{2}(\mathbb{R})$ fixed, the following equality holds in $L^{2}(\Omega)$ :

$$
\begin{align*}
\left\langle\varphi, D_{r,} \cdot u_{n}(t, x)\right\rangle_{L^{2}(\mathbb{R})}=\langle\varphi & \left.G(t-r, x-\cdot) u_{n-1}(r, \cdot)\right\rangle_{L^{2}(\mathbb{R})} \\
& +\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y)\left\langle\varphi, D_{r, \cdot} u_{n-1}(s, y)\right\rangle_{L^{2}(\mathbb{R})} W(\delta s, \delta y) . \tag{5.6}
\end{align*}
$$

The integral on the right-hand side of (5.6) is a real-valued Skorohod integral. In this step of the proof, we show that this integral is well-defined. For this, let

$$
v_{n}(s, y)=G(t-s, x-y)\left\langle\varphi, D_{r,} \cdot u_{n-1}(s, y)\right\rangle_{L^{2}(\mathbb{R})} .
$$

Since $\mathbb{D}^{1,2}(\mathcal{H}) \subset \operatorname{Dom} \delta$, it is enough to prove that $v_{n} \in \mathbb{D}^{1,2}(\mathcal{H})$, i.e. $\mathbb{E}\left\|v_{n}\right\|_{\mathcal{H}}^{2}<\infty$ and $\mathbb{E}\left\|D v_{n}\right\|_{\mathcal{H} \otimes \mathcal{H}}^{2}<\infty$. By Cauchy-Schwarz inequality and Theorem 3.11, it follows that

$$
\begin{aligned}
\mathbb{E}\left\|v_{n}\right\|_{\mathcal{H}}^{2} \leq & \mathbb{E}\left\|v_{n}\right\|_{|\mathcal{H}|}^{2} \\
& =\mathbb{E} \int_{([0, t] \times \mathbb{R})^{2}} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right) \\
& \quad \times\left|\left\langle\varphi, D_{r, \cdot} u_{n-1}(s, y)\right\rangle_{L^{2}(\mathbb{R})}\right| \cdot\left|\left\langle\varphi, D_{r, \cdot} \cdot u_{n-1}\left(s^{\prime}, y^{\prime}\right)\right\rangle_{L^{2}(\mathbb{R})}\right| d y d y^{\prime} d s d s^{\prime} \\
\leq & \|\varphi\|_{L^{2}(\mathbb{R})}^{2} C_{t} \phi(t)<\infty .
\end{aligned}
$$

We now prove that:

$$
\begin{equation*}
\mathbb{E}\left\|D v_{n}\right\|_{\mathcal{H} \otimes \mathcal{H}}^{2}<\infty \tag{5.7}
\end{equation*}
$$

Note that

$$
D_{\theta, w} v_{n}(s, y)=\int_{\mathbb{R}} G(t-s, x-y) \varphi(z) D_{(\theta, w),(r, z)}^{2} u_{n-1}(s, y) d z
$$

Then, we have

$$
\begin{aligned}
\mathbb{E}\left\|D v_{n}\right\|_{\mathcal{H} \otimes \mathcal{H}}^{2} \leq & \mathbb{E}\left\|D v_{n}\right\|_{|\mathcal{H}| \otimes \mathcal{H}}^{2} \\
= & \mathbb{E} \int_{([0, t] \times \mathbb{R})^{2}} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right) \\
& \times\left|\left\langle\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z, \int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}\left(s^{\prime}, y^{\prime}\right) d z\right\rangle_{\mathcal{H}}\right| d s d s^{\prime} d y d y^{\prime} .
\end{aligned}
$$

By Cauchy-Schwarz inequality, in order to have (5.7) it suffices to check that

$$
\sup _{(s, y) \in[0, t] \times \mathbb{R}} \mathbb{E}\left\|\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z\right\|_{\mathcal{H}}^{2}<\infty .
$$

Observe that

$$
\begin{aligned}
& \mathbb{E}\left\|\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z\right\|_{\mathcal{H}}^{2} \\
& \quad=\mathbb{E} \int_{\mathbb{R}^{2}}\left|\mathcal{F}_{\theta, w}\left[\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z\right](\tau, \xi)\right|^{2} \nu(d \tau) \mu(d \xi) .
\end{aligned}
$$

One verifies that, with probability 1 , for all $r \in[0, t]$ and $(s, y) \in[0, t] \times \mathbb{R}$, the function $(\theta, w) \rightarrow \int_{\mathbb{R}} \varphi(z) D_{(\theta, w),(r, z)}^{2} u_{n-1}(s, y) d z$ belongs to $L^{2}\left(\mathbb{R}^{2}\right)$ and

$$
\mathcal{F}_{\theta, w}\left[\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z\right]=\int_{\mathbb{R}} \varphi(z) \mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u_{n-1}(s, y)\right] d z .
$$
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Indeed, for the latter equality to be fulfilled, it suffices to show the equality of the respective inner products against an arbitrary element of $L^{2}\left(\mathbb{R}^{2}\right)$. Thus, by CauchySchwarz inequality and Fubini theorem,

$$
\begin{aligned}
& \mathbb{E}\left\|\int_{\mathbb{R}} \varphi(z) D_{*,(r, z)}^{2} u_{n-1}(s, y) d z\right\|_{\mathcal{H}}^{2} \\
& \quad=\mathbb{E} \int_{\mathbb{R}^{2}}\left|\int_{\mathbb{R}} \varphi(z) \mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u_{n-1}(s, y)\right](\tau, \xi) d z\right|^{2} \nu(d \tau) \mu(d \xi) \\
& \quad \leq\|\varphi\|_{L^{2}(\mathbb{R})}^{2} \mathbb{E} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}}\left|\mathcal{F}_{\theta, w}\left[D_{*,(r, z)}^{2} u_{n-1}(s, y)\right](\tau, \xi)\right|^{2} d z \nu(d \tau) \mu(d \xi) \\
& \quad=\|\varphi\|_{L^{2}(\mathbb{R})}^{2} \mathbb{E} \int_{\mathbb{R}}\left\|D_{*,(r, z)}^{2} u_{n-1}(s, y)\right\|_{\mathcal{H}}^{2} d z \\
& \quad \leq\|\varphi\|_{L^{2}(\mathbb{R})}^{2} \sup _{(t, x) \in[0, t] \times \mathbb{R}} \sup _{r \in[0, t]} \mathbb{E}\left\|D_{r}^{2} u_{n-1}(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2},
\end{aligned}
$$

and this is finite by Theorem 4.6. This concludes the proof of (5.7).
Step 2. We now give the proof of (5.6). By (3.8) and (3.13), $D_{r, z} u_{n}(t, x)=$ $\sum_{k=1}^{n} A_{k}(r, z, t, x)$ with $A_{n}(r, z, t, x)=\sum_{j=1}^{n} A_{j}^{(n)}(r, z, t, x)$ and

$$
\begin{aligned}
& A_{j}^{(n)}(r, z, t, x)=\int_{0<t_{1}<\ldots<t_{j-1}<r<t_{j}<\ldots<t_{n-1}<t} G\left(t-t_{n-1}, x-x_{n-1}\right) \ldots G\left(t_{j}-r, x_{j}-z\right) \\
& G\left(r-t_{j-1}, z-x_{j-1}\right) \ldots G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) W\left(d t_{1}, d x_{1}\right) \ldots W\left(d t_{n-1}, d x_{n-1}\right)
\end{aligned}
$$

where the integrals are taken on the set $([0, t] \times \mathbb{R})^{n}$.
We take $n=3$ for simplicity. The general case is similar. We drop $(t, x)$ from the notation. We proceed as in Step 2 in the proof of Proposition 6.6 in [1]. We have

$$
\begin{aligned}
\left\langle\varphi, D_{r, \cdot} u_{3}(t, x)\right\rangle_{L^{2}(\mathbb{R})} & =\int_{\mathbb{R}} D_{r, z} u_{3}(t, x) \varphi(z) d z \\
& =\int_{\mathbb{R}}\left(A_{1}(r, z)+\sum_{j=1}^{2} A_{j}^{(2)}(r, z)+\sum_{j=1}^{3} A_{j}^{(3)}(r, z)\right) \varphi(z) d z
\end{aligned}
$$

In this sum, we put together the terms which have the common factor $G(t-z, x-z)$ :

$$
\begin{aligned}
A_{1}(r, z) & =G(t-r, x-z) \\
A_{2}^{(2)}(r, z) & =G(t-r, x-z) \int_{t_{1}<r} G\left(r-t_{1}, z-x_{1}\right) W\left(d t_{1}, d x_{1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{3}^{(3)}(r, z) \\
& \quad=G(t-r, x-z) \int_{t_{1}<t_{2}<r} G\left(r-t_{2}, z-x_{2}\right) G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) W\left(d t_{1}, d x_{1}\right) W\left(d t_{2}, d x_{2}\right) .
\end{aligned}
$$

It follows that for every $z \in \mathbb{R}$ fixed,

$$
A_{1}(r, z)+A_{2}^{(2)}(r, z)+A_{3}^{(3)}(r, z)=G(t-r, x-z) u_{2}(r, z)
$$

Multiplying by $\varphi(z)$ and taking the integral $d z$ on $\mathbb{R}$, we see that

$$
\int_{\mathbb{R}^{2}}\left(A_{1}^{(1)}(r, z)+A_{2}^{(2)}(r, z)+A_{3}^{(3)}(r, z)\right) \varphi(z) d z=\left\langle\varphi, G(t-r, x-\cdot) u_{2}(r, \cdot)\right\rangle_{L^{2}(\mathbb{R})} .
$$

For the remaining terms, we perform some changes of notation. If we denote $\left(t_{1}, x_{1}\right)$ by $(s, y)$, then

$$
\begin{aligned}
A_{1}^{(2)}(r, z) & =\int_{r<t_{1}<t} G\left(t-t_{1}, x-x_{1}\right) G\left(t_{1}-r, x_{1}-z\right) W\left(d t_{1}, d x_{1}\right) \\
& =\int_{r<s<t} G(t-s, x-y) G(s-r, y-z) W(d s, d y)
\end{aligned}
$$

Similarly, if we denote $\left(t_{2}, x_{2}\right)$ by $(s, y)$, then

$$
\begin{aligned}
& A_{1}^{(3)}(r, z) \\
& =\int_{r<t_{1}<t_{2}<t} G\left(t-t_{2}, x-x_{2}\right) G\left(t_{2}-t_{1}, x_{2}-x_{1}\right) G\left(t_{1}-r, x_{1}-z\right) W\left(d t_{1}, d x_{1}\right) W\left(d t_{2}, d x_{2}\right) \\
& =\int_{r<t_{1}<s<t} G(t-s, x-y) G\left(s-t_{1}, y-x_{1}\right) G\left(t_{1}-r, x_{1}-z\right) W\left(d t_{1}, d x_{1}\right) W(d s, d y) \\
& A_{2}^{(3)}(r, z) \\
& =\int_{t_{1}<r<t_{2}<t} G\left(t-t_{2}, x-x_{2}\right) G\left(t_{2}-r, x_{2}-z\right) G\left(r-t_{1}, z-x_{1}\right) W\left(d t_{1}, d x_{1}\right) W\left(d t_{2}, d x_{2}\right) \\
& =\int_{t_{1}<r<s<t} G(t-s, x-y) G(s-r, y-z) G\left(r-t_{1}, z-t_{1}\right) W\left(d t_{1}, d x_{1}\right) W(d s, d y)
\end{aligned}
$$

With this change of notation, $G(t-s, x-y)$ becomes a common factor in the integrals $W(d s, d y)$ above. The remaining factors in these integrals are easily recognized as $A_{1}(r, z, s, y), A_{1}^{(2)}(r, z, s, y)$, respectively $A_{2}^{(2)}(r, z, s, y)$. We obtain that, for any $z \in \mathbb{R}$ fixed,

$$
\begin{aligned}
& A_{1}^{(2)}(r, z)+A_{1}^{(3)}(r, z)+A_{2}^{(3)}(r, z) \\
& =\int_{r}^{t} G(t-s, x-y)\left(A_{1}(r, z, s, y)+A_{1}^{(2)}(r, z, s, y)+A_{2}^{(2)}(r, z, s, y)\right) W(d s, d y) \\
& =\int_{r}^{t} G(t-s, x-y) D_{r, z} u_{2}(s, y) W(d s, d y) \\
& =\int_{r}^{t} G(t-s, x-y) D_{r, z} u_{2}(s, y) W(\delta s, \delta y)
\end{aligned}
$$

We multiply by $\varphi(z)$ and we take the integral $d z$ on $\mathbb{R}$. Using stochastic Fubini theorem, we obtain:

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(A_{1}^{(2)}(r, z)+A_{1}^{(3)}(r, z)+A_{2}^{(3)}(r, z)\right) \varphi(z) d z \\
& \quad=\int_{r}^{t} G(t-s, x-y)\left\langle\varphi, D_{r, \cdot} u_{2}(s, y)\right\rangle_{L^{2}(\mathbb{R})} W(\delta s, \delta y) .
\end{aligned}
$$

This concludes the proof of (5.6) for $n=3$.
Step 3. Finally, we give the proof of (5.5), based on (5.6). By the duality relation characterizing $\bar{\delta}$, we have to prove that for any $F \in \mathbb{D}^{1,2}\left(L^{2}(\mathbb{R})\right)$,

$$
\mathbb{E}\left\langle F, D_{r,} . u_{n}(t, x)-G(t-r, x-\cdot) u_{n-1}(r, \cdot)\right\rangle_{L^{2}(\mathbb{R})}=\mathbb{E}\left\langle D F, K_{n-1}^{(r)}\right\rangle_{\mathcal{H} \otimes L^{2}(\mathbb{R})}
$$

Using a density argument, it is enough to show that this holds for $F=F_{0} \varphi$ with $\varphi \in L^{2}(\mathbb{R})$

## Existence of density for the stochastic wave equation

and $F_{0}$ a smooth random variable. By (5.6), and the duality relation characterizing $\delta$,

$$
\begin{aligned}
& \mathbb{E}\langle \left.=D_{r, \cdot} u_{n}(t, x)-G(t-r, x-\cdot) u_{n-1}(r, \cdot)\right\rangle_{L^{2}(\mathbb{R})} \\
& \quad=\mathbb{E}\left[F_{0}\left\langle\varphi, D_{r} u_{n}(t, x)-G(t-r, x-\cdot) u_{n-1}(r, \cdot\rangle_{L^{2}(\mathbb{R})}\right]\right. \\
&= \mathbb{E}\left[F_{0} \delta\left(v_{n}\right)\right]=\mathbb{E}\left[\left\langle D F_{0}, v_{n}\right\rangle_{\mathcal{H}}\right] \\
&= \mathbb{E} \int_{([0, t] \times \mathbb{R})^{2}} v_{n}(s, y)\left(D_{s^{\prime}, y^{\prime}} F_{0}\right) \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
&= \mathbb{E} \int_{[0, t]^{2}} \int_{\mathbb{R}^{2}} \int_{\mathbb{R}} G(t-s, x-y) D_{r, z} u_{n-1}(s, y) \varphi(z)\left(D_{s^{\prime}, y^{\prime}} F_{0}\right) \\
& \quad \times \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} d z \\
&= \mathbb{E}\langle D F, \\
&\left.\quad K_{n-1}^{(r)}\right\rangle_{\mathcal{H}} \otimes L^{2}(\mathbb{R}) .
\end{aligned}
$$

For the third last equality we used the fact that $v_{n} \in|\mathcal{H}|$ a.s. (since $E\left\|v_{n}\right\|_{|\mathcal{H}|}^{2}<\infty$ ) and we assumed (without loss of generality) that $D F_{0} \in|\mathcal{H}|$, so that the inner product in $\mathcal{H}$ can be expressed as an integral on $([0, t] \times \mathbb{R})^{2}$, according to Lemma A. 1 (Appendix A).

In the following theorem, we prove that the Malliavin derivative $D u(t, x)$ satisfies an equation in the space $L^{2}(\mathbb{R})$.
Theorem 5.3. For any $r \in[0, t]$, the following equality holds in $L^{2}\left(\Omega ; L^{2}(\mathbb{R})\right)$ :

$$
\begin{equation*}
D_{r, u} u(t, x)=G(t-r, x-\cdot) u(r, \cdot)+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r, \cdot} u(s, y) W(\bar{\delta} s, \bar{\delta} y) \tag{5.8}
\end{equation*}
$$

Proof. Recall that the stochastic integral on the right-hand side of (5.8) is $\bar{\delta}\left(K^{(r)}\right)$. By duality, it suffices to prove that for any $F \in \mathbb{D}^{1,2}\left(L^{2}(\mathbb{R})\right)$,

$$
\begin{equation*}
\mathbb{E}\left\langle D_{r,} \cdot u(t, x)-G(t-r, x-\cdot) u(r, \cdot), F\right\rangle_{L^{2}(\mathbb{R})}=\mathbb{E}\left\langle D F, K^{(r)}\right\rangle_{\mathcal{H} \otimes L^{2}(\mathbb{R})} \tag{5.9}
\end{equation*}
$$

By Proposition 5.2, we know that for any $F \in \mathbb{D}^{1,2}\left(L^{2}(\mathbb{R})\right)$,

$$
\begin{equation*}
\mathbb{E}\left\langle D_{r, \cdot} \cdot u_{n}(t, x)-G(t-r, x-\cdot) u_{n-1}(r, \cdot), F\right\rangle_{L^{2}(\mathbb{R})}=\mathbb{E}\left\langle D F, K_{n-1}^{(r)}\right\rangle_{\mathcal{H} \otimes L^{2}(\mathbb{R})} \tag{5.10}
\end{equation*}
$$

Relation (5.9) is obtained by taking $n \rightarrow \infty$ in (5.10). We justify this below.
On the right-hand side, using duality and Cauchy-Schwarz inequality, we have:

$$
\begin{aligned}
\mathbb{E}\left\langle D F, K_{n-1}^{(r)}-K^{(r)}\right\rangle_{\mathcal{H} \otimes L^{2}(\mathbb{R})} & =\mathbb{E}\left\langle\bar{\delta}\left(K_{n-1}^{(r)}-K^{(r)}\right), F\right\rangle_{L^{2}(\mathbb{R})} \\
& \leq\left(\mathbb{E}\left\|\bar{\delta}\left(K_{n-1}^{(r)}-K^{(r)}\right)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2}\left(\mathbb{E}\|F\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2}
\end{aligned}
$$

By applying Proposition 6.2 of [1] with $\mathcal{A}=L^{2}(\mathbb{R})$,

$$
\mathbb{E}\left\|\bar{\delta}\left(K_{n-1}^{(r)}-K^{(r)}\right)\right\|_{L^{2}(\mathbb{R})}^{2} \leq \mathbb{E}\left\|K_{n-1}^{(r)}-K^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}+\mathbb{E}\left\|D K_{n-1}^{(r)}-D K^{(r)}\right\|_{\mathcal{H} \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}
$$

Repeating the same calculations as in the proofs of Theorems 3.11 and 4.6 for the series $u(t, x)-u_{n-1}(t, x)=\sum_{k \geq n} I_{k}\left(f_{k}(\cdot, t, x)\right)$, we arrive at the following estimates (similar to (3.24) and (4.19) with $t=T$ ): for any $r \in[0, t]$,

$$
\begin{align*}
& \mathbb{E}\left\|D_{r,}, u(t, x)-D_{r, \cdot} \cdot u_{n-1}(t, x)\right\|_{L^{2}(\mathbb{R})}^{2} \leq \pi t e^{2 M_{t} t} e^{2} \sum_{k \geq n}\left(\frac{1}{2}\right)^{k-1}=\frac{1}{2} C_{t} a_{n}  \tag{5.11}\\
& \mathbb{E}\left\|D_{r}^{2} u(t, x)-D_{r}^{2} u_{n-1}(t, x)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \pi t e^{2 M_{t}^{\prime} t} e^{3} \sum_{k \geq n}\left(\frac{1}{2}\right)^{k-1}=\frac{1}{2} C_{t}^{\prime \prime} a_{n}
\end{align*}
$$

where $a_{n}=\sum_{k>n}\left(\frac{1}{2}\right)^{k-1}$. Using these bounds, and proceeding as in the proof of Lemma 3.8 for relations (5.3) and (5.4), we obtain that:

$$
\mathbb{E}\left\|K_{n-1}^{(r)}-K^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \frac{1}{2} C_{t} a_{n} \phi(t) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

and

$$
\mathbb{E}\left\|D K_{n-1}^{(r)}-D K^{(r)}\right\|_{\mathcal{H} \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \leq \frac{1}{2} C_{t}^{\prime \prime} a_{n} \phi(t) \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

We now treat the left-hand side of (5.10), which is a difference of two terms. For the first term, by the Cauchy-Schwarz inequality,

$$
\mathbb{E}\left\langle D_{r, \cdot} \cdot u_{n}(t, x)-D_{r, \cdot} \cdot u(t, x), F\right\rangle_{L^{2}(\mathbb{R})} \leq\left(\mathbb{E}\left\|D_{r,} \cdot u_{n}(t, x)-D_{r, \cdot} \cdot u(t, x)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2}\left(\mathbb{E}\|F\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2}
$$

which converges to 0 as $n \rightarrow \infty$, by (5.11). For the second term, we use again CauchySchwarz inequality, and we observe that

$$
\mathbb{E}\left\|G(t-r, x-\cdot)\left(u_{n-1}(r, \cdot)-u(r, \cdot)\right)\right\|_{L^{2}(\mathbb{R})}^{2}=\int_{\mathbb{R}} G^{2}(t-r, x-z) \mathbb{E}\left|u_{n-1}(r, z)-u(r, z)\right|^{2} d z
$$

which converges to 0 as $n \rightarrow \infty$. This follows by the dominated convergence theorem, using the fact that $\int_{\mathbb{R}} G^{2}(t-r, x-z) d z<\infty$ and

$$
\sup _{(s, y) \in[0, t] \times \mathbb{R}^{d}} \mathbb{E}\left|u_{n}(s, y)-u(s, y)\right|^{2} \rightarrow 0
$$

which was shown in the proof of Theorem 7.1 of [3].
Remark 5.4. In what follows, we will use the following important consequence of Theorem 5.3. If we denote by $B(r, \cdot)$ the right-hand side of (5.8), then obviously

$$
\mathbb{E} \int_{0}^{t}\left\|D_{r, \cdot} u(t, x)-B(r, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2} d r=0
$$

Hence, there exists a measurable set $N \subset \Omega \times[0, t]$ with $(P \times \lambda)(N)=0$ (where $\lambda$ is the Lebesgue measure on $\mathbb{R}$ ), such that for all $(\omega, r) \in(\Omega \times[0, t]) \backslash N$

$$
\begin{equation*}
\left\|D_{r,} \cdot u(t, x)(\omega)\right\|_{L^{2}(\mathbb{R})}=\|B(r, \cdot)(\omega)\|_{L^{2}(\mathbb{R})} \tag{5.12}
\end{equation*}
$$

## 6 Proof of Theorem 1.2

In this section, we give the proof of Theorem 1.2, which is based on Corollary 2.4 and Lemma 6.3 below.

We begin with a general result about absolute continuity of the law of a random variable, which corresponds to the remark right after the proof of Theorem 2.1.1 in [26]. We include the proof for the sake of completeness.
Lemma 6.1. If $F$ is a random variable such that $F \in \mathbb{D}^{2, p}$ for some $p>1$, then the measure $\left(\|D F\|_{\mathcal{H}}^{2} \cdot \mathbb{P}\right) \circ F^{-1}$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}$. In particular, for any Borel set $B \subset \mathbb{R}$ with Lebesgue measure zero,

$$
\begin{equation*}
\mathbb{P}\left(F \in B,\|D F\|_{\mathcal{H}}>0\right)=0 \tag{6.1}
\end{equation*}
$$

Proof. Let $\varphi \in C_{b}^{\infty}(\mathbb{R})$ be arbitrary. By the chain rule for the Malliavin derivative (see Proposition 1.2.3 of [26]), $\varphi(F) \in \mathbb{D}^{1,2}$ and $D(\varphi(F))=\varphi^{\prime}(F) D F$. Taking the scalar product with $D F$, we obtain that

$$
\langle D(\varphi(F)), D F\rangle_{\mathcal{H}}=\varphi^{\prime}(F)\|D F\|_{\mathcal{H}}^{2}
$$

## Existence of density for the stochastic wave equation

Note that $F \in \mathbb{D}^{2, p}$ implies that $D F \in \mathbb{D}^{1, p}(\mathcal{H})$. (Recall that $\mathbb{D}^{1, p}(\mathcal{H})$ is the completion of the space $\mathcal{S}(\mathcal{H})$ of "smooth" $\mathcal{H}$-valued random variables $F$ with respect to the norm $\|F\|_{\mathrm{D}^{1, p}(\mathcal{H})}=\left(\mathbb{E}\|F\|_{\mathcal{H}}^{p}+\mathbb{E}\|D F\|_{\mathcal{H} \otimes \mathcal{H}}^{p}\right)^{1 / p}$.) Since $\mathbb{D}^{1,2}(\mathcal{H}) \subset \operatorname{Dom} \delta$, it follows that $D F \in$ $\operatorname{Dom} \delta$. By definition (3.2) of $\operatorname{Dom} \delta$, we have

$$
\left|\mathbb{E}\left(\|D F\|_{\mathcal{H}}^{2} \varphi^{\prime}(F)\right)\right|=\left|\mathbb{E}\left(\langle D \varphi(F), D F\rangle_{\mathcal{H}}\right)\right| \leq c\left(\mathbb{E}|\varphi(F)|^{2}\right)^{\frac{1}{2}} \leq c\|\varphi\|_{\infty}
$$

We have thus proved that, for all $\varphi \in C_{b}^{\infty}(\mathbb{R})$,

$$
\left|\int_{\mathbb{R}} \varphi^{\prime}(x)\left(\left(\|D F\|_{\mathcal{H}}^{2} \cdot \mathbb{P}\right) \circ F^{-1}\right)(d x)\right| \leq c\|\varphi\|_{\infty}
$$

By Lemma 2.1.1 of [26], the measure $\mu=\left(\|D F\|_{\mathcal{H}}^{2} \cdot P\right) \circ F^{-1}$ is absolutely continuous with respect to the Lebesgue measure.

To prove the last statement, let $B \subset \mathbb{R}$ be a Borel set with Lebesgue measure zero. Then $\int_{F^{-1}(B)}\|D F\|_{\mathcal{H}}^{2} d P=\mu(B)=0$, which implies (6.1).

We continue with a result about existence of density of a truncated random variable. First note that if $\Gamma$ is a Borel set in $\mathbb{R}$ such that $0 \notin \Gamma$, then the law of the truncated variable $G=F 1_{\{F \in \Gamma\}}$ is a probability measure $\mathbb{P}_{G}$ on $\Gamma \cup\{0\}$ given by $\mathbb{P}_{G}(A)=\mathbb{P}(F \in A)$ for any Borel set $A \subset \Gamma$, and $\mathbb{P}_{G}(\{0\})=\mathbb{P}(G=0)=\mathbb{P}(F \notin \Gamma)$.
Lemma 6.2. Let $\Gamma$ be a Borel set in $\mathbb{R}$ such that $0 \notin \Gamma$. Let $F \in \mathbb{D}^{2, p}$ for some $p>1$ be such that

$$
\begin{equation*}
\|D F\|_{\mathcal{H}}>0 \quad \text { a.s. on } \quad\{F \in \Gamma\} . \tag{6.2}
\end{equation*}
$$

Then, the restriction of the law of the variable $G=F 1_{\{F \in \Gamma\}}$ to the set $\Gamma$ is absolutely continuous with respect to the Lebesgue measure on $\Gamma$.

Proof. Let $B \subset \mathbb{R}$ be a Borel set with zero Lebesgue measure. By (6.2), we have

$$
\begin{equation*}
\mathbb{P}\left(F \in \Gamma,\|D F\|_{\mathcal{H}}=0\right)=0 \tag{6.3}
\end{equation*}
$$

By (6.1) and (6.3), we obtain:

$$
\mathbb{P}(F \in B, F \in \Gamma)=\mathbb{P}\left(F \in B, F \in \Gamma,\|D F\|_{\mathcal{H}}>0\right)+\mathbb{P}\left(F \in B, F \in \Gamma,\|D F\|_{\mathcal{H}}=0\right)=0
$$

Lemma 6.3. Let $\left(\Gamma_{m}\right)_{m \geq 1}$ be a sequence of open sets in $\mathbb{R}$ such that $0 \notin \Gamma_{m}$ and $\Gamma_{m} \subset \Gamma_{m+1}$, for all $m \geq 1$. Let $\Gamma=\cup_{m \geq 1} \Gamma_{m}$. Let $F \in \mathbb{D}^{2, p}$ for some $p>1$ be such that, for all $m \geq 1$,

$$
\|D F\|_{\mathcal{H}}>0 \quad \text { a.s. on } \quad\left\{F \in \Gamma_{m}\right\} .
$$

Then, the restriction of the law of the variable $F 1_{\{F \in \Gamma\}}$ to the set $\Gamma$ is absolutely continuous with respect to the Lebesgue measure on $\Gamma$.

Proof. Let $B \subset \mathbb{R}$ be a Borel set with zero Lebesgue measure. By Lemma 6.2, $\mathbb{P}(F \in$ $\left.B, F \in \Gamma_{m}\right)=0$ for all $m \geq 1$. By taking $m \rightarrow \infty$, we infer that $\mathbb{P}(F \in B, F \in \Gamma)=0$.

In the proof of Theorem 1.2, we will use the following notation:

$$
\begin{equation*}
\psi(t):=\int_{0}^{t} \int_{\mathbb{R}} G(r, z)^{2} d z d r=\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}} 1_{\{|z|<r\}} d z d r=\frac{1}{4} t^{2} \tag{6.4}
\end{equation*}
$$

and

$$
\psi_{0}(t):=\int_{0}^{t} \int_{\mathbb{R}^{2}} G(r, z) G\left(r, z^{\prime}\right) f\left(z-z^{\prime}\right) d z d z^{\prime}=\int_{0}^{t} \int_{\mathbb{R}}|\mathcal{F} G(r, \cdot)(\xi)|^{2} \mu(d \xi) d r
$$

## Existence of density for the stochastic wave equation

By relation (A.3) in [32], for any $t \in(0,1)$,

$$
\begin{equation*}
\psi_{0}(t) \leq c_{0} t \tag{6.5}
\end{equation*}
$$

where $c_{0}=\frac{4}{3} \int_{\mathbb{R}} \frac{1}{1+|\xi|^{2}} \mu(d \xi)$.
Recall that $\phi(t)$ is defined by (5.2) and $\Gamma_{t}=2 \int_{0}^{t} \gamma(s) d s$. We will use the following lemma.

Lemma 6.4. For any $t>0$,

$$
\phi(t) \leq \Gamma_{t} \psi_{0}(t)
$$

Proof. By Cauchy-Schwarz inequality and the inequality $a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$,

$$
\left\langle G(s, \cdot), G\left(s^{\prime}, \cdot\right)\right\rangle_{0} \leq\|G(s, \cdot)\|_{0}\left\|G\left(s^{\prime}, \cdot\right)\right\|_{0} \leq \frac{1}{2}\left(\|G(s, \cdot)\|_{0}^{2}+\left\|G\left(s^{\prime}, \cdot\right)\right\|_{0}^{2}\right)
$$

By symmetry, it follows that

$$
\phi(t)=\int_{0}^{t} \int_{0}^{t} \gamma\left(s-s^{\prime}\right)\left\langle G(s, \cdot), G\left(s^{\prime}, \cdot\right)\right\rangle_{0} d s d s^{\prime} \leq \int_{0}^{t} \int_{0}^{t} \gamma\left(s-s^{\prime}\right)\|G(s, \cdot)\|_{0}^{2} d s d s^{\prime}
$$

The last integral is bounded by $\Gamma_{t} \psi_{0}(t)$ by Lemma 4.3 of [3] (with $n=1$ ).
Proof of Theorem 1.2. We will apply Lemma 6.3 in the case $F=u(t, x)$ and $\Gamma_{m}=\{v \in$ $\left.\mathbb{R} ;|v|>\frac{1}{m}\right\}$. For any $m \geq 1$, let $\Omega_{m}:=\left\{|u(t, x)|>\frac{1}{m}\right\} \cap \widetilde{\Omega}$, where $\widetilde{\Omega}$ is an event of probability 1 which will be defined below. By Lemma $3.3 u(t, x) \in \mathbb{D}^{2, p}$ for any $p>1$. We will prove that

$$
\|D u(t, x)\|_{\mathcal{H}}>0 \quad \text { a.s. on } \Omega_{m} .
$$

In view of Corollary 2.4 (applied to $S=D u(t, x)(\omega)$ for fixed $\omega$ ), it is enough to prove that

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r>0 \quad \text { a.s. on } \Omega_{m} \tag{6.6}
\end{equation*}
$$

By Remark 3.7 the map $(r, z) \mapsto D_{r, z} u(t, x)(\omega)$ is measurable on $\mathbb{R}_{+} \times \mathbb{R}$, for any $\omega \in \Omega$.
We use Remark 5.4. By Fubini's theorem, $(\mathbb{P} \times \lambda)(N)=\int_{\Omega} \lambda\left(N_{\omega}\right) \mathbb{P}(d \omega)$, where $N_{\omega}:=\{r \in[0, t] ;(\omega, r) \in N\}$ is the section of $N$ at point $\omega \in \Omega$. Since $(\mathbb{P} \times \lambda)(N)=0$, $\lambda\left(N_{\omega}\right)=0$ for $\mathbb{P}$-almost all $\omega \in \Omega$. Say this happens on the event $\widetilde{\Omega}$ of probability 1 .

Let $A=(\Omega \times[0, t]) \backslash N$. Note that the section of $A$ at $\omega \in \Omega$ is the set

$$
A_{\omega}:=\{r \in[0, t] ;(\omega, r) \in A\}=\{r \in[0, t] ;(\omega, r) \notin N\}=[0, t]-N_{\omega} .
$$

Fix $\omega \in \widetilde{\Omega}$. For the remaining part of the proof, we use an argument similar to the proof of Theorem 5.2 of [27] (for the white noise in time).

For any $r \in A_{\omega}$, equality (5.12) holds. Using the inequality $\|a+b\|_{L^{2}(\mathbb{R})}^{2} \geq \frac{1}{2}\|a\|_{L^{2}(\mathbb{R})}^{2}-$ $\|b\|_{L^{2}(\mathbb{R})}^{2}$, we obtain:

$$
\begin{gathered}
\left\|D_{r} . u(t, x)\right\|_{L^{2}(\mathbb{R})}^{2}=\left\|G(t-r, x-\cdot) u(r, \cdot)+\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r} \cdot u(s, y) W(\bar{\delta} s, \bar{\delta} y)\right\|_{L^{2}(\mathbb{R})}^{2} \\
\quad \geq \frac{1}{2}\|G(t-r, x-\cdot) u(r, \cdot)\|_{L^{2}(\mathbb{R})}^{2}-\left\|\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r} \cdot u(s, y) W(\bar{\delta} s, \bar{\delta} y)\right\|_{L^{2}(\mathbb{R})}^{2}
\end{gathered}
$$

Let $\delta \in(0,1)$ be arbitrary. Taking the integral with respect to $r$ on $A_{\omega}$ (and using the fact that $\lambda\left(N_{\omega}\right)=0$ ), we obtain that on $\widetilde{\Omega}$,

$$
\begin{align*}
\int_{0}^{t}\left\|D_{r .} \cdot u(t, x)\right\|_{L^{2}(\mathbb{R})}^{2} d r & \geq \int_{t-\delta}^{t}\left\|D_{r .} \cdot u(t, x)\right\|_{L^{2}(\mathbb{R})}^{2} d r \\
& \geq \frac{1}{2} \int_{t-\delta}^{t}\|G(t-r, x-\cdot) u(r, \cdot)\|_{L^{2}(\mathbb{R})}^{2} d r-I(\delta) \tag{6.7}
\end{align*}
$$

where

$$
\begin{aligned}
I(\delta) & =\int_{t-\delta}^{t}\left\|\int_{0}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r} \cdot u(s, y) W(\bar{\delta} s, \bar{\delta} y)\right\|_{L^{2}(\mathbb{R})}^{2} d r \\
& =\int_{t-\delta}^{t}\left\|\int_{t-\delta}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r} \cdot u(s, y) W(\bar{\delta} s, \bar{\delta} y)\right\|_{L^{2}(\mathbb{R})}^{2} d r .
\end{aligned}
$$

The second equality is due to the fact that $D_{r} \cdot u(s, y)=0$ if $r>s$, and so we must have $s \geq r \geq t-\delta$.

On the event $\Omega_{m}$,

$$
\begin{aligned}
\int_{t-\delta}^{t} \int_{\mathbb{R}}|G(t-r, x-z) u(r, z)|^{2} d z d r & \geq \frac{1}{m^{2}} \int_{t-\delta}^{t} \int_{\mathbb{R}} G(t-r, x-z)^{2} d z d r-J(\delta) \\
& =\frac{1}{m^{2}} \psi(\delta)-J(\delta)=\frac{1}{4 m^{2}} \delta^{2}-J(\delta),
\end{aligned}
$$

where

$$
J(\delta)=\int_{t-\delta}^{t} \int_{\mathbb{R}} G^{2}(t-r, x-z)\left(u(t, x)^{2}-u(r, z)^{2}\right) d z d r
$$

So, by (6.7), we have that

$$
\begin{equation*}
\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r \geq \frac{1}{8 m^{2}} \delta^{2}-\frac{1}{2} J(\delta)-I(\delta) \tag{6.8}
\end{equation*}
$$

Let us now estimate the first moment of $J(\delta)$ and $I(\delta)$, respectively. To start with, we have

$$
\mathbb{E}[|J(\delta)|] \leq \int_{t-\delta}^{t} \int_{\mathbb{R}} G^{2}(t-r, x-z) \mathbb{E}\left[\left|u(t, x)^{2}-u(r, z)^{2}\right|\right] d z d r
$$

and we have

$$
\begin{aligned}
\mathbb{E}\left[\left|u(t, x)^{2}-u(r, z)^{2}\right|\right] & =\mathbb{E}[|u(t, x)+u(r, z)| \times|u(t, x)-u(r, z)|] \\
& \leq\left(\mathbb{E}\left[|u(t, x)+u(r, z)|^{2}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[|u(t, x)-u(r, z)|^{2}\right]\right)^{\frac{1}{2}} \\
& \leq 2 \sup _{(s, y) \in[0, t] \times \mathbb{R}}\left(\mathbb{E}\left[|u(s, y)|^{2}\right]\right)^{\frac{1}{2}}\left(\mathbb{E}\left[|u(t, x)-u(r, z)|^{2}\right]\right)^{\frac{1}{2}} \\
& =2 C_{t}^{*}\left(\mathbb{E}\left[|u(t, x)-u(r, z)|^{2}\right]\right)^{\frac{1}{2}},
\end{aligned}
$$

using the fact that $C_{t}^{*}:=\sup _{(s, y) \in[0, t] \times \mathbb{R}} \mathbb{E}\left[|u(s, y)|^{2}\right]<\infty$, by Theorem 7.1 of [3]. Thus,

$$
\begin{align*}
\mathbb{E}[|J(\delta)|] & \leq 2 C_{t}^{*} \int_{t-\delta}^{t} \int_{\mathbb{R}} G^{2}(t-r, x-z)\left(\mathbb{E}\left[|u(t, x)-u(r, z)|^{2}\right]\right)^{\frac{1}{2}} d z d r \\
& \leq 2 C_{t}^{*} \int_{t-\delta}^{t} \int_{\mathbb{R}} G^{2}(t-r, x-z) \sup _{t-\delta<s<t|x-y|<t-s} \sup \left(\mathbb{E}\left[|u(t, x)-u(s, y)|^{2}\right]\right)^{\frac{1}{2}} d z d r \\
& \leq 2 C_{t}^{*} g_{t, x}(\delta) \int_{t-\delta}^{t} \int_{\mathbb{R}} G^{2}(t-r, x-z) d z d r \\
& =\frac{1}{2} C_{t}^{*} g_{t, x}(\delta) \delta^{2} \tag{6.9}
\end{align*}
$$

with

$$
g_{t, x}(\delta):=\sup _{|t-s|<\delta|x-y|<\delta} \sup _{\left.\mid \in\left[|u(t, x)-u(s, y)|^{2}\right]\right)^{\frac{1}{2}} . . . ~ . ~}^{\text {. }} \text {. }
$$

## Existence of density for the stochastic wave equation

Note that $\lim _{\delta \rightarrow 0} g_{t, x}(\delta)=0$ because $u$ is continuous in $L^{2}(\Omega)$, by Theorem 7.1 of [3].
Now we proceed to bound $E[I(\delta)]$. By Fubini's theorem,

$$
\mathbb{E}[I(\delta)]=\int_{t-\delta}^{t} \mathbb{E}\left\|\int_{t-\delta}^{t} \int_{\mathbb{R}} G(t-s, x-y) D_{r, \cdot} u(s, y) W(\bar{\delta} s, \bar{\delta} y)\right\|_{L^{2}(\mathbb{R})}^{2} d r
$$

Note that the integrand of the divergence operator $\bar{\delta}$ appearing above is the $L^{2}(\mathbb{R})$ valued process $K_{\delta}^{(r)}$ defined by

$$
K_{\delta}^{(r)}((s, y), \cdot)=1_{[t-\delta, t]}(s) G(t-s, x-y) D_{r, \cdot} u(s, y)
$$

This process is similar to $K^{(r)}$, but contains the indicator of $[t-\delta, t]$ instead of $1_{[0, t]}$. Similarly to Lemma 5.1, it can be proved that $K_{\delta}^{(r)} \in \operatorname{Dom} \bar{\delta}$.

At this point, we apply Proposition 6.2 of [1] (with $\mathcal{A}=L^{2}(\mathbb{R})$ ) to get that:

$$
E\left\|\bar{\delta}\left(K_{\delta}^{(r)}\right)\right\|^{2} \leq \mathbb{E}\left\|K_{\delta}^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}+\mathbb{E}\left\|D K_{\delta}^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R}) \otimes L^{2}(\mathbb{R})}^{2}
$$

Hence

$$
\mathbb{E}[I(\delta)] \leq I_{1}(\delta)+I_{2}(\delta)
$$

where

$$
I_{1}(\delta)=\int_{t-\delta}^{t} \mathbb{E}\left\|K_{\delta}^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} d r \quad \text { and } \quad I_{2}(\delta)=\int_{t-\delta}^{t} \mathbb{E}\left\|D K_{\delta}^{(r)}\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R}) \otimes L^{2}(\mathbb{R})}^{2} d r
$$

Similarly to (5.3) and (5.4), using Theorems 3.11 and 4.6, we obtain:

$$
\begin{aligned}
& \mathbb{E}\left\|K_{\delta}^{(r)}\right\|_{|\mathcal{H}| \otimes L^{2}(\mathbb{R})}^{2} \\
& \begin{array}{l}
\leq \int_{[t-\delta, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left(\mathbb{E}\left\|D_{r,} \cdot u(s, y)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \\
\quad \times\left(\mathbb{E}\left\|D_{r, \cdot} u\left(s^{\prime}, y^{\prime}\right)\right\|_{L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
\leq C_{t} \phi(\delta)
\end{array}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left\|D K_{\delta}^{(r)}\right\|_{|\mathcal{H}| \otimes \mathcal{H} \otimes L^{2}(\mathbb{R})}^{2} \\
& \leq \int_{[t-\delta, t]^{2}} \int_{\mathbb{R}^{2}} G(t-s, x-y) G\left(t-s^{\prime}, x-y^{\prime}\right)\left(\mathbb{E}\left\|D_{r}^{2} u(s, y)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \\
& \quad \times\left(\mathbb{E}\left\|D_{r}^{2} u\left(s^{\prime}, y^{\prime}\right)\right\|_{\mathcal{H} \otimes L^{2}(\mathbb{R})}^{2}\right)^{1 / 2} \gamma\left(s-s^{\prime}\right) f\left(y-y^{\prime}\right) d y d y^{\prime} d s d s^{\prime} \\
& \leq C_{t}^{\prime \prime} \phi(\delta)
\end{aligned}
$$

Here $D_{r}^{2} u(t, x)$ denotes $D_{*,(r, \cdot)}^{2}$, where $*$ is the missing $(\theta, w)$-variable and $\cdot$ is the missing $z$-variable. By Lemma 6.4 and relation (6.5), $\phi(\delta) \leq \Gamma_{\delta} \psi(\delta) \leq c_{0} \Gamma_{\delta} \delta$, and hence

$$
I_{1}(\delta) \leq c_{0} C_{t} \delta^{2} \Gamma_{\delta} \quad \text { and } \quad I_{2}(\delta) \leq c_{0} C_{t}^{\prime \prime} \delta^{2} \Gamma_{\delta}
$$

We obtain:

$$
\begin{equation*}
\mathbb{E}[I(\delta)] \leq c_{0}\left(C_{t}+C_{t}^{\prime \prime}\right) \delta^{2} \Gamma_{\delta} \tag{6.10}
\end{equation*}
$$

Taking into account the later estimate and the one obtained for $E[|J(\delta)|]$ (see (6.9)), we will be able to conclude the proof, as follows. Using (6.8) and Markov's inequality, for
any $n \geq 1$, we have

$$
\begin{aligned}
\mathbb{P} & \left(\left\{\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r<\frac{1}{n}\right\} \cap \Omega_{m}\right) \leq \mathbb{P}\left(I(\delta)+\frac{1}{2} J(\delta)>\frac{1}{8 m^{2}} \delta^{2}-\frac{1}{n}\right) \\
& \leq\left(\frac{1}{8 m^{2}} \delta^{2}-\frac{1}{n}\right)^{-1}\left(\mathbb{E}[I(\delta)]+\frac{1}{2} \mathbb{E}[|J(\delta)|]\right) \\
& \leq\left(\frac{1}{8 m^{2}} \delta^{2}-\frac{1}{n}\right)^{-1} \delta^{2}\left(c_{0}\left(C_{t}+C_{t}^{\prime \prime}\right) \Gamma_{\delta}+\frac{1}{4} C_{t}^{*} g_{t, x}(\delta)\right) .
\end{aligned}
$$

Taking $n \rightarrow \infty$, one gets
$\mathbb{P}\left(\left\{\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r=0\right\} \cap \Omega_{m}\right) \leq\left(\frac{1}{8 m^{2}} \delta^{2}\right)^{-1} \delta^{2}\left(c_{0}\left(C_{t}+C_{t}^{\prime \prime}\right) \Gamma_{\delta}+\frac{1}{4} C_{t}^{*} g_{t, x}(\delta)\right)$.
Next, we take $\delta \rightarrow 0$. Since $\lim _{\delta \rightarrow 0} \Gamma_{\delta}=0$ and $\lim _{\delta \rightarrow 0} g_{t, x}(\delta)=0$, we obtain:

$$
\mathbb{P}\left(\left\{\int_{0}^{t} \int_{\mathbb{R}}\left|D_{r, z} u(t, x)\right|^{2} d z d r=0\right\} \cap \Omega_{m}\right)=0
$$

This concludes the proof of (6.6) and the proof of Theorem 1.2.

## A A Parseval-type identity

In this section, we give the Parseval-type identity which is used in the proof of Lemma 3.1. We begin by recalling a remarkable result of [21], and comment on a small correction of a related result from the same paper.

Let $f: \mathbb{R}^{d} \rightarrow[0, \infty]$ be a kernel of positive type, i.e. $f$ is locally integrable and its Fourier transform in $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ is a function $g$ which is non-negative almost everywhere. In addition, we suppose that $f$ is continuous, symmetric and $f(x)<\infty$ if and only if $x \neq 0$.

By Lemma 5.6 of [21], for any Borel probability measure $\mu$ on $\mathbb{R}^{d}$, we have:

$$
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \mu(d x) \mu(d y)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}}|\mathcal{F} \mu(\xi)|^{2} g(\xi) d \xi=: \mathcal{E}_{f}(\mu)
$$

In particular, if $\mu(d x)=\varphi(x) d x$ where $\varphi$ is a density function on $\mathbb{R}^{d}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi(x) \varphi(y) d x d y=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}}|\mathcal{F} \varphi(\xi)|^{2} g(\xi) d \xi=: \mathcal{E}_{f}(\varphi) \tag{A.1}
\end{equation*}
$$

It follows that relation (A.1) holds for any non-negative function $\varphi \in L^{1}\left(\mathbb{R}^{d}\right)$.
Relation (5.37) of [21] says that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \mu(d x) \nu(d y)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \mu(\xi) \overline{\mathcal{F} \nu(\xi)} g(\xi) d \xi \tag{A.2}
\end{equation*}
$$

for any Borel probability measures $\mu$ and $\nu$ on $\mathbb{R}^{d}$. When $\nu=\delta_{0}$ and $\mu=\delta_{x}$ for $x \in \mathbb{R}$ arbitrary, this relation becomes

$$
f(x)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{-i \xi \cdot x} g(\xi) d \xi, \quad x \in \mathbb{R}
$$

which is not true if $g$ is not integrable. The problem is caused by the fact that in the proof of (5.37) in [21], on the right hand side of (5.39) therein, we may have $\infty-\infty$.

But (A.2) does hold for any Borel probability measures $\mu$ and $\nu$ on $\mathbb{R}^{d}$ such that $\mathcal{E}_{f}(\mu)<\infty$ and $\mathcal{E}_{f}(\nu)<\infty$. In particular,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi(x) \psi(y) d x d y=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi(\xi) \overline{\mathcal{F} \psi(\xi)} g(\xi) d \xi=: \mathcal{E}_{f}(\varphi, \psi) \tag{A.3}
\end{equation*}
$$

for any density functions $\varphi$ and $\psi$ on $\mathbb{R}^{d}$ with $\mathcal{E}_{f}(\varphi)<\infty$ and $\mathcal{E}_{f}(\psi)<\infty$.
It follows that relation (A.3) holds for any non-negative functions $\varphi, \psi \in L^{1}\left(\mathbb{R}^{d}\right)$ with $\mathcal{E}_{f}(\varphi)<\infty$ and $\mathcal{E}_{f}(\psi)<\infty$. (To see this, we write (A.3) for the density functions $\varphi /\|\varphi\|_{1}$ and $\psi /\|\psi\|_{1}$ and then we multiply by $\|\varphi\|_{1}\|\psi\|_{1}$.) Moreover, in this case $\left|\mathcal{E}_{f}(\varphi, \psi)\right|<\infty$ since by the Cauchy-Schwarz inequality

$$
\left|\int_{\mathbb{R}^{d}} \mathcal{F} \varphi(\xi) \overline{\mathcal{F} \psi(\xi)} g(\xi) d \xi\right| \leq\left(\int_{\mathbb{R}^{d}}|\mathcal{F} \varphi(\xi)|^{2} g(\xi) d \xi\right)^{1 / 2}\left(\int_{\mathbb{R}^{d}}|\mathcal{F} \psi(\xi)|^{2} g(\xi) d \xi\right)^{1 / 2}
$$

In fact, we have the following more general result.
Lemma A.1. Relation (A.3) holds for any functions $\varphi, \psi \in L^{1}\left(\mathbb{R}^{d}\right)$ with $\mathcal{E}_{f}(|\varphi|)<\infty$ and $\mathcal{E}_{f}(|\psi|)<\infty$, and in this case $\left|\mathcal{E}_{f}(\varphi, \psi)\right|<\infty$.

Proof. We write $\varphi=\varphi^{+}-\varphi^{-}$, where $\varphi^{+}=\max (\varphi, 0)$ and $\varphi^{-}=\max (-\varphi, 0)$. Similarly, $\psi=\psi^{+}-\psi^{-}$, where $\psi^{+}=\max (\psi, 0)$ and $\psi^{-}=\max (-\psi, 0)$. Then $|\varphi|=\varphi^{+}+\varphi^{-}$. Since $\varphi^{+}(x) \leq|\varphi(x)|$ for any $x \in \mathbb{R}$, we have

$$
\begin{aligned}
\mathcal{E}_{f}\left(\varphi^{+}\right) & =\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi^{+}(x) \varphi^{+}(y) d x d y \\
& \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)|\varphi(x)||\varphi(y)| d x d y=\mathcal{E}_{f}(|\varphi|)<\infty
\end{aligned}
$$

Similarly, we obtain that $\mathcal{E}_{f}\left(\varphi^{-}\right)<\infty, \mathcal{E}_{f}\left(\psi^{+}\right)<\infty$ and $\mathcal{E}_{f}\left(\psi^{-}\right)<\infty$.
Hence relation (A.3) holds for the pairs $\left(\varphi^{+}, \psi^{+}\right),\left(\varphi^{-}, \psi^{-}\right),\left(\varphi^{+}, \psi^{-}\right)$and $\left(\varphi^{-}, \psi^{+}\right)$:

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi^{+}(x) \psi^{+}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi^{+}(\xi) \overline{\mathcal{F} \psi^{+}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi^{-}(x) \psi^{-}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi^{-}(\xi) \overline{\mathcal{F} \psi^{-}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi^{+}(x) \psi^{-}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi^{+}(\xi) \overline{\mathcal{F} \psi^{-}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi^{-}(x) \psi^{+}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi^{-}(\xi) \overline{\mathcal{F} \psi^{+}(\xi)} g(\xi) d \xi
\end{aligned}
$$

and all the integrals appearing above are finite. We take the sum of the first two relations above and from this, we subtract the sum of the last two. We obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)\left(\varphi^{+}(x)-\varphi^{-}(x)\right)\left(\psi^{+}(y)-\psi^{-}(y)\right) d x d y= \\
& \frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}}\left(\mathcal{F} \varphi^{+}(\xi)-\mathcal{F} \varphi^{-}(\xi)\right) \overline{\left(\mathcal{F} \psi^{+}(\xi)-\mathcal{F} \psi^{-}(\xi)\right)} g(\xi) d \xi
\end{aligned}
$$

which is exactly relation (A.3). Finally, we note that

$$
\left|\mathcal{E}_{f}(\varphi, \psi)\right| \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)|\varphi(x)||\psi(y)| d x d y=\mathcal{E}_{f}(|\varphi|,|\psi|) \leq \mathcal{E}_{f}(|\varphi|)^{1 / 2} \mathcal{E}_{f}(|\psi|)^{1 / 2}<\infty
$$

For complex-valued functions, we have the following result.
Lemma A.2. For any functions $\varphi, \psi \in L_{\mathbb{C}}^{1}\left(\mathbb{R}^{d}\right)$ with $\mathcal{E}_{f}(|\varphi|)<\infty$ and $\mathcal{E}_{f}(|\psi|)<\infty$, we have:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi(x) \overline{\psi(y)} d x d y=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi(\xi) \overline{\mathcal{F} \psi(\xi)} g(\xi) d \xi=: \mathcal{E}_{f}(\varphi, \psi) \tag{A.4}
\end{equation*}
$$

and in this case, $\left|\mathcal{E}_{f}(\varphi, \psi)\right|<\infty$.

Proof. We write $\varphi=\varphi_{1}+i \varphi_{2}$ and $\psi=\psi_{1}+i \psi_{2}$, where $\varphi_{1}, \varphi_{2}, \psi_{1}, \psi_{2} \in L^{1}\left(\mathbb{R}^{d}\right)$. Note that $|\varphi|^{2}=\left|\varphi_{1}\right|^{2}+\left|\varphi_{2}\right|^{2}$. It follows that $\left|\varphi_{1}(x)\right| \leq|\varphi(x)|$ for all $x \in \mathbb{R}$, and hence

$$
\begin{aligned}
\mathcal{E}_{f}\left(\left|\varphi_{1}\right|\right) & =\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)\left|\varphi_{1}(x) \| \varphi_{1}(y)\right| d x d y \\
& \leq \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)|\varphi(x)||\varphi(y)| d x d y=\mathcal{E}_{f}(|\varphi|)<\infty
\end{aligned}
$$

Similarly, $\mathcal{E}_{f}\left(\left|\varphi_{2}\right|\right)<\infty, \mathcal{E}_{f}\left(\left|\psi_{1}\right|\right)<\infty$ and $\mathcal{E}_{f}\left(\left|\psi_{2}\right|\right)<\infty$.
Note that

$$
\begin{aligned}
\varphi(x) \overline{\psi(y)} & =\left[\varphi_{1}(x)+i \varphi_{2}(x)\right]\left[\psi_{1}(y)-i \psi_{2}(y)\right] \\
& =\left[\varphi_{1}(x) \psi_{1}(y)+\varphi_{2}(y) \psi_{2}(y)\right]+i\left[\varphi_{2}(x) \psi_{1}(y)-\varphi_{1}(y) \psi_{2}(y)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{F} \varphi(\xi) \overline{\mathcal{F} \psi(\xi)} & =\left[\mathcal{F} \varphi_{1}(\xi)+i \mathcal{F} \varphi_{2}(\xi)\right]\left[\overline{\mathcal{F} \psi_{1}(\xi)}-i \overline{\mathcal{F} \psi_{2}(\xi)}\right] \\
& =\mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)}+\mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)}+i\left[\mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)}-\mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)}\right]
\end{aligned}
$$

We apply Lemma A. 1 to the pairs of functions $\left(\varphi_{1}, \psi_{1}\right),\left(\varphi_{2}, \psi_{2}\right),\left(\varphi_{2}, \psi_{1}\right),\left(\varphi_{1}, \psi_{2}\right)$ :

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi_{1}(x) \psi_{1}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi_{2}(x) \psi_{2}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi_{2}(x) \psi_{1}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)} g(\xi) d \xi \\
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y) \varphi_{1}(x) \psi_{2}(y) d x d y & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)} g(\xi) d \xi
\end{aligned}
$$

where all the integrals above are finite. We take the sum of the first two relations and then we add the difference between the third and fourth relations multiplied by $i$. We obtain:

$$
\begin{gathered}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x-y)\left\{\varphi_{1}(x) \psi_{1}(y)+\varphi_{2}(x) \psi_{2}(y)-i\left[\varphi_{2}(x) \psi_{1}(y)+\varphi_{1}(x) \psi_{2}(y)\right]\right\} d x d y= \\
\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}}\left\{\mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)}+\mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)}+i\left[\mathcal{F} \varphi_{2}(\xi) \overline{\mathcal{F} \psi_{1}(\xi)}-\mathcal{F} \varphi_{1}(\xi) \overline{\mathcal{F} \psi_{2}(\xi)}\right]\right\} g(\xi) d \xi
\end{gathered}
$$

which is exactly relation (A.4). The fact that $\left|\mathcal{E}_{f}(\varphi, \psi)\right|<\infty$ follows as in Lemma A.1.

## B Existence of measurable modifications

In this section, we prove a result about existence of measurable modifications of random fields, which is used frequently in the literature on SPDEs using Walsh' approach [36]. Parts a) and b) of this result are extensions to random fields of Theorem 30 in Chapter IV of [13], respectively Proposition 3.21 of [31].

Part a) of this result is used in the proof of Theorem 3.9. Part b) of this result is not needed in the present article, but we include it here since its proof requires only a minor modification of the proof of part a). We include the proof for the sake of completeness.

A random field is a collection $X=\left\{X(t, x) ; t \geq 0, x \in \mathbb{R}^{d}\right\}$ of random variables defined on the same probability space $(\Omega, \mathcal{F}, P)$. We say that $X$ is stochastically continuous if it is continuous in probability, i.e. $X\left(t_{n}, x_{n}\right) \xrightarrow{P} X(t, x)$ if $t_{n} \rightarrow t$ and $x_{n} \rightarrow x$. $X$ is predictable with respect to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if the map $(\omega, t, x) \mapsto X(\omega, t, x)$ is
measurable with respect to the predictable $\sigma$-field on $\Omega \times \mathbb{R}_{+} \times \mathbb{R}^{d}$, which is the $\sigma$-field generated by elementary processes. (An elementary process is a process of the form $Y(\omega, t, x)=Y_{0}(\omega) 1_{(a, b]}(t) 1_{A}(x)$, where $Y_{0}$ is $\mathcal{F}_{a}$-measurable, $0<a<b$ and $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ is a bounded set.) $X$ is adapted with respect to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ if $X(t, x)$ is $\mathcal{F}_{t}$-measurable, for any $t \geq 0$ and $x \in \mathbb{R}^{d}$.
Proposition B.1. a) Any stochastically continuous random field has a measurable modification. b) Any stochastically continuous random field which is adapted with respect to a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ has a predictable modification, with respect to the same filtration.

Proof. a) Let $X=\left\{X(t, x) ; t \geq 0, x \in \mathbb{R}^{d}\right\}$ be a stochastically continuous random field defined on a probability space $(\Omega, \mathcal{F}, P)$. Let $\left(E_{m}\right)_{m \geq 1}$ be an increasing sequence of compact sets in $\mathbb{R}^{d}$ such that $\cup_{m} E_{m}=\mathbb{R}^{d}$. Fix $m \geq 1$ and let $I=[0, m] \times E_{m}$. Since $X$ is stochastically continuous, it is uniformly stochastically continuous on $I$, i.e. for any $\varepsilon>0$ there exists $\delta_{\varepsilon}>0$ such that for any $(t, x),(s, y) \in I$ with $|t-s|^{2}+|x-y|^{2} \leq \delta_{m}^{2}$,

$$
\mathbb{P}\left(|X(t, x)-X(s, y)|>2^{-m}\right) \leq 2^{-m}
$$

Let $0=t_{0}^{(m)}<t_{1}^{(m)}<\ldots<t_{n_{m}}^{(m)}=m$ be a partition of $[0, m]$ into subintervals of length smaller than $\delta_{m}$ and $\left(U_{l}^{(m)}\right)_{l=1, \ldots, K_{m}}$ be a partition of $E_{m}$ into Borel sets of diameter smaller than $\delta_{m}$. (The diameter of a set $S$ is defined as $\sup \{|x-y| ; x, y \in S\}$.) Let $x_{l}^{(m)} \in U_{l}^{(m)}$ be arbitrary. For any $t \in\left(t_{k}^{(m)}, t_{k+1}^{(m)}\right]$ and $x \in U_{l}^{(m)}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|X\left(t_{k}^{(m)}, x_{l}^{(m)}\right)-X(t, x)\right|>2^{-m}\right) \leq 2^{-m} \tag{B.1}
\end{equation*}
$$

Define

$$
X_{m}(\omega, t, x)=\sum_{k=0}^{n_{m}-1} \sum_{l=1}^{K_{m}} X\left(\omega, t_{k}^{(m)}, x_{l}^{(m)}\right) 1_{\left(t_{k}^{(m)}, t_{k+1}^{(m)}\right]}(t) 1_{U_{l}^{(m)}}(x)
$$

Note that $X_{m}$ is a measurable process, since $X\left(t_{k}^{(m)}, x_{l}^{(m)}\right)$ is $\mathcal{F}$-measurable.
Let $A=\left\{(\omega, t, x) \in \Omega \times \mathbb{R}_{+} \times \mathbb{R}^{d} ;\left(X_{m}(\omega, t, x)\right)_{m \geq 0}\right.$ converges $\}$. Then $A \in \mathcal{F} \times \mathcal{B}\left(\mathbb{R}_{+}\right) \times$ $\mathcal{B}\left(\mathbb{R}^{d}\right)$ and the process $\widetilde{X}$ defined by

$$
\tilde{X}(\omega, t, x)=1_{A}(\omega, t, x) \lim _{m \rightarrow \infty} X_{m}(\omega, t, x)
$$

is measurable.
We now show that $\widetilde{X}$ is a modification of $X$. Let $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ be arbitrary. Then $(t, x) \in I_{m}$ for $m$ large enough, and $t \in\left(t_{k}^{(m)}, t_{k+1}^{(m)}\right]$ for some $k=k_{m}$ and $x \in U_{l}^{(m)}$ for some $l=l_{m}$. Let

$$
A_{m}=\left\{\left|X\left(t_{k}^{(m)}, x_{l}^{(m)}\right)-X(t, x)\right|>2^{-m}\right\}
$$

By (B.1), $\sum_{m} \mathbb{P}\left(A_{m}\right)<\infty$. By the Borel-Cantelli Lemma, $\mathbb{P}\left(\Omega_{t, x}\right)=1$ where $\Omega_{t, x}=$ $\liminf _{m} A_{m}^{c}=\cup_{m_{0}} \cap_{m \geq m_{0}} A_{m}^{c}$. Let $\omega \in \Omega_{t, x}$. Then there exists $m_{0}=m_{0}(\omega)$ such that

$$
\left|X\left(\omega, t_{k}^{(m)}, x_{l}^{(m)}\right)-X(\omega, t, x)\right| \leq 2^{-m} \quad \forall m \geq m_{0}(\omega)
$$

By the definition of $X_{m}$, it follows that

$$
\left|X_{m}(\omega, t, x)-X(\omega, t, x)\right| \leq 2^{-m} \quad \forall m \geq m_{0}(\omega)
$$

From this, we infer that $\lim _{m \rightarrow \infty} X_{m}(\omega, t, x)=X(\omega, t, x)$, i.e. $(\omega, t, x) \in A$. This shows that $\widetilde{X}(\omega, t, x)=X(\omega, t, x)$ for any $\omega \in \Omega_{t, x}$. Since $\mathbb{P}\left(\Omega_{t, x}\right)=1$, we infer that $\mathbb{P}(\widetilde{X}(t, x)=$ $X(t, x))=1$, as required.
b) In this part, we assume, in addition, that $X$ is adapted. Then $X_{m}$ is predictable, being a linear combination of elementary processes. Hence $A$ and $\widetilde{X}$ are predictable.

Remark B.2. Proposition B.1.a) follows from a general result of Cohn: see Theorem 3 of [8], and the (first) Remark on page 164 of [8].
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