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Abstract

We obtain a general bound for the Wasserstein-2 distance in normal approximation
for sums of locally dependent random variables. The proof is based on an asymptotic
expansion for expectations of second-order differentiable functions of the sum. We
apply the main result to obtain Wasserstein-2 bounds in normal approximation for
sums of m-dependent random variables, U-statistics and subgraph counts in the Erdés-
Rényi random graph. We state a conjecture on Wasserstein-p bounds for any positive
integer p and provide supporting arguments for the conjecture.
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1 Introduction

For two probability measures ;. and v on R?, the Wasserstein-p distance, p > 1, is

defined as )

)= ol o= i)’
where I'(i,v) is the space of all probability measures on R? x R? with x and v as
marginals and | - | denotes the Euclidean norm. Note that W, (i, v) < W,(p,v) if p < q.
For a random vector W whose distribution is close to v, it is of interest to provide an
explicit upper bound on their Wasserstein-p distance. See, for example, [10], [3], [15],
[4] and [8] for a recent wave of research in this direction.

We consider the central limit theorem in dimension one where p is the distribution
of a random variable W of interest, v = N(0,1) and d = 1 in the above setting. A large
class of random variables that can be approximated by a normal distribution exhibits
a local dependence structure. Roughly speaking, with details deferred to Section 2.1,
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Wasserstein-2 bounds in normal approximation

we assume that the random variable W is a sum of a large number of random variables
{X; :4i € I} and that each X; is independent of {X : j ¢ A,} for a relatively small index
set A;. Barbour, Karonski and Rucinski [2] obtained a Wasserstein-1 bound in the central
limit theorem for such W and Chen and Shao [6] obtained a bound for the Kolmogorov
distance. We refer to these two papers for a number of interesting applications.

To prove their Wasserstein-1 bound, Barbour, Karonski and Rucinski [2] used Stein’s
method and the following equivalent definition of the Wasserstein-1 distance:

Wi (p,v) = sup ‘/hd,u—/hdu‘,
helip, (R) ' /R R

where Lip; (R) denotes the class of Lipschitz functions with Lipschitz constant 1. There
seems to be no such expression for W, for general p. The optimal Wasserstein-p bound
in normal approximation for sums of independent random variables (cf. Lemma 3.4)
was only recently obtained by Bobkov [3] using characteristic functions. Our main
result, Theorem 2.1, provides a Wasserstein-2 bound in normal approximation under
local dependence, which is a generalization of independence. We also state a conjecture
on Wasserstein-p bounds for any positive integer p.

To prove our main result, we follow the approach of Rio [12], who used the asymptotic
expansion of Barbour [1] and a Poisson-like approximation to obtain a Wasserstein-2
bound in normal approximation for sums of independent random variables. We first
use Stein’s method to obtain an asymptotic expansion for expectations of second-order
differentiable functions of the sum of locally dependent random variables W. We then
use this expansion and the upper bound for the Wasserstein-2 distance in terms of
Zolotarev’s ideal distance of order 2 to control the Wasserstein-2 distance between the
distributions of W and a sum of independent and identically distributed (i.i.d.) random
variables. Finally, we use the triangle inequality and known Wasserstein-2 bounds in
normal approximation for sums of i.i.d. random variables to prove our main result. This
approach enables us to potentially bound the Wasserstein-p distance for any positive
integer p.

We apply our main result to the central limit theorem for sums of m-dependent
random variables, U-statistics and subgraph counts in the Erdés-Rényi random graph.

The paper is organized as follows. Section 2 contains the Wasserstein-2 bound in
normal approximation under local dependence, the applications and the conjecture on
Wasserstein-p bounds. Section 3 contains some related literature, the proofs of the
results in Section 2 and supporting arguments for the conjecture. In the following,
we use C to denote positive constants independent of all other parameters, possibly
different from line to line.

2 Main results

In this section, we provide a general Wasserstein-2 bound in normal approximation
under local dependence and apply it to the central limit theorem for sums of m-dependent
random variables, U-statistics and subgraph counts in the Erdés-Rényi random graph.
We also state a conjecture on Wasserstein-p bounds.

2.1 A Wasserstein-2 bound under local dependence

Let W =}, ., X; for an index set I with EX; = 0, EW? = 1 and satisfies the following
local dependence structure:

(LD1): For each ¢ € I, there exists A; C I such that X; is independent of {X; : j ¢ A;}.
(LD2): Foreachi e I and j € A;, there exists A;; D A; such that {X;, X,} is independent
of {Xk ok ¢ A,‘j}.
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(LD3): Foreachi e I, j € A; and k € A;;, there exists A;j; D A;; such that {X;, X;, X} is
independent of {X; : I ¢ A;jx}.
Assume that § := EW? exists.
Theorem 2.1. Under the above setting, we have

Wa(L(W),N(0,1)) < C[I8] + (1 + 72 +73) 7] (2.1)

where

B=Y"3 EXiX;Xp+2) > Y EXX;Xj,

i€l j,keA; i€l jEA; kEA;;\ A,

Nn=230 > Y BIXiX;X X,

€] jEA; k€EA;; I€EAk

= Y. > EXiXEXX],

i€l JEA; k€A I€EA; i
vy = E }: § : § - E|X: X; Xk |E|X).
i€l jJEA; kEA;; IEA, i

Remark 2.2. The conditions (LD1)-(LD3) and the bound (2.1) represent a natural ex-
tension of (2.1)-(2.5) and (2.7) of [2]. The sizes of neighborhoods A;; and A;;; are
typically smaller than those used in [6]. It would be interesting to prove a bound for the
Kolmogorov distance under the above setting.

2.2 Applications

2.2.1 m-dependence

Let Xi,..., X, be a sequence of m-dependent random variables, namely, {X; : i < j}
is independent of {X; : i > j+m+ 1} forany j=1,...,n—m—1. Let W = > "' | X;.
Assume that EX; = 0 and EW? = 1. We have the following corollary of Theorem 2.1.

Corollary 2.3. For sums of m-dependent random variables as above, we have

Wa(LW), N (0,1)) < Cf{m? SB[ +m*2(3 Bx)/2 ]
=1 =1

2.2.2 U-statistics

Let X1, Xs,... be a sequence of i.i.d. random variables from a fixed distribution. Let
m > 2 be a fixed integer. Let h : R™ — R be a fixed, symmetric, Borel-measurable
function. We consider the Hoeffding [9] U-statistic

> WXL X

1<y < <im<n

Assume that
Eh(X1,..., X)) =0, EA*(X1,...,X,) < oo,

and the U-statistic is non-degenerate, namely,
Eg2 (Xl) > 07

where
g(x) :=Eh(Xy,...,Xm)| X1 = x).

Applying Theorem 2.1 to the U-statistic above yields the following result:
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Theorem 2.4. Under the above setting, let

ani Z h(Xil""’Xi"L),
In 1<i1 < <im<n
where
o = Var [ > WXy X))
1<i1 < <im<n
We have
C
LW,),N(0,1)) < —.

Remark 2.5. Chen and Shao [7] obtained a bound on the Kolmogorov distance in normal
approximation for non-degenerate U-statistics. We refer to the references therein for a
large literature on the rate of convergence in normal approximation for U-statistics. For
simplicity, we assumed above that £(X;), m and h(-) are fixed. They may be taken into
account explicitly in the Wasserstein-2 bound. We omit the details.

2.2.3 Subgraph counts in the Erdés-Rényi random graph

Let K(n,p) be the Erdés-Rényi random graph with n vertices. Each pair of vertices is
connected with probability p and remain disconnected with probability 1 —p, independent
of all else. Let G be a given fixed graph. For any graph H, let v(H) and e(H) denote the
number of its vertices and edges, respectively. Theorem 2.1 leads to the following result.

Theorem 2.6. Let S be the number of copies (not necessarily induced) of G in K(n,p),
and let W = (S — ES)/+/Var(S) be the standardized version. Then

Y2 ifo<p<i

(2.2)
nl(1-p)7F ifl<p<i,

where C(G) is a constant only depending on G and

= min n?H) peH)y
w HCG,e(H) >0{ b }
Remark 2.7. Barbour, Karonski and Rucinski [2] proved the same bound as in (2.2) for
the weaker Wasserstein-1 distance. In the special case where G is a triangle, the bound
in (2.2) reduces to

n_%p_% 1f0<p<n_%
C n_lp_% ifn=32 <p< %
n’l(lfp)fé if% <p<l.

Rollin [13] proved the same bound for the Kolmogorov distance in this special case.

2.3 Conjecture on Wasserstein-p bounds

Here we state a conjecture on Wasserstein-p bounds for any positive integer p. We
provide supporting arguments, including a complete proof for p = 3, for the conjecture at
the end of the next section. Let W = >_._, X, for an index set I with EX; = 0, EW?=1
and satisfies (LD1)-(LD(p + 1)) where

el

(LDm): Foreach i, € I,ix € A;, ...,im € Aiy. 4, _,, there exists A4;, ; D A; . i _, such
that {X;,,..., X, } isindependent of {X; : j ¢ A, ,  }.
EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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Conjecture 2.8. Under the above setting, we have

§\~

Wy (L(W), N(0,1)) < C. f

(2.3)

where C, is a constant only depending on p,

=3y - 3 ZE|XHXZQ| E)|Xiy| -+ (B)[Xipa |,

i1€1i2€A;;  imt2€Ai . i, (B)

and ), denotes the sum over a possible E in front of each X; with the constraint that
any pair of E's must be separated by at least two X/s.

Remark 2.9. The case p = 1 was proved by Barbour, Karonski and Rucinski [2]. For the
case p = 2, we have Rs = 71 + 2 + v3 where y;—y3 are defined as in Theorem 2.1. In this
case, the bound in (2.3) is clearly an upper bound for the bound in (2.1).

3 Proofs

3.1 Preliminaries

To prepare for the proof of Theorem 2.1, we need the following lemmas. The first
lemma relates Wasserstein-p distances to Zolotarev’s ideal metrics.

Definition 3.1. Forp > 1, let | = [p| — 1 be the largest integer that is smaller than
p and A, be the class of [-times continuously differentiable functions f : R — R such
that | f(z) — fO(y)| < |z —y[P~! for any (z,y) € R?. The ideal distance Z, of Zolotarev
between two probability distributions u and v is defined by

Zp(p,v) = sup / fdu — / fdl/
feA,
Lemma 3.2 (Theorem 3.1 of [12]). For any p > 1 there exists a positive constant C,,
such that for any pair (i, v) of laws on the real line with finite absolute moments of order
D, .
Wo(p,v) < Gy [Zp(/ia V)} B

We use Stein’s method to obtain the asymptotic expansion (3.5) in the proof of
Theorem 2.1. Stein’s method was introduced by Stein [14] to prove central limit theorems.
The method has been generalized to other limit theorems and drawn considerable interest
recently. We refer to the book by Chen, Goldstein and Shao [5] for an introduction to
Stein’s method. Barbour [1] used Stein’s method to obtain an asymptotic expansion
for expectations of smooth functions of sums of independent random variables. Rinott
and Rotar [11] considered a related expansion for dependency-neighborhoods chain
structures. See Remark 3.6 below for more details.

For a function h, denote N'h := Eh(Z), where Z ~ N(0, 1), provided that the expecta-
tion exists. Consider the Stein equation

f'(w) —wf(w) = h(w) — Nh. (3.1)
Let

fn(w) = /w er W = n(t) — N'h)dt
oo (3.2)

- /Oo 3@ = h(t) — N}t

We will use the following lemma.
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Lemma 3.3 (Special case of Lemma 6 of [1]). For any positive integerp > 1, let h € A,
where A, is defined in Definition 3.1. Then f, in (3.2) is a solution to (3.1). Moreover;
fn is p times differentiable, and satisfies

7@ = K7W < Cole —yl, Yoy eR,

where C), is a constant only depending on p.

In the final step of the proof of Theorem 2.1, we will invoke the known Wasserstein-2
bounds in the central limit theorem for sums of i.i.d. random variables. The following
result was recently proved by Bobkov [3].

Lemma 3.4 (Theorem 1.1 of [3]). Let V,, = >_I" | & where {{1,...,&,} are independent,
with E¢; = 0 and EV,2 = 1. Then for any real p > 1,

o 1
Wo(L(V,), N(0,1)) < G [ Y El&[P]7, (3.3)
i=1
where C, continuously depends on p.

The results for p € (1,2] and for p > 1 but i.i.d. case were first proved by Rio [12],
who also showed that the bound in (3.3) is optimal.

3.2 Proof of Theorem 2.1

As noted in the Introduction, the proof consists of three steps. We first obtain an
asymptotic expansion for EA(W) for h € A,. We then use the expansion and Lemma
3.2 to control the Wasserstein-2 distance between the distributions of W and a sum of
i.i.d. random variables. Finally, we use the triangle inequality and known Wasserstein-
2 bounds in Lemma 3.4 for sums of i.i.d. random variables to prove our main result.
Without loss of generality, we assume that the right-hand side of (2.1) is finite.

3.2.1 Asymptotic expansion for EAi(1V)

In this step, we prove the following proposition.

Proposition 3.5. Let W be as in Theorem 2.1, let h € A5 and let f;, be the solution (3.2)
to the Stein equation

f'(w) —wf(w) = h(w) = Nh. (3.4)
We have
]Eh(W) ~Nh+ 2/\/ 1

(3.5)
<C[IBWLW), N0 1)) +71 + 72 + 7).

where 3, y1—y3 are as in Theorem 2.1.

Remark 3.6. Rinott and Rotar [11] obtained an asymptotic expansion for EL(W) — N'h
under a different set of conditions, which allows certain weak global dependence. It may
be possible to obtain a Wasserstein-2 bound for their W. We leave it for future research.

Proof of Proposition 3.5. In the proof, we denote f := fj. From h € A; and Lemma 3.3,
we have

|f"(x) = f"(y)] < Clz -y (3.6)
for any x,y € R. From (3.4), we have

EA(W) — Nh = Ef (W) — EW f(W). (3.7)

EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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For each index i € I, let
W =w -3 X
JEA;
By (LD1), X; is independent of W (). From EX; = 0, Taylor’s expansion and (3.6), we
have

EWf(W) =Y EX;f(W) =Y EX;[f(W) - f(W")]

i€l el
, 1 , (3.8)
— (T (8) - X 17 ()
_.Z Z EX; X, f/(W®) 4+ 2.2 .Z EX; X; X f" (WD) + O(7),
i€l jEA; i€l jkeA;

We begin by dealing with the first term on the right-hand side of (3.8). The second term
will be dealt with similarly. In (LD2), let

WD =w— 3" X
keA;;

By the independence of {X;, X;} and W) and (3.6), we have
EX; X, /(WD) = EX;, XGRS/ (W) + BX X[/ (W) — f/(WE)]
=EX, X;Ef' (W) + IEXin{E[f’(W(”)) — )] + [FW®) = f (W) }

=EX,X;Ef' (W) +EX; X;E[— Y Xpf" W) +0( 3 |Xkl)?]
keA;; keA;;
FEXX] S X W) o 3 1X0)7

keAi;\A; k€A

By the assumption that EW? =37, 37, EX;X; = 1, we have
YD EXIXEf(W) =Ef (W)
i€l jeEA;
Therefore,
>3 )
i€l jEA;

i€l jJEA; k€A
+33 S BXX X f (W) + O(y + ).

i€l jEA; k€ A;;\A;

In (LD3), let
Wm =w - Y X,

€Ak

By the independence of {X;, X;, X3} and W(¥*), EX}, = 0 and (3.6), we have

YN EXIXEXf(WY)

i€l jEA; kEA;,

=2 D BXiXGEX[f'(WY) — f/(WH)] (3.10)
i€l jEA; k€A,
=0(72)-
EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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Similarly;,

SN Y EBXX X f (W

i€l jEA; kEA;;\A;

=3 > Y EXXXEf (W)

i€l jEA; kEA;;\A;

) ) (3.11)
n Z Z Z EX,; X, X, [f”(W”) _ f’l(W(”k)ﬂ
i€l jEA; kGA”\AI
=3 > EXiXXGES (W) + O( +7s)
el jEA; l€€A7]\141
Combining (3.9), (3.10) and (3.11), we have
Z Z EX, X, f'(W®)
i€l jEA; (3.12)

=EfW)+3. 3 Y EXiXGXGES (W) + O + 72 + 7).
i€l jEA; kEA;;\A;

Similar arguments applied to the second term on the right-hand side of (3.8) yield

%Z > EXi XX f' (W)

i€l j,keA;

3 Y EXXKESW)
i€l j,keA;
£330 B BL V) - )] + [ ) - i)}
icl j,k€A;

1
2 D> EXiX X Ef (W) + O(m + 7).
i€l jkEA;

(3.13)

From (3.7), (3.8), (3.12) and (3.13), we have
Er(W) = Nh =Ef' (W) -EW f(W)
1 1 "
—_ Z Z > EXiX; X Ef(W) - 52 Z EX; X; X, Ef" (W)
i€l jEA; ke A ;\A; i€l j,keA; (3.14)

+ Oy + 72 +73)

=— glEf”(W) +O(71 + 72 +173).

From (3.6) and the equivalent definition of the Wasserstein-1 distance

Wi(p,v) = sup ‘/gdu—/gdv

g€Lip, (R)

b

we have
[Ef"(W) = Nf"| < CWi(L(W),N(0,1)) < CW,(L(W),N(0,1)).

This proves (3.5). O

EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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3.2.2 ), bound for approximating £(WW) by the distribution of a sum of i.i.d.
random variables

Note that in proving Theorem 2.1, we can assume that |3| is smaller than an arbitrarily
chosen constant ¢; > 0. If 3 # 0, let n = |c2372] for a constant ¢, > 0 to be chosen. Let
{& :i=1,...,n} beii.d. such that

P =)= o VO,
P = 1) ==+ V7
P = 1) = -Y7
P =2 =2+ Y2

where we choose ¢, to be small enough so that the above is indeed a probability dis-
tribution, and then choose ¢; to be small enough so that n > 1. By straightforward
computation, we have

E¢ =0, B¢ = 1, B¢ = vnp, B < C.

Let V,, = ﬁ Yo, &. Note that k3(V,,) = 38, where &, denotes the rth cumulant, and

S Bel - C < Cf3%. The expansion in Theorem 1 of [1] implies

i=1 n2 — n —

Eh(V,,) — Nh + ng;’[ < Cp2 (3.15)

If=0,letV, ~ N(0,1) and (3.15) automatically holds. From Lemma 3.2 and the
expansions (3.5) and (3.15), we have

WQ(‘C(W)’ ‘C(Vn))

1

<cf sup [ER(W) ~ B(V,)] } (3.16)

<c{181+ [1BWaLOV), N0, 1)) + (1 2 + 7)1 .

We remark that Rio [12] used a Poisson-like approximation for £(W). Approximating
by sums of i.i.d. random variables enables us to potentially bound the Wasserstein-p
distance for any positive integer p.

3.2.3 Triangle inequality and the final bound
By Lemma 3.4,
< Y ]Eff : <
WalL(Vi), N(0,1)) < c{ 3 F} <0l (3.17)

1=

Using the triangle inequality, (3.16) and (3.17), we obtain
Wa(L(W), N(0,1))
SWL(L(W), L(Vi)) + W2 (L(V2), N(0,1))
<C{181 + [IBIW2(LW), N0, D)]* + (11 + 72 +73)* }.
Finally, we use the inequality Vab < =a + $b with a = |3] and b = W,(L(W), N(0,1)),

choose a sufficiently small ¢ and solve the recursive inequality for W (L(W), N(0,1)) to
obtain the bound (2.1).
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3.3 Proof of Corollary 2.3

Foreachi=1,...,n,let A, = {j:|j—i < m}. Foreachi =1,...,nand j € A,,
let A;; = {k : min{|k — j|,|k —i|]} < m}. Foreachi=1,...,n, j € A; and k € A4;;, let
Aijr = {l : min{|l — 1|, |l — j|, |l — k|} < m}. By the m-dependence assumption, they satisfy
the assumptions (LD1)-(LD3) for Theorem 2.1. For the first term in the definition of 5 of
Theorem 2.1, we have

DY EXX X

i=1 j k€A;

<C> > (BIXP +EIXP + EIX[?)
i=1 j,keA;

<Cm®> EIXif,
i=1

where the last inequality is from the fact that each i is counted at most Cm? times in the
previous expression. The second term of g has the same upper bound. Similarly, for 4,

we have
Y3 D BIXX; XX

i€1 jEA; k€A 1€ Ay,

<3N TN @IX +EIXG + BIX [+ BIX Y

i€l jEA; KEA;; IEA ju,
<Ccm? zn:IE|X1-|4,

=1
and 75 and 3 have the same upper bound. This proves the corollary.
3.4 Proof of Theorem 2.4

Consider the index set

IT={i="(i1, - yim): 1 <iy <+ <ipy <n}

Foreachiec I, let& =0, 'h(X,,,...,X;,,). Then W, = >, , &. For each i € I, let
Ar={jel:inj#0}
Foreachi e [ and j € A;, let
Ajj={kel: kn(iUj)#0}.
Foreachic I, j€ A;and k € A;;, let
Ajje={lel:IN@EUjUk) #0}.

Then they satisfy the conditions (LD1)-(LD3) of Theorem 2.1. Moreover, the sizes of the
neighborhoods are all bounded by Cn™~!. Note that by the non-degeneracy condition,
2 = n?m~! By Theorem 2.1, we have

W2(£(Wn)’ N(07 1))

S Eh(Xq, ..., X)) P

E(h(X1,...,Xm))4
Sc{nm(nm—l) ; + [nm(nm—l)B ( ( 1 - m)) }1/2}
g ag
n n
<C/v/n.
EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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3.5 Proof of Theorem 2.6

In this subsection, the constants C' are allowed to depend on the given fixed graph G.
Let the potential edges of K (n, p) be denoted by (e, ..., e(n)). Let v =v(G),e = e(G). In
2

applying Theorem 2.1, let W = Y. _; X;, where the index set is

i€l
I:{z’:(il,...,ie):lgil<-~<z’e§ (Z),Gi = (e,;l,...,eie)isacopyofG},

X, = a_l(Yi —pe), o?:=Var(S), Y;=1{_,E,;,

and FE;, is the indicator of the event that the edge ¢;, is connected in K (n,p). It is known
that (cf. (3.7) of [2])
0_2 > C(]. _ p)n2Up2€1/1_1.

For each i € I, let

Foreachi € I and j € A;, let
Aij = {k cl: G(Gk n (GZ U GJ)) > ].}
Foreachic I, j € A;and k € A;j, let
A’L’jk = {l el: E(Gl n (Gz U Gj U Gk)) > 1},

Then they satisfy (LD1)—-(LD3) of Section 2.1. Note that the Y’s are all increasing
functions of the E’s. By the arguments leading to (3.8) of [2], we have

Y=Y Y2 3

ETT Y Y ey (SY Y Y Y Bo-n)

i€l jEA; kEA;; €A 1 i€l jEA; k€A 1€ Aijk
For % < p < 1, the latter term directly yields the estimate
v SCO_—AannB(v—Q)(l _ p)

<Cn™ 701 = p)[n* (1 - p)] 2
<Cn72(1-p)~ .

Let = denote graph homomorphism. For 0 < p < % the former term gives

D YD YD YD >

HCG i€l KC(G;UGy) kel
e(H)>1 GiNG =H  (g)>1  GpN(G;UG;=K

{ Z Z p4e*e(H)*e(K)fe(L)}

LC(G;UG;UGy) ler
e(L)31 GN(G;UG UGE)=L

<Co™ > > X )
HCG i€l KC(G;UGy) kel

e(H)>1 GiNG =H  _(g)>1  GpN(G;UG)=K

{ Z nvf'u(L)pélefe(H)76(}(),8(11)}

LC(G;UG;UGE)
LCGqy forsome m,e(L)>1

SCJ_4w_1n"pe Z Z Z Z pBG—e(H)—e(K)

HCG ijel  KC(G;UG;) kel
e(H)>1 GiNG;=H ()51 Gpn(GUG))=K

SCU_Q(’Q/J_L/LUPG)Q,
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where in the last step, we used (3.10) of [2]. This gives
y<Cyh

In summary, we have proved that v!/2 is bounded by the right-hand side of (2.2). By
a similar and simpler argument which is essentially the same as (3.10) of [2], we also
have that |§| is bounded by the right-hand side of (2.2). Theorem 2.6 is now proved by
invoking Theorem 2.1.

3.6 Supporting arguments for Conjecture 2.8

We follow the proof of Theorem 2.1, obtain higher-order expansions and choose
appropriate sums of i.i.d. random variables for the intermediate approximation.

We first give a complete proof for the case p = 3. Without loss of generality, we
assume that the right-hand side of (2.3) is finite. Let h € A3. Let f := f} in (3.2) be the
solution to the Stein equation

f'(w) —wf(w) = h(w) — Nh.
From h € A3 and Lemma 3.3,
(@) = fP(2)] < Clo —yl. (3.18)

We further let g := g4, defined by replacing h by f” on the right-hand side of (3.2), be
the solution to

g'(w) —wg(w) = f"(w) = Nf".
From £ f” € A, and Lemma 3.3, we have

l9" (x) — ¢" ()| < Clz —yl.

Denote the third cumulant of W by

SETAUCED DD DRI SEE) 35 DD DRSS AN

i€l jkeA; i€l jEAI kEA;\A;

which we denoted by 5 before. Denote the fourth cumulant of W by k4 := kq(W). A
tedious but similar expansion as for (3.14) yields

Eh(W) — Nh =Ef (W) — EW f(W)

== JEF0) = GEFO) + O(Rs). B
Since & f” € Ay, from (3.5), we have
IEf(W) — Nf" + %Ng’w < C[|rs|Ws(L(W), N(0,1)) + Rs)]. (3.20)
From (3.18), we have
EfO(W) - NfE = 0Ws(L(W), N(0,1))). (3.21)
From (3.19)-(3.21) and |k3| < CRy, |k4| < CRy, we have
’Eh(W) — Nh+ %Nf” + %Nf(?’) - %gj\/g” 529
<C[(R3 + R2)W5(L(W), N(0,1)) + iRz + Rs).
EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
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Without loss of generality, assume that R; and R, hence |x3| and |k4| are smaller than
an arbitrarily chosen constant ¢; > 0. Otherwise, the bound (2.3) is trivial for p = 3 by
choosing a large enough Cs. If k3 £ 0 or k4 # 0, let

n=|cakz” A |calkal "]

for a constant ¢, > 0 to be chosen. Let {{; : ¢ =1,...,n} be i.i.d. such that
P(6 = ~2) = & 4 YL
P =-1)= é + 7\/&{36— e,
P(6=0)= 5+ 2%,
P& = 1) = é - ‘/7“””3; e
P(e =2) = & + DI

where we choose ¢, to be small enough so that the above is indeed a probability dis-
tribution, and then choose ¢; to be small enough so that n > 1. By straightforward
computation, we have

E& =0, BE =1, r3(&1) = Vnns, ka(&1) = nkg, El&]° < C.
LetV, = ﬁ Z?zl &;. The expansion in Theorem 1 of [1] implies
EA(V,) — Nh + %Nf” + %Nf@ “3/\/ " < % < O(R3 + RY?). (3.23)
If k3 = k4 =0, let V,, ~ N(0,1) and (3.23) automatically holds. The expansions (3.22)
and (3.23) imply
IER(W) — Eh(V,)| < C[(R? + Ro)Ws(L(W), N(0,1)) + R} + RY* + Ry],
where we used Young’s inequality |ab| < C(|a|® + |b>/2). As in the proof of Theorem 2.1,
we have
Ws(L(W), N(0,1))
<W3(L(W), L(V,)) + C(Ry + Ry?)
<C(Ry + Ry + RY®) + C(Ry + RY*)*3(Ws(L(W), N(0,1)))/3
1
<GWs(LW). N(0.1)) + C(Ry + Ry + Ry").

This implies the conjectured result for p = 3.
For the case p > 4 and h € A,, we start with the expansion

Eh(W ) W) — Nh = Ef (W) — EW f(W)

:2 n’j”jj Ef™ (W) + O(R,),

m= 1

where f = f in (3.2) is the solution to (3.1) and k42 = Kmi2(W) is the (m + 2)th
cumulant of W. To see that the coefficients must be of the given form of the cumulants,
take f(w) = w? w?,... in the expansion. The constraint that any pair of E’s must be
separated by at least two X;’s is from the assumption that EX; = 0 for any ¢ € I. The
conjectured result should then follow by similar arguments as for the case p = 3.

EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
Page 13/14


https://doi.org/10.1214/19-EJP301
http://www.imstat.org/ejp/

Wasserstein-2 bounds in normal approximation

References

[1] Barbour, A. D. (1986). Asymptotic expansions based on smooth functions in the central limit
theorem. Probab. Theory Relat. Fields 72, no. 2, 289-303. MR-0836279
[2] Barbour, A. D., Karonski, M. and Rucinski, A. (1989). A central limit theorem for decomposable
random variables with applications to random graphs. J. Combin. Theory Ser. B 47, no. 2,
125-145. MR-1047781
[3] Bobkov, S. G. (2018). Berry-Esseen bounds and Edgeworth expansions in the central limit
theorem for transport distances. Probab. Theory Related Fields 170, no. 1-2, 229-262.
MR-3748324
[4] Bonis, T. (2018). Rate in the central limit theorem and diffusion approximation via Stein’s
method. Preprint. Available at https://arxiv.org/abs/1506.06966
[5] Chen, L.H.Y., Goldstein, L. and Shao, Q.M. (2011). Normal approximation by Stein’s method.
Probability and its Applications (New York). Springer, Heidelberg, 2011. xii+405 pp. MR-
2732624
[6] Chen, L.H.Y. and Shao, Q.M. (2004). Normal approximation under local dependence. Ann.
Probab. 32, no. 3A, 1985-2028. MR-2073183
[7]1 Chen, L.H.Y. and Shao, Q.M. (2007). Normal approximation for nonlinear statistics using a
concentration inequality approach. Bernoulli 13, 581-599. MR-2331265
[8] Courtade, T.A., Fathi, M. and Pananjady, A. (2018). Existence of Stein kernels under a spectral
gap, and discrepancy bound. Preprint. Available at https://arxiv.org/abs/1703.07707
[9] Hoeffding, W. (1948). A class of statistics with asymptotically normal distribution. Ann. Math.
Statistics 19, 293-325. MR-0026294
[10] Ledoux, M., Nourdin, I. and Peccati, G. (2015). Stein’s method, logarithmic Sobolev and
transport inequalities. Geom. Funct. Anal. 25, no. 1, 256-306. MR-3320893
[11] Rinott, Y. and Rotar, V. (2003). On Edgeworth expansions for dependency-neighborhoods
chain structures and Stein’s method. Probab. Theory Related Fields 126, no. 4, 528-570.
MR-2001197
[12] Rio, E. (2009). Upper bounds for minimal distances in the central limit theorem. Ann. Inst.
Henri Poincaré Probab. Stat. 45, no. 3, 802-817. MR-2548505
[13] Rollin, A. (2017). Kolmogorov bounds for the normal approximation of the number of triangles
in the Erd6s-Rényi random graph. Preprint. Available at https://arxiv.org/abs/1704.00410
[14] Stein, C. (1972). A bound for the error in the normal approximation to the distribution of a
sum of dependent random variables. Proc. Sixth Berkeley Symp. Math. Stat. Prob. 2, Univ.
California Press. Berkeley, Calif., 583-602. MR-0402873
[15] Zhai, A. (2018). A high-dimensional CLT in W, distance with near optimal convergence rate.
Probab. Theory Related Fields 170, no. 3-4, 821-845. MR-3773801

Acknowledgments. The author would like to thank Michel Ledoux for introducing the
problem, Jia-An Yan for comments on an earlier version of this paper, and an anonymous
referee for insightful suggestions.

EJP 24 (2019), paper 35. http://www.imstat.org/ejp/
Page 14/14


http://www.ams.org/mathscinet-getitem?mr=0836279
http://www.ams.org/mathscinet-getitem?mr=1047781
http://www.ams.org/mathscinet-getitem?mr=3748324
https://arxiv.org/abs/1506.06966
http://www.ams.org/mathscinet-getitem?mr=2732624
http://www.ams.org/mathscinet-getitem?mr=2732624
http://www.ams.org/mathscinet-getitem?mr=2073183
http://www.ams.org/mathscinet-getitem?mr=2331265
https://arxiv.org/abs/1703.07707
http://www.ams.org/mathscinet-getitem?mr=0026294
http://www.ams.org/mathscinet-getitem?mr=3320893
http://www.ams.org/mathscinet-getitem?mr=2001197
http://www.ams.org/mathscinet-getitem?mr=2548505
https://arxiv.org/abs/1704.00410
http://www.ams.org/mathscinet-getitem?mr=0402873
http://www.ams.org/mathscinet-getitem?mr=3773801
https://doi.org/10.1214/19-EJP301
http://www.imstat.org/ejp/

	Introduction
	Main results
	A Wasserstein-2 bound under local dependence
	Applications
	m-dependence
	U-statistics
	Subgraph counts in the Erdos-Rényi random graph

	Conjecture on Wasserstein-p bounds

	Proofs
	Preliminaries
	Proof of Theorem 2.1
	Asymptotic expansion for Eh(W)
	W2 bound for approximating L(W) by the distribution of a sum of i.i.d. random variables
	Triangle inequality and the final bound

	Proof of Corollary 2.3
	Proof of Theorem 2.4
	Proof of Theorem 2.6
	Supporting arguments for Conjecture 2.8

	References

