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THE WIDOM-ROWLINSON MODEL UNDER SPIN FLIP:
IMMEDIATE LOSS AND SHARP RECOVERY OF
QUASILOCALITY!

BY BENEDIKT JAHNEL AND CHRISTOF KULSKE

Weierstrass Institute Berlin and Ruhr-Universitit Bochum

We consider the continuum Widom—Rowlinson model under indepen-
dent spin-flip dynamics and investigate whether and when the time-evolved
point process has an (almost) quasilocal specification (Gibbs-property of the
time-evolved measure). Our study provides a first analysis of a Gibbs—non-
Gibbs transition for point particles in Euclidean space. We find a picture of
loss and recovery, in which even more regularity is lost faster than it is for
time-evolved spin models on lattices.

We show immediate loss of quasilocality in the percolation regime, with
full measure of discontinuity points for any specification. For the color-
asymmetric percolating model, there is a transition from this non-almost-
sure quasilocal regime back to an everywhere Gibbsian regime. At the sharp
reentrance time ¢G > 0, the model is a.s. quasilocal. For the color-symmetric
model, there is no reentrance. On the constructive side, for all t > 75, we pro-
vide everywhere quasilocal specifications for the time-evolved measures and
give precise exponential estimates on the influence of boundary condition.

1. Introduction.

1.1. Gibbsian point particle systems vs. lattice spin systems. The study of spa-
tial point processes has enjoyed considerable attention in the last years. Point pro-
cesses appear as models for interacting point particles in mathematical statistical
mechanics [9, 14, 21, 36] as a description of gases or fluids. Adding to this, there
has been a lot of related activity from stochastic geometry [5, 16, 18, 19, 32] and
the introduction of Malliavin calculus [28, 31].

The Gibbsian theory of point particles in infinite Euclidean space presents more
subtleties than the theory of lattice systems with uniformly convergent Hamiltoni-
ans. The issues existence, uniqueness, phase-transitions, variational principle are
all more difficult [2, 8, 9, 20, 23, 27, 29]. Loosely speaking Gibbsian point pro-
cesses are difficult because there is a priori more chance for unboundedness. This
comes, for example, since particle numbers in fixed finite volumes are not uni-
formly bounded, which in turn also leads to unbounded interaction energies. More-
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over, due to the additional spatial degrees of freedom, there is also less spatial uni-
formity in the game allowing, for example, condensation phenomena. Hence not
all lattice results have counterparts in the theory of point particles, and for some
issues a canonical setup has yet to be found. In the present paper, we are contribut-
ing to an understanding of Gibbs theory for point processes and its limits by an
investigation of the possibility of Gibbs—non-Gibbs transitions.

Parts of the difficulties of systems of point particles are already present in mod-
els of unbounded lattice spins which generically have also an unbounded interac-
tion. Here, the theory is less complete than the established theory for uniformly
convergent Hamiltonians [13, 15]. There are also some links between unbounded
lattice spins and point particles: Some proofs for measures of point particles pro-
ceed by reduction to lattice systems via blocking procedures, for example, where
continuous particle configuration in a Z?-discretization window are considered as
a single new spin variable; see [3, 6, 35].

Gibbs—non-Gibbs transitions appear for lattice spin systems with absolutely
convergent Hamiltonians where it has been observed that simple stochastic trans-
formations (like spatial block averaging or stochastic time-evolutions) can pro-
duce nonlocalities, which lead to a loss of the Gibbs property for the transformed
measure [40]. These nonlocalities appear in the conditional probabilities to see a
configuration in a finite volume as a function of the conditioning outside the finite
volume. They provide a strong deviation from the spatial Markov property of the
image measure and are signs of a lack of regularity of the time-evolved measure.
This is remarkable and may sometimes result in serious consequences, like the
failure of variational principle; see [24]. For Gibbsian initial measures, they are
caused by phase transitions of an internal system, conditioned to configurations of
the image system we want to study. A different source of non-Gibbsian measures
of lattice systems are projections of quantum spin chains [10] where a mechanism
of quantum entanglement instead of an internal phase transition is responsible for
the appearing nonlocalities.

It is the aim of the present paper to investigate the Widom—Rowlinson model
(WRM) [43] as a prototypical system of Gibbsian point particles in all intensity
regimes, under a stochastic time-evolution. To our knowledge, this is the first study
of Gibbsianness (or quasilocality of conditional probabilities) of a transformed
system of point particles.

1.2. Results on the WRM under spin flip. The continuum WRM is a model
for point particles in Euclidean space, each carrying one of two colors (or spins).
Point configurations are distributed according to Poisson processes with possibly
color-dependent intensities, which are conditioned to distances bigger than a given
minimal value 2a, between particles of different spins. The specification kernels
obtained by this procedure are clearly local (in particular quasilocal) as a function
of the boundary configuration. It is one the first of a class of models of interacting
colored point particles which was proved to have a phase transition at large and
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FI1G. 1. Realization of the WRM in the phase transition regime under independent spin-flip at time
zero (left) and for some positive time (right).

equal intensities, in spatial dimensions greater or equal to two [4, 35]. We apply
a time-evolution which keeps the positions of the particles but randomly changes
the colors according to independent Poissonian clocks. Note that only the initial
configurations have to obey the color constraint for overlapping discs; see Figure 1
for an illustration.

We prove that the following scenario of Gibbs—non-Gibbs transitions take place.
The main features are illustrated in Figure 2. Suppose the model has symmetric
and sufficiently high activities, such that there is an infinite cluster of overlapping
disks of the same color in the infinite volume. Then there is an immediate loss of
quasilocality for any specification (system of conditional probabilities) of the time-
evolved measure which persists for all finite times. Moreover, the set of disconti-
nuity points of any specification has measure one w.r.t. the time-evolved measure:
There is no a.s. Gibbsianness, but a.s. non-Gibbsianness. The translation-invariant
measures ;" and 1, obtained by time-evolution of the extremal translation invari-
ant Widom—Rowlinson states ;™ > 1~ have each their own specifications which
are different for ¢t < oo.

Still in the symmetric high-activity regime, we consider the limiting measure
for t = 0o, where we randomly assign colors with equal probability independently
of the spatial structure, while keeping the positions fixed. Its internal dependence
properties are given by the grey measure which is obtained from the WRM by
forgetting the color-assignment and keeping the spatial degrees of freedom only.
For this measure we show that it is a.s. non-Gibbs, too. While it is surprising that
we even find a full-measure set of bad points, the failure of quasilocality goes in
line with examples in which it has been observed that projections (here: to the
spatial degrees of freedom) may cause nonlocalities from Gibbsian measures.
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FI1G. 2. Illustration of Gibbs—non-Gibbs transitions in time and intensity for the WRM under inde-
pendent spin flip.

Suppose next that the model has sufficiently high, but different activities, such
that there is an infinite cluster. Then we prove that there is a sharp reentrance time
tc < oo such that the following holds: There is a full-measure set of disconti-
nuity points of any specification for the time-evolved measure for all ¢ € (0, 7g)
and a uniformly quasilocal specification for the time-evolved measure for all
t € (tg, oo]. For this quasilocal specification, we obtain very explicit exponen-
tial bounds on the change of the measure in A C R in total variation as a function
of the conditioning far away from A. At the reentrance time ¢ itself, there is non-
Gibbsian, but a.s. Gibbsian behavior. We also find a nonpercolating small-time
regime where almost-sure quasilocality, but not quasilocality everywhere holds,
for any specification.

1.3. Lattice spins under time evolution. The time-evolved Ising model in the
integer lattice was studied [38]. The authors in particular considered an initial con-
figuration chosen according to a low temperature plus measure of an Ising model
in zero magnetic field in the phase transition regime, and considered the symmet-
ric spin-flip dynamics which randomly flips between the two possible spin values
plus and minus according to Poissonian clocks, independently over the lattice sites.
This paper, in which prototypical behavior of lattice spins under time-evolution
was studied for the first time, was very fruitful and stimulating and it is worth to
compare our findings. We see similarities and analogies but also strong differences
between point particles and lattice spins like the Ising model.

Clearly, the resulting time-evolved Ising measure w; converges locally to the
independent symmetric product measure as time goes to infinity. Nevertheless, it
was shown that, for large enough ¢, the conditional probabilities lose the property
of quasilocality as a function of the conditioning, at some bad configurations. Dif-
ferent to our findings for the WRM, for small enough ¢, the Gibbs property was
proved to be preserved. Indeed, short-time preservation of Gibbsianness is true
rather generally [25, 30]. The sharpness of the transition between Gibbs and non-
Gibbs at a particular threshold time (excluding multiple ins and outs to Gibbs) was
conjectured but not proved.
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The hidden phase transitions responsible for the (nonremovable) absence of
quasilocality of conditional probabilities appear in the infinite system at time zero,
conditional on very particular balancing bad configurations which are given at
time 7. These balancing bad configurations have to be chosen in such a way as
to keep the conditional system neutral. An example of such a bad configuration
for the time-evolved Ising measure is the plus/minus checkerboard configuration,
and the mass of bad configurations w.r.t. the time-evolved measure is zero, so that
the time-evolved measure is a.s. Gibbs. In the nonzero magnetic field # > 0, the
situation is different: For large enough 7, the measure becomes Gibbs again, but
sharpness of this reentrance into the Gibbs measures could not be proved.

A similar analysis was carried out for a model of real-valued spins in the
phase transition regime under site-wise independent diffusive time-evolution of
the spins [26]. We see a picture of short-time preservation of Gibbsianness and
loss of the Gibbs property at finite times. As a notable difference to WRM and
to the Ising model, there is no recovery even in positive magnetic field, which is
caused by the unboundedness of spins. In Section 2.1, we give further details on
the relations of the various notions of Gibbsianness on the lattice and in continuum.

The low-temperature Ising model under spin flip on regular trees was investi-
gated in [37], using entirely different techniques of nonhomogeneous tree recur-
sions. As a phenomenon which seems to be possible only for trees, the Gibbs-
properties depend on the initial Gibbs state: The maximal Gibbs state " and the
Gibbs state obtained with free boundary conditions (which are different on trees)
behave very differently under time evolution. The free state has short-time Gibb-
sianness, but even shows two transitions in time: non-Gibbsianness with some bad
configuration at intermediate time, and full-measure set of discontinuities for large
times.

A bulk of related work about Gibbs—non-Gibbs transitions under time evolu-
tion has appeared [7, 11, 12, 33, 41]. This includes mean-field and Kac-models
for which large-deviation techniques lead to variational principles which are
more tractable than on the lattice. Compare also the variational approach in path
space [39].

1.4. Ideas of proof. Our arguments are based on a good understanding of the
cluster representation of the conditional probabilities of the time-evolved measure
in the form presented in Lemma 4.3. All effects can be seen from here, after suit-
able limits, where care is needed for the correct treatment of infinite clusters.

We find a number of new physical phenomena due to the spatial degrees of
freedom of the colored point cloud which are not present in the Ising model where
spatial degrees of freedom are fixed on the lattice. First of all, there is additional
complexity due to spatial degrees of freedom: In the time-evolved Ising model,
the non-quasilocality manifests itself in a possibility to change the probabilities to
see a fixed configuration in a box, conditional on a particular, bad configuration
outside of the box, by perturbing this configuration arbitrarily far away. In the



3850 B. JAHNEL AND C. KULSKE

time-evolved WRM, we also have spatial degrees of freedom, on top of the spin
degrees. These are not present in the Ising model. Spatial degrees do not participate
in the time-evolution. Nevertheless, there is a remarkable intertwinement between
spatial degrees and spins: Let us ask for probabilities to see a point cloud in a
box, regardless of their colors, conditional on a particular point cloud outside,
which will be perturbed arbitrarily far way. Now, even if we restrict to the class
of color-perturbations for those perturbations far away, keeping all locations of the
conditioning configuration fixed, we can still induce jumps in the probabilities for
the locations in the box. In short: Pure color-perturbations act nonlocally in spatial
degrees of freedom, even though spatial degrees of freedom do not participate in
the time-evolution. See the paragraph with representation (4.1).

The most striking features of our findings about the time-evolved WRM are the
immediate loss of quasilocality and the appearance of non almost-sure quasilo-
cality. Both do not appear for the Ising model and immediate loss has only been
recently observed in a mean-field setting with unbounded spins [7] in a very par-
ticular potential.

This is best understood on the basis of the cluster representation for conditional
probabilities of the time-evolved measure which makes explicit the clusters C of
the conditional time-zero model. It allows to see whether transport of informa-
tion coming from varying boundary conditions far away may (or may not) take
place. The perfect color constraint of the WRM keeps a perfectly rigid coupling
for the conditional time-zero measure along those clusters. This lossless flow of
color information along clusters of overlapping discs, meaning, if we know one
color in a cluster we know the color of all of them, also the ones arbitrarily far
away, is responsible for the immediate loss of Gibbsianness. There are two basic
sources for discontinuities of conditional probabilities of the time-evolved mea-
sure: These are the color-perturbations far away, keeping the cluster structure fixed,
and spatial perturbations, cutting off an infinite cluster to finite pieces. Both mech-
anisms assume existence of large clusters, and their absence hence already implies
a.s. quasilocality. Color-perturbations in particular allow to show badness in the
symmetric high-density regime at any finite time. More than that, they even allow
to show badness of any (!) percolating configuration, independently of the color-
ing. The sharp reentrance time can best be understood in terms of availability of
a switch (see Section 4.1.2), which describes the interplay between Poisson activ-
ities, time and magnetization at time ¢ on the cluster, and its weight. The form of
the switch also explains the immediate loss of quasilocality.

The complete proof of nonexistence of an a.s. quasilocal specification in
regimes of percolation then also involves a version of conditional probabilities for
notably finite clusters (see Proposition 4.11) and a replacement argument for spec-
ifications with perturbed conditionings (see Section 4.5), which needs a bit more
care than for discrete lattice spins. Our proof of existence of a quasilocal specifica-
tion for ¢ > ¢ in arbitrary densities, is constructive (see Propositions 4.4 and 4.5).
We define a specification by taking the appropriate formal limit on infinite clusters
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(see Definition 4.2) and prove specification properties (see Lemma 4.3). The be-
havior at the critical times 7g and t = oo needs modified arguments, in the latter
case also involving an argument of cutting off infinite clusters.

1.5. Discussion, generalizations, future research. Summarizing, we have seen
that the spin-flip time-evolution of the WRM creates stronger pathologies than it
was known from the Ising model on the lattice. It provides the first example of
non-almost-sure quasilocality created by time evolution (compare however joint
measures in [24]). It also provides the first example of immediate loss of quasilo-
cality in non-mean field (for a mean-field example see however the [7]).

How generic are our findings? It would be interesting to change the initial model
at time zero to a more general Potts gas model, and see how much of the picture
we found in the WRM we can expect to carry over, and what we can expect to be
able to prove. We believe that in a finite-range model where the color constraint of
the WRM is not strict, there should again be a regime of short-time Gibbsianness
w.r.t. T-topology. One could in particular discuss the one-parameter family of soft-
ened potentials of the form ¢ (x —y) = B X 1|y _y|<24 in (2.1), and moreover, study
heating and possibly even cooling dynamics in this framework, cooling being no-
toriously very difficult. Note that our present result is different, since it combines
perfect quenching of the spatial degrees of freedom at zero temperature, with infi-
nite temperature color dynamics.

From a different aspect, working with continuous interactions (as a function of
the interparticle distances) would even be nicer, as their corresponding local spec-
ifications are Feller for topologies which allow also for spatial variations of points
(the vague topology on the positive measures one obtains when one puts a Dirac
measure to every particle position) and so there is more regularity in the game. In-
deed, the specification of the WRM clearly is non-Feller w.r.t. the vague topology,
and the natural topology in which to work for initial measure and also for the time-
evolved measure hence is the t-topology. Next, for models of unbounded range of
interactions as starting measures there are new difficulties. For such models, it is
essential to work with spaces of tempered configurations, with a good definition
of temperedness, and a good choice of topology. An analysis would have to start
from a generalization of our cluster-representation of the time-evolved conditional
probabilities, but this will be more complicated. It could be promising to use con-
tinuum percolation tools of [14] in their proof of phase-transitions of general Potts
gases in this context, and many interesting challenges and open issues remain. Fi-
nally, it would be interesting and nonimmediate, to investigate also a long-range
model in d = 1 with phase transitions under transformations, compare [42] on the
lattice.

1.6. Organisation of the manuscript. In Section 2, we present the general
framework for Gibbs point processes in Euclidean space and give the definition
for Gibbsianness based on the existence of quasilocal specifications. In Section 3,
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the WRM under independent spin flip is introduced and we give our main results
for quasilocal Gibbsianness in time versus intensity regimes. Section 4 is dedi-
cated to cluster representations of the time-evolved WRM for which we present
the properties required for the proofs of the main theorems. All technical proofs
are dealt with in Section 5. In the Appendix, we collect some general results on
percolation for the WRM.

2. Gibbs point processes. We consider the Euclidean space R with d > 1
and fix an integer ¢ > 1. The set E, = {1, ..., g} will play the role of a local state
space or in the language of point processes the mark space. Let 2 denote the set of
all locally finite subsets of R, that is, for w € Q we have |wa| = #{w N A} < 00
for all bounded sets A C R?. A configuration of particles with ¢ different colors
is called a colored configuration and is given by the vector @ = (w1, ..., ©@))
where 0 € Q forall i € E, and oD N =@ forall i # j. We denote  the
set of all colored configurations. Let us equip 2 with the o-algebra F which is
generated by the counting variables 2 > w +— #(w N A) for bounded and measur-
able A € R? and @ with the restriction of the product o -algebra on Q¢ which we
denote JF. Further we denote by 2, the set of all colored configurations in the
measurable set A C RY and equip it with the corresponding o -algebra F» gen-
erated by the counting variables. We write f € F 5 if f is measurable w.r.t. FF 5
and f € F l[’\ if f is additionally bounded in the supremum norm || - ||. We denote
by w =P U---Uw® the grey configuration of the colored configuration . By
oy € E4, we denote the color of the particle x € w.

An interaction between particles in £, with A € R? and boundary condition
wpc € e, where A¢ =R? \ A, is given by the Hamiltonian

Hp(@pa®pc) = > Oy (war@nc),
NEwWAWAc NNAFALD

where the family of potentials ®, are measurable functions with values in R? U
{oo}, whenever this maybe infinite sum is well defined.

As an example consider the Potts Gas (PG) as presented in [14] where g > 2
and the potential is given by

(2.1) q)r)(w) = 8r}:{x,y}[30x;éoy(p(x -+ Yx— )))]

for some measurable and even functions ¢, ¥ : RY — ]—o0, 0o]. More precisely,
¢ is assumed to be positive and finite range and  is strongly stable, lower regular
and without long-range repulsion; for details, see [14, 34]. A special case of the PG
for g = 2 is the Widom—Rowlinson model (WRM) with E = {—, +}, as presented
for example in [4, 43], where ¢(x — y) = 00 X 1|y _y|<24 fOr some parameter a > 0
is a hard-core repulsion and ¥ = 0. The WRM is of finite range with parameter a
and satisfies the above mentioned regularity conditions; see [4].
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The associated Gibbsian specification is given by
—1
Ya(doplwae) = exp(—Ha(@a@ac))Z, (@ac) P a(dwy),

where Zp (wac) = [exp(—Hp (@pa@pc)) P A(d@p) is called the partition function
whenever it is well defined. P, = PI)\‘1 R ® Pi" here denotes the g-dimensional

Poisson point process (PPP) on £ with constant intensities A1, ..., A4 > 0. That
is the measure such that

A AlA — A"
/dPAf:e— | ‘me[\n dxy---dxy f({x1, ..., xa})
n=0 """

for any bounded and measurable function f on €24. In general, a family of proper
probability kernels y = (ya) 5 egre 18 called a specification if the following consis-
tency condition is satisfied. For all & € € and measurable A C A € R?,

ya(ya(dw])|®) = ya(dw|®).

In the most general form (see [9]), the set of boundary conditions such that
the Hamiltonian Hp and Z, are well defined can be characterized as follows.
Let @~ = (—®) Vv 0, then a configuration w € R is called admissible for a region
A CR?, in symbols w € %, iff

Hy (§p@pe) = > D (L p@Ac) < 00
NELAwpc:NNAFD

for P almost all £, € 4 and 0 < Zp (wac) < oo. In particular, the associated
Gibbsian kernels y, are well defined on @7 .

Next, we give a definition of Gibbs point processes via the DLR equation similar
to the one for classical Gibbs measures on deterministic spatial graphs; see [13].

DEFINITION 2.1 (Gibbs point processes). A random field P is called a Gibbs
point process for the specification y iff for every A € R? and for any f € F' b,

2.2) / F(@)P(dw) = / F@rwnc)ya(dd4|0r)P(d0)

and P(27}) = 1. We denote the set of all such measures G(y).

For example, for the PG with potential (2.1), existence of Gibbs measures is
proved in [14] where admissibility can be replaced by the notion of temperedness,
which is defined without reference to the potential or the volume. Moreover, we
note that in the high-intensity regime, phase transitions of multiple Gibbs measures
can be observed for the PG.
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2.1. Gibbsianness for point processes. In this section, we introduce the no-
tion of Gibbsianness for general random fields P as the existence of a quasilocal
specification for P. Similar notions for Gibbsianness in lattice, tree and mean-
field situations have been proposed and used to study various statistical mechanics
models under transformations; see, for example, [26]. The criterion for Gibbsian-
ness of continuum random fields presented here is based on the existence of a
version of the finite-volume conditional probabilities which constitutes a specifi-
cation. The additional, and very important, condition is then that the specification
is continuous w.r.t. boundary conditions under the t-topology where @ = o, iff
f(@) — f(w) forall feJcpe Fh.

Let B, (x) denote the ball with radius r > 0 centered at x € R?. We start by
labeling points of continuity for a specification and use this to define quasilocality.

DEFINITION 2.2. Let y be a specification. A configuration w € € is called
good for y iff for any x € R? and 0 < r < 0o and any observable f € .’F%r (x) We
have

|v8, 00 (f1@5, (x)) = VB, (x) (@B, x)e)| = 0

as @ = w. We denote 2(y) the set of good configurations. Elements of £\ £(y)
are called bad for y and y is called quasilocal if (y) = .

For example, for the Gibbsian specification of the WRM, any @ € @ is good
since the interaction is of finite range. Even stronger, the WRM is 2a-Markov in
the sense, that yp, (x)(dw|-) is measurable w.r.t. Fp,_,, (x)-

It is a subtlety of the theory of Gibbs point processes that Gibbsian specifica-
tions are not always well defined for all boundary conditions. Even confined to the
set of locally finite configurations, the possibility to accumulate arbitrarily many
points in finite volumes can lead to blowups in the Hamiltonian if it is of infinite
range. This necessitates notions of admissibility or temperedness in the design of
the theory, which guarantee that the set of configurations where the Gibbsian spec-
ification is well defined and has full mass. In particular, Gibbsian specifications
which are not everywhere well defined, cannot be quasilocal. Even more dramat-
ically, in the setting of the t-topology even at a boundary condition @ where the
Gibbsian specification is well defined one can exhibit a sequence w,, of boundary
conditions w, = ® along which the Gibbsian specification is not well defined. To
be more specific, for example, for the Gibbsian specification of the PG with in-
finite range ¥, any @ €  would be bad w.r.t. the T-topology. This can be seen
as follows. Away from a large but finite volume, any element of a convergent se-
quence of configurations can have arbitrarily many more points then w. Adapting
the number of additional points to the, maybe small but nonzero, contribution of
Y leads to the discontinuity.

In the lattice setting with bounded spin space, Gibbsianness for a random field P
is defined by the existence of a positive quasilocal specification for P; see [38]. As
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presented in the previous paragraph, this definition cannot be directly transferred to
the continuum setting since it would, for example, label the infinite-range PG to be
non-Gibbs. However, for a random field P to possess a quasilocal specification or a
specification which is quasilocal away from a set of boundary conditions with zero
mass under P is a way to measure the internal locality structures of P. Let us also
mention that, in analogy to the lattice setting with unbounded spins as presented
in [26], a weaker notion of goodness could be employed where the perturbing
boundary conditions must satisfy a density restriction. As will become clear from
the proofs, in case of the WRM under independent spin flip, non-quasilocality
could be established even under an analogous weakenend notion.

DEFINITION 2.3.  We call arandom field P quasilocally Gibbs iff there exists
a quasilocal specification y for P, otherwise we call it non-quasilocally Gibbs.
We call ‘P almost-surely quasilocally Gibbs iff there exists a specification y for P
such that P((y)) = 1, otherwise we call it non-almost-surely quasilocally Gibbs.

Let us abbreviate quasilocally Gibbsianness with q-Gibbsianness and almost-
surely quasilocally Gibbsianness with asq-Gibbsianness. The prime example of
random fields P for which we study Gibbs—non-Gibbs transitions are Gibbs mea-
sures under transformations. In the following section, we investigate the WRM
under independent spin-flip dynamics and show that it exhibits all the above Gibb-
sianness properties in certain intensity versus time regimes.

3. The Widom-Rowlinson model under independent spin-flip dynamics.
Let us start by introducing the WRM model on R? with d > 2 and two-dimensional
local state space E = {—, +}. Recall that we write solid @ for the grey configura-
tion w colored according to o, that is, @ = w°. For the WRM the Gibbsian
specification is given by ¥ = (ya) pecgre With

ya(dopl®ac) = PA(dop) x (@a@nc) Zx (@nc).

Here, yx is either one or zero, depending one whether the interspecies distance is
bigger or equal than 2a for all particles or not. The two-dimensional homogenous
PPP P has intensities A for plus colors and A_ for minus colors. The usual nor-
malization constant is denoted by Z 4. This specification y is strictly local since it
only depends on the boundary condition up to distance 2a. We may also write this
measure on colored particle configurations inside A in terms of a two-step pro-
cedure by first choosing the particles positions according to a noncolored PPP P
with activity A+ + A_ and afterwards summing over all possible colorings taking
into account the compatibility constraints on colors, compare [4], Formulas 2.1
and 2.2. More precisely,

ya(dop|®ac) = Pa(dop)U(dow, ) x (@aon) Zx (@ac),
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where U is the Bernoulli measure on the color-space E, independent over the
points, which has the probability to see color + given by A4 /(A4 + A_).

Note that for d > 2 the WRM exhibits a phase-transition in the symmetric high-
intensity regime; see [4, 35]. More precisely, using the FKG inequality, existence
of the limits

lim ya(dwa|Eac) = u*(dw)
A 74

can be established in all parameter regimes, where & ¢ denotes the all plus, respec-
tively all minus boundary conditions; see [4], Proposition 2.3, for the symmetric
case. The limiting extremal Gibbs measures u* € G(y) are invariant under trans-
lation and rotation and unequal for sufficiently high intensity. In [4], Corollary, it is
shown that existence of percolation in the Random cluster model (sometimes also
called the Fortuin—Kasteleyn representation), is a necessary and sufficient condi-
tion for symmetry breaking with u* % ™.

From now on, we call Ay = A_ the symmetric regime and A > A_ the asym-
metric regime. Let us note that absence of phase-transition for all intensities away
from the symmetric high-intensity regime is widely believed to be true but to our
knowledge a complete proof is still missing. At low intensities, with possibly dif-
ferent activities, uniqueness can be proved on the lattice in any dimension by clus-
ter expansions. The corresponding result in the continuous setting is standard. Sur-
prisingly, even in the two-dimensional lattice analogue of the WRM, absence of
phase-transition in the asymmetric regime is not proven in all parameter regimes;
see, however, [17].

We always start at time zero in some u € G(y) and apply a rate one Poisson
spin-flip dynamics

R 1 _ 1 _
pt(GX7 JX) = 5(1 + e 21)]]‘0)(:6')( + 5(1 —e ZI)]]‘UX#&X

independent over the sites. We investigate the time-evolved measure u; = p; . In

the following subsection, we formulate our main results about Gibbsianness of the
time evolved WRM.

3.1. Main results. Let us denote by G(y5Y™) the set of Gibbs measures for the
symmetric WRM. Moreover, we denote by ™ is the plus-extremal Gibbs measure.
Further, we will refer to the intensity-dependent critical time which is given by

1 Ap+A_
t¢ = = log ——
2 Cp— A
for A4 > A_. Let us start with our result for the q-Gibbsian regime. For this, first
observe that for Ay > A_ and g < < oo we have
11 [ Ay 1+ 62’]
—F[>0.

log = —1
R W

R 2a
Letd(A, A) =inf,ca yea |x —y| denote the set distance between sets A, A C R4,
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THEOREM 3.1.  In the asymmetric model, let tg <t < 0o. Then ;" is q-Gibbs
for a specification y with the following exponential decorrelation property. For
any 0 < r < 00, there exists a finite constant A = A(A4, A—,r) such that for all
x € R4, & € @ and observables f ]:%r(x)’

sup |78, (0 (f1®a\B, (1)@ he) — VB, (v) (f1@A\B, (v @ e
wl,w?eQ

< A”f”e—d(Br(X),AC)/R.

Let us note that the critical time depends only on the fraction of the intensities
Ay /A_, and not on the hardcore radius a > 0, as it is determined in terms of a
balance between two kinds of “magnetic fields”. These magnetic fields are simple
single-spin properties and do not depend on geometry. The first magnetic field de-
scribes the asymmetry to draw a plus or minus in the initial WRM, conditional on
having a point, and this depends only on A /A_. The second magnetic fields de-
scribes the predictive power of backwards conditioning in the single-site stochastic
kernels. That this is enough follows from the cluster representation given below,
and the analysis of the paper. However, the value of a > 0 does play a very impor-
tant role in determining the fypicality of bad configurations.

Next, we present our results on asq-Gibbsian regimes. For this, we have to col-
lect some information about the support of the transformed measure. Since the
time evolution only changes the colors of configurations, all questions concern-
ing grey configurations under the transformed measure can be answered w.r.t. the
WRM. Our main concern will be about the existence of infinite clusters in the
WRM. A connected component or cluster C of points in a grey configuration
w is a subset C C w where for every x, y € C there exists a finite set of points
{x1,...,x,} C C such that with x,,.| = y and xg = x we have |x; — x;_1| < 2a for
allie{l,...,n+1}. Forany A € R4 denote

{A < o0} ={w € R : w has an infinite cluster C with C N A # J}.

We will call the parameter regime where w({B;(x) <> 0o}) > 0 for some x € R4
and r > 0 the high-intensity regime and the parameter regime where u({By(x) <
o0}) =0 for all x € R? and r > 0 the low-intensity regime of the WRM. We pro-
vide proofs of existence of nontrivial high- and low-intensity regimes in the Ap-
pendix.

Discontinuity for small times is based on the existence of infinite clusters. The
next result shows that, for low intensities, almost-surely there are no such discon-
tinuities which implies asq-Gibbsianness.

THEOREM 3.2. Consider the symmetric model and let € G(y*¥™) be any
starting Gibbs measure. In the low-intensity regime, the time-evolved measure i
is asq-Gibbs but non-g-Gibbs for all 0 < t < 0o. For the asymmetric model, ;" is
asq-Gibbs but non-q-Gibbs for all 0 < t < tg in the low-intensity regime.
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Note that the critical time is included in the above result. Further note that in
the asq-Gibbsian regimes, u; is not Markov in the sense that it depends on the
boundary condition only in a finite vicinity. The immediate loss of continuity of
any specification, which can usually not be observed in models with fixed geom-
etry (see [25]), leading to non-asq-Gibbsianness, is mainly an effect of the hard-
core interaction. Note, however, that there are very particular examples of mean-
field models (see [7]), which show immediate loss of Gibbsianness. We do expect
short-time preservation of Gibbsianness to be present for instance in models with
p(x —y) = Vo X Ljx—y|<24 With Vy > 0 large but finite.

For the high-intensity regime and times strictly smaller then the critical one, we
show non-asq-Gibbsianness.

THEOREM 3.3. Consider the symmetric model and let € G(y*Y™) be any
starting Gibbs measure. Then i is non-asq-Gibbs for all 0 <t < oo in the high-
intensity regime. For the asymmetric model ;" is non-asq-Gibbs for all 0 < t < tg
in the high-intensity regime. In both cases if v, € G(y) for some specification y,
then p ((y)) = 0.

For the symmetric model in the above regimes, we exhibit specifications y* #
y~ for u; and u; which are non-almost-surely quasilocal in the Appendix in
Section A.2.

The method of proof of Theorem 3.3 is based on color perturbations. At the
critical time for the symmetric model, ¢ = oo, slightly refined arguments allow us
to produce discontinuities with full mass via a different mechanism of spatial per-
turbations for the Gibbs measure n, = u_,. The critical time for the asymmetric
model shows different behavior. Here, the specification y that we presented al-
ready in Theorem 3.1 is still a specification where discontinuity points now have
zero mass. This implies asq-Gibbsianness.

THEOREM 3.4.  Consider the symmetric model. Then u}, is non-asq-Gibbs in
the high-intensity regime. Moreover, if ut, € G() for some specification y, then
u;(ﬂ()?)) = 0. For the asymmetric model, ,ufg is asq-Gibbs but non-q-Gibbs in
the high-intensity regime.

Let us note that case t = 0o, in the symmetric and in the asymmetric regimes, is
equivalent to the case where the colors are simply disregarded. More precisely, the
above results imply that o 7~ with T : @ — w is non-asq-Gibbs in the symmet-
ric case and asq-Gibbs in the asymmetric case. Table 1 provides an overview for
Gibbsiannness transitions in time and intensity for the WRM under independent
spin-flip evolution.
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TABLE 1
Gibbsian transitions in time and intensity and the associated theorems

Ggy) Time High intensity = Theorem  Low intensity = Theorem
Ag > A ut O0<t<tg non-asq 3.3 asq, non-q 3.2
t=tg asq, non-q 34 asq, non-q 32
g <t<o00 q 3.1 q 3.1
Ay =A_ 7 O0<t<oo non-asq 3.3 asq, non-q 3.2
ut t=00 non-asq 3.4 asq, non-q 3.2

4. Strategy of proofs. As a first step to the proofs, we derive an expression
for the conditional expectation of the time-evolved Gibbs measure in a large but
finite volume. This expression is based on a reformulation in terms of clusters of
the grey configuration. A crucial quantity will be presented which involves the
magnetization of the boundary condition. In certain time versus intensity regimes
(as in the first and fourth line of Table 1), this quantity will act as a “switch” and
infinite clusters can influence the finite-volume conditional probability. In other
regimes (as in the second and third line of Table 1), the switch will be inactive and
the model will turn out to be asq-Gibbs.

4.1. Notation. Let us introduce the necessary notation. First, we write
Ay
=
where we always assume Ay > A_, which favors the plus sign. The other case
follows by symmetry.

o

4.1.1. Cluster types. Recall that we write w for the grey configuration of w.
It will be of central importance to consider the connected components, that is,
clusters of the grey configuration w. We denote by C(w) the set of all clusters of
w, respectively, @. Note that @ can be identified with C(w). For some A & RY, fix
grey configuration wpwac. Then we distinguish two types of clusters:

. Ca(wpawae) ={C € Cwpwpe) : C ¢ A},
2. Cac(wpc) ={C € C(wpwpe) : C C A},

where A = |, < B2a(x) and the type-two clusters are independent of w . In par-
ticular, C(wpawpc) = CA(wpawpc) U Cpc(wac) and we will often suppress the de-
pendence on wxc in both clusters types to ease notation.

4.1.2. Magnetization and the switch. For a given colored configuration wx,
we define the magnetization as
1

m(@p) = —

Y orel-11],

lwoAl yean
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where o is the coloring of w4 . Further we denote by |o'|* the number of -spins
in o. For magnetization m € [—1, 1], the sign of the following quantity will be
important:

e—2t
| —e 2"

for AL > A_. We can distinguish several

A
g(m) =log A_+ + mlog

Aptio
P

Recall our definition fg = %log
regimes:

1. For Ay >A_:tg <t <oco= g(m)>O0forallme[—-1,1].

2. For Ay =A_:t=00= g(m)=0forallme[-]1,1].

3. ForAy >A_:tg=t = g(@m)>O0forallm e (-1, 1] and g(—1) =0.
4. In all other cases, g(m) has no definite sign.

In short, the Case (1) implies q-Gibbsianness. Case (2) although g is fixed, gives
rise to non-asq-Gibbsian behavior due to cluster perturbations. Case (3) implies
asq-Gibbsianness since the change of sign is only possible for m = —1, which
is of zero mass. Case (4) gives rise to non-asq-Gibbsian behavior due to color
perturbations. The quantity g is going to appear in the following form which we
will call the switch:

p(@c) = exp(—loclg(m(@c))).
Note that if the cluster C is infinite and the magnetization is well defined, then
p(wc) € {0, 1, oo} depending on the sign of g(m(wc)).

In the following subsection, we give useful representations of the finite-volume
versions of the time-evolved Gibbsian specification of the WRM. In particular,
they will exhibit the switch. To further ease notation, for the rest of the section,
we will write B = B, (x) for some x € R? and r > 0 and denote P* the PPP with
intensity A4.

4.2. Finite-volume conditional probabilities. Letus fix some (0 <t <00, A €
R? and wyc € R a configuration in A° obeying the color constraint. The time-
evolved WRM in A with (not-time evolved) boundary condition @xc, is given by

N (f) = f YA (droac) / DGy dBy) f(@1).

The following cluster representation of this finite-volume time-evolved WRM. Re-
call that we write o,, for the coloring of ®.

LEMMA 4.1. Let0 <t <00, BC A €RY and wac € R any configuration in
A€ obeying the color constraint. Consider the boundary configuration @\ p € R,

then for any f € .7:%, we have ,u?f’)\c (floa\p) = yg"c(ﬂé)A\B) where
e (f1@a\B)

J Py (dwp) f*(wp) Hcecg(wg)(OIICﬂBljlamAchr + p(@c\B) Lognpe=—)
f Pg (dC()B) HCECB(C()B)(a|CmB|]]-O'CQACZ+ + p((:)C\B)]]'O’CQAC:—)

’
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where f2(wp) = vy (f (wg, )|@a\B, ©p) With

(0] A A
V3" (Gupl®a\B, ®B)

5 +
pi(+, +)loere!
=( T (e

CeCp(wp) pr(+, —)loensl
A +
pt(_s +)|O'CHB| ~
+ pt(—’ _)7|&CI"|B|7 'O(wC\B)]]‘UCnACZ_
1_[ (alcmBlﬂﬂcmAC =+t IO(&’C\B)LTCMC=))'
CeCp(wp)

Some words of explanation. (1) We give a representation of the finite-volume
specification yp in B within a bigger but still finite-volume A in terms of clusters.
This has the advantage to well quantify the probabilistic costs of changing color
from time zero to time ¢, dependent on the size of the cluster. More precisely, the
indicator functions express the fact that if a cluster is connected to the plus bound-
ary of A, then the whole cluster starts to time evolve from the plus color. Moreover,
the coloring &c\ p on a given cluster outside of B, but still inside A, at time ¢, cre-
ates an additional weight-factor p, the switch. The interpretation is that, according
to the coloring in the condition it is more likely (or less likely) for the cluster to
start from an all plus or all minus coloring at time zero. Of course, spatial positions
of colors in that cluster play no role, and thus, the weight factor can be expressed
in terms of the magnetization and the size of the cluster. (2) The color-transition
probabilities inside B for given grey configurations is given by the measure vp.
In case f only depends on grey configurations, we have f* = f. (3) Note the
interesting fact that even if f only depends on grey configurations, a perturbation
of colors in the boundary condition, that is, a change in the magnetization, leads to
a change in the expectation of f w.r.t. the kernel. This is in particular also true in
the symmetric case when, for example, wac = S xc. Indeed, let A, = A_, then

J Py (dwp) f(@p) [Tcecywy) (1 + p(@c\p))
J Pg (dwp) [eecywy (1 +p(@c\p)

where p(c\B) = exp(erC\ p 0x logtanh(z)) and the effect of color perturba-
tions is represented in the exponent. This interesting phenomenon of nonlocality
is typical for point processes and goes beyond the Ising world.

This finite-volume representation suggests the following heuristics for the infi-
nite volume: Depending on the sign of g(wc), p tends to zero, infinity or equals
one as |wc| tends to infinity almost surely. In particular, if /¢ < ¢t < 0o in the asym-
metric case or f = oo in the symmetric case, the switch is inactive, and there is no
dependence on the magnetization on these infinite clusters. Thus, in the asymmet-
ric case, p becomes small as connected clusters can become large, independently

@1y (fléa) =
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of the size of the magnetization on which we condition and g-Gibbsianness will
follow. If the magnetization dependence remains as connected clusters grow large,
sensitive dependence on the boundary condition remains and non-q-Gibbssianness
will follow. Moreover, note that in the low-intensity regime, the configurations
containing an infinite cluster form a nullset, and this will lead to asq-Gibbsianness.

4.3. The infinite-volume specification and q-Gibbsianness. First, note that for
g-Gibbsianness we assume asymmetric parameter regimes where

gm)>g(—1)=g_>0.

In this case, the switch is inactive even on configurations with infinite clusters,
where the magnetization cannot be changed by local color perturbations.

Inactive switches allow us to build a family of infinite-volume kernels by taking
extra care only for the infinite clusters. We denote C3°(wp) C Cp(wp) the set of
infinity clusters in Cp(wp) and C% (wp) C Cp(wp) the set of finite clusters.

DEFINITION 4.2. We define for A € R?
Yo (fl@ac)
J Py dwp) f¥@m) Teeet oy @™ + p@c\a)) Teees oy @™

J Py @op) Teeet @y @M + p@c\a)) Teees wn) @™

bl

where f°(wa) = v (f(@a, )|@ac, wp) With
vlo\o((}w/\k:)[\c‘, wA)

= H P (+, +)|&CHA|+pZ(+’ _)\5cmA|’

CeC(wp)

x l_[ (alcm\\pl(_h +)|3cm\\+pt(+, _)l&cml*

CecCl (wn)

+ pr(—, el p —)"}C“A"p(QC\A)))

/( I1 (0l|CﬂA|+,0((:’C\A))>-

cecl (wa)

Further we denote y > = (y§°) o erd-
Let us first assert properness and consistency of y*°.

LEMMA 4.3.  For all times and intensities, y°° is a specification.
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The following proposition shows that in the right parameter regime, where the
switch cannot be fully used, y*° is indeed a specification for the time-evolved
Gibbs measure.

PROPOSITION 4.4.  In the asymmetric regime, assume tg <t < 0o, then ;" €

Gy™).

In the large-time regimes, we can further prove a strong form of quasilocality
of y®°.

PROPOSITION 4.5.  In the asymmetric regime, assume tg <t < 00, then g_ >
0 and there exists finite A = A(Ay, A—, ) such that for all @ € R and observables
feFy,

sup |y (fl1@a\a@he) — v (floa\pwie)| < Al fle8-4BAD/Ca),
w!l,02ecQ

Now the proof of Theorem 3.1 is a direct application of the preceding results
and will be presented in Section 5.2.

As mentioned above, y°° can also serve as a specification in other regimes, as
long as infinite clusters appear with zero probability. This is the main idea in the
next subsection.

4.4. Asq-Gibbsianness. Note that for sufficiently low intensities, in the sym-
metric model, the WRM has a unique Gibbs measure [4] while in the asymmetric
model this is expected but apparently not proved. The following proposition as-
serts that for all times in the low-intensity regime, y°° is a specification for the
time-evolved measures.

PROPOSITION 4.6.  For the symmetric model, (1; € G(y™) forall 0 <t < 00
in the low-intensity regime. For the asymmetric model, i € G(y>) for all 0 <
t <tg in the low-intensity regime.

Moreover, as provided by the following lemma, boundary conditions which do
not contain infinite clusters are good points of y*°.

LEMMA 4.7. For all & € Q which contain no infinite cluster and all f € F?5,
there exists A € R? such that for all A C A

sup |y (fl@a\s@he) — v52(f1@a\s@3e)| = 0.
ol ,02cQ
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The previous two results directly imply the asq-Gibbsianness in Theorem 3.2
and the proof is presented in Section 5.2.

As for the critical time in the asymmetric regime, first note that on infinite clus-
ters, magnetizations are biased away from minus one. More precisely, let us define
m; = pi(+,+) — pi(+,—) =e 2 >0and forall ¢ > 0

Qf — {6) cQ: li’?%ggfm (&cng,) > ¢ for all infinite clusters C of 6)}
Then we have the following result.
LEMMA 4.8. It is a fact that 7 (") = 1.
The next results in particular implies that "¢ C Q(y*°).

PROPOSITION 4.9. There exists finite A = A(Ay, A_, r) such that for all ob-
servables f € F' % and configurations @ € Q"' we have

sup |y (fl@a\s@he) — v (flonpwie)| < Al flle ¢ B2/ Q)
ol 02

The previous results directly imply the asq-Gibbsianness in Theorem 3.4 and
the proof is presented in Section 5.2.

In the next subsections, we discuss the non-q-Gibbsian and non-asq-Gibbsian
regimes. The main task here is to transfer knowledge of bad points for a given
version of finite-volume conditional probabilities on positive-measure subsets of
configurations to any other specification.

4.5. Non-asq-Gibbsianness. In this subsection, we assume parameter regimes
where at least one of two mechanisms is available. The first one involves color
perturbations. More precisely, if g(m) can have positive and negative signs as
m € [—1, 1], discontinuities can be produced by changing colors in a large but
finite cluster. Existence of infinite clusters can always be assumed when analyz-
ing asq-Gibbsianness and is guaranteed almost surely in the high-intensity regime.
The second mechanism works for # = oo in the symmetric case, where disconti-
nuities can be produced by means of spatial perturbations. Let us start by defining
probability kernels similar to y°°, but without the infinite components.

DEFINITION 4.10.  We define for A € RY

J Py (don) f@n) Teect wp) @™ + p(oc\a))
J Py (dwyp) l_[cEcg\(wA)(OllmA' + p(®@c\a))

yi(flde) =
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where ff(wp) = v} (f(@a, )@ac, @a) with

A ~
UA (GwA |wAC9 wA)

(| CNAl B )PC0Al™ (o pyloenal”
pi(h o) 0conl” T py(—,—)Penal”
HCECE\(a)A)(a‘CmAl + p(@c\a))

[eeet @a) p(@c\A))

Further we denote y' = ()/If\) AcRd-

Note that we do not claim that ' is consistent, but we show that y{ is a rep-
resentation of the conditional probabilities of u; away from the infinite compo-
nents.

PROPOSITION 4.11.  Let . € G(y™™) for the symmetric model or p = p*
for the asymmetric model. Then for all 0 <t < 0o and ji;-almost all @ € R we
have

111 (1O B) LB ooo(@Be) = V5 (|0 Be) L esoo (@pe).

Note that (B <» 00) = w(B «+» 00) > 0 for any u € G(y). The next proposi-
tion asserts that ylf; is discontinuous at configurations, which do have an infinite
cluster communicating with B. More precisely, we show that Vlfa is discontinu-
ous even under color perturbation for times smaller then the critical time. In the
sequel when we write w*, we assume w* = w and aajf = +,,; in words, 0T is a
configuration with only plus or only minus colors.

PROPOSITION 4.12. Let 0 <t < 00 for the symmetric model or 0 <t < tg
for the asymmetric model. Then for all A € RY and all L > 0, there exists N € N,
fe .7-'}1’3 and § > 0 such that, for alln > N,

inf f ~ + o f ~ _
@e{Bergr}lqu\BkL}yB(flwAan\A) vB(f1@A®p,\ )]
> 6.

For the symmetric case at ¢ = 0o, the Gibbs measure 1, = p; is color-blind
and y* is a specification.

PROPOSITION 4.13.  In the symmetric high-intensity regime, ut, € G(y*).

Moreover, a spatial perturbation can be used to exhibit discontinuities indepen-
dent of the coloring.
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FI1G. 3. lllustration of the configuration n in yellow and a perturbation in V¢ (n) in blue.

PROPOSITION 4.14. In the symmetric regime, let t = 00; then there exists
fe .7:% and § > 0 such that
lim  inf }\yﬁ"(flé)ge) —y5°(fl@a\p)| > 6.

A1o0 @e{B<00

In the high-intensity regime, under p,, configurations which have an infinite-
cluster connected to B have positive mass. In particular, points of discontinuity for
y! are essential under 1, and, therefore, no specification for y; can be quasilocal
almost surely. This is the main idea for the proof of the non-asq-Gibbsian part of
Theorem 3.3 and 3.4 presented in Section 5.2.

4.6. Non-q-Gibbsianness. For the asq-Gibbsian regimes, it remains to show
non-q-Gibbsianness. For this, we use the following argument. We exhibit partic-
ular bad boundary conditions which have infinite clusters. They can be approx-
imated by convergent sequences (together with positive mass perturbations; see,
e.g., Figure 3) which have growing but finite clusters. In order to show that the
jump occurs for any specification we use the positive mass perturbations to re-
place the unknown specification by y! for which we know that the jump occurs.
This gives the non-q-Gibbsian part in the Theorems 3.2 and 3.4 as presented in
Section 5.2.

5. Proofs.

5.1. Proofs of supporting results. We start by providing all proofs for the sup-
porting lemmas and propositions. Proofs of the theorems are presented in Sec-
tion 5.2.

PROOF OF LEMMA 4.1. Let us write very short U (oy, 6y) = U (0y) pt (0%, 6%)
for the time-dependent double layer single-point measure. We derive the form
of the finite-volume specification by introducing a cluster representation, lifting
boundary conditions on individual clusters via their magnetizations to the expo-
nential scale and using appropriate normalizations. Let us start by writing u; in-
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stead of 1;"A". Then we have

i (fl@a\B)

- ( [ Poon) Y [ UGun. dou) @b, 60)

O'wB

X Z U(O-a)A\Ba&a)A\B)X(wAwAC)>

wp\B
/ ( [ Potdon Y UG 3 U(awA\B,c}wA\B)x(wAwAc)),
Owp Owp\B

Jw . . . .
where wp = wZ‘”B a) A\%\B. We abbreviate the integration w.r.t. the coloring and
write

U&wA\B (f’ a)BwA\B)
_ U&wA\B%)Ac (f, CUBCUA\BCUAC)

=3 [ U d50) f@8.50n) 3 UGy Gon) X @40n).

Owp Owp\B

Then we have the shorthand notation

we(fl@a\B)
(5.1)

=/P3(da)3)U&‘”A\B(f, waA\B)/fPB(da)B)U&“)A\B(l,a)Ba)A\B).

Due to the color constraint x, at time zero, there can only be a uniform coloring on
every cluster C(wpwa\pwac) = Cp(wp) UCpe where the clusters in Cge are inde-
pendent of wp. The Cp(wp) clusters are random variables w.r.t. wp. In particular,
by the independence of the Bernoulli process, we have

U&wA\B (f, wBa)A\B) — U&wA\B (f’ CB (wB))U&wA\B (1’ CBC)-
The last term also appears in the normalization, and hence
i (Flom) = [ Podon)U™ o (£.Catn) ] [ Podon)u™ s (1,Cpp).
Defining a conditional color-expectation of f as

[ (@) = U8B (fICp(wp)) = UNE (£, Ca(wp))/UTM# (1, Cp(wp)
we arrive at the expression

e (Flooans) = f Py(dwp) fN (@) U5 (1, Ch(wp))

// P (dwp)U%N5 (1,Cp(wp)).
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In words, the conditional probability has been expressed as a conditional Bernoulli
average at fixed locations in B which will be averaged over a point measure for
colorless point configurations which itself is distorted in a boundary condition-
dependent way. Now, the Bernoulli expectations are given by

Uens (1,Cp(wp))

(5.2) = ] ™M pi(t, p)locomsl” p, (4, —lennslq,
CeCp(wp)
+ A FHA‘pt(_a +)|6CQA\B|+pI(_9 _)‘6CQA\B‘_10CQA027)-

Note that, all the products over clusters are finite products since, for finite B there
is only a finite number K = K (B) of clusters connected to B, but not necessarily
a finite number of points in B. A trivial upper bound for this K would be the
volume of B divided by the volume of a ball of radius a. We further note that the
expression (5.2) does not depend on the geometry in a very complicated way. It
depends only on the number of points of C in B, the number of points of C in
A\ B and the magnetization

1 R
~CNA\B 2 &

xeCNA\B

mc

on C N A\ B. We make further rewritings to make the magnetization of the condi-
tioning explicit. Writing the integers as [0cna\ B I =|CNA\B|(1+me)/2, we
obtain

U (1,Cp(wp))

= ]I A Dy ) e (o, —y) MBI

CeCp(wp)
Pt(+,+) mc|CNA\B|/2
(B
pt(+7_)
+ AN (4, ) pr (o, —))ICNMNBI2

(pt(‘i" +))—mCCﬂA\B|/2

1, e
pt(+a _) ocna )

and note that
|[CNA\B|/2

[T e+ Hpi(+.-)

CeCp(wp)

= (pi(+, P pe(+ _))ICB(wB)ﬂA\B\/z
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is in fact independent of the configuration wp. In particular, it cancels out with the
corresponding term in the normalization and we have

,th(f|(;)A\B)

~|CNA CNA\B|/2
=( / Py(dwp) fhwp) [ (RICTMgrelcnmBizg,
CeCp(wp)

2CNA| —mc|CNA\B]|/2
} 3ICNAI —melCOA\BI/ Jlamc:_)>

~|CNA CNA\B|/2
/ ( T ) S P
CeCp(wp)

2CNA| —mc|CNA\B|/2
+ A 4qr ¢ ]lf’cm\c=)>v

where we wrote g; = p;(+, +)/p:(+, —) = coth(¢). Further, for large |C \ B] all
that matters is the relative size of )Aurqtm c/2 compared to )th_ me/2 For large |C \
B|, this difference will appear much amplified in the quantities

C\B _ /3 2\|CNA\B B _ & —mc/2\|CNA\B
,0+\ :()L+q,mC/ )I \B| \ = (h_q, mc/ )I \B|

In particular, using this notation we have
2|ICNA| mc|CNA\B|/2 ~|CNA| —mc|CNA\B|/2
l_[ ()‘—i— q: ¢ :I]-UCnAc:+ + A= q; ¢
CeCp(wp)

and pf

]]'UCOACZ_)

~|CNB| C\B ~|CNB| C\B
= 1_[ ()“-i- P4 10CﬂAcz++ — P— ]lGCmACZ—)
CeCp(wp)
2 C\B ~
=i\l I1 ,0+\ (@€ BlLy et 4+ P(@C\B) Lo pe=—)
CeCp(wp)

where p(&c\p) = ,OE\B / pf\B. A small inspection yields that [Teecy(wp) pE\B

does not depend on wp, so we can safely pull it out of the Pp-expectation and it
cancels with the corresponding term in the normalization. Moreover, note that the

density 2Bl can be moved into the intensity of the PPP Pp which gives rise to
Py also in the normalization.

Finally, writing 3" for the summation obeying the color constraint, we have

™ (wp)

Meecws) Yoens U@cns, 6cnp) 2 oc\p UloC\B, GC\B)

= Zf(a)Bv 6'603)

6“’3 HCGC(CUB) ZUCF\B U(GCﬂB) ZUC\B U(GC\B7 6‘0\3)

A (0] A A
=Y f(@B,60x)V5" (bup|®a\B, ®B)
bug

and we arrive at the required representation. [J
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Note that, moving «“A! into the Poisson expectation, > can also be written
in the following shorter but less intuitive form which we will use for the following
proofs:

J P{don) f @) Teect ) (1 +a 7 p(@c\a))

Ya (floae) = A
A J PLA0n) Tleact oy (1 + 70 p(@c\2))

with f®(wp) = v (f(wa, -)|@ac, @) Where

[eect (p) (1 + P(@cnn)p(@c\a))
HCeCf\(w,\)(l +a~ICNA p(@c\a))

Vio(a'w/\ |6)A°7 wp) = Dt (6001\)

and we abbreviated p;(6,,,) = p:(+, 1) 6on ™ p, (4, —)onl”

PROOF OF PROPOSITION 4.3.  We first check consistency by direct computa-
tion where consistency means, that for all local observable f € F, A C A & R4
and boundary conditions @, we have

(5.3) va (Y2 (F)l@ac) = v (fl@ae).

Starting from the left-hand side of (5.3), not considering the normalization in A,
we have the following equivalencies:

/ P (dwp) Y v (floaa®ac) pi(6u,) [T (1+p@cha)p@c\a))

N CeCl (wawpc)

Z/PX\A(de\A) Y YR (floaa@ac)

Owa\A

x [ Pion Y pGu)  T] (14 placns)p(cs)

Goy CeCl(wawac)

:_/P&L\A(de\A) D YR(fl@aa®@ac) pi (G )
Swp\a
x [1 (1+ p@cna)p(@c\a))

CeCl (awpc)\Cl (0A®a\AAC)

< [ Praon Y @) T] (1 placns)p(cs)

Owp CECf\(a)AwA\AwAc)

=/PZ_\A(de\A) Z /P,J((de)foo(wAwAc)

Owp\A
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X [ (1+a” 1€ p@c\n))
CGCR (wawA\A®AC)
X pi(Gupy) I1 (14 p(@cna)p(@c\a))

CeCl(wrwac)\CK (wawa\AwAC)
:/PK(de)Zf(wAwAc)pz(?fwA)
R
x [I (+p@cha)p@ca)),

CeCl (wawpc)

which proves consistency. Since properness is immediate by the definition, we
have that y* is a specification. [J

In the sequel, we denote by Cgc (wp) all clusters in Cg(wpg) which are not com-
pletely contained in A° = A \ A°. Further, Cé\ (wp) = Cp(wp) \Cé\C(a)B) and
C%AL (wp) C Cg (wp) is the set of finite clusters not completely contained in A°.

PROOF OF PROPOSITION 4.4. The idea for the proof is to use finite-volume
approximations. Let f € .7-'% where B = B, (x) for some arbitrary x € RY and
r > 0, then by the FKG inequality, existence of

ut () = Jim, WA P (f) = Jim, WA () = Jim e (g M (f1)

is guaranteed (see [4], Proposition 2.3), where + ¢ denotes the all plus bound-
ary condition (at time zero). Then, introducing another volume A € R? we can
estimate

it (f —vg2(f1))]
< (fF = vg “LINF v 1) — v > (F1)]
< Jim A (f =7 I+ v (1) = vg (D

5.4)
shmsupnyg“m-)— Var LI+ v (1) — v (F19)]
ALRd
<thUP||J/+A°(f|-)—yé’o(fl-)ll+2||V§°(f|-)— o
AtR
where [lyz > (f1) = y(f1)]l = supgeq V52 (f1@5) — 5~ (fl@a\5)|. Hence,

it suffices to show that || )/+AC (f1) = yg (f1) is arbitrarily small for sufficiently
large A. Let ® €  then, using Poisson void probabilities to bound denominators
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away from zero, we have the following estimate:
N —+ac A~
lve" (fl@pe) — yg ™ (fl@a\B)]

Se“'B'U Py dwp)| ¥ wp) [ (1+a7lot@cp)
CeCl(wp)

o fA(wB) H (ﬂf’cm\c=+ + a_lanlp(é’C\B)ﬂocmAcz—)‘
(5.5) CeCfi (wp)

| P;<dw3)' [T (1 +a % e s)
CeCly(wp)

- 1_[ (]1<7an0=+ + Ol_lcmgl10(‘:)C\l-'g)]l<7crmc=—)
CeCy(wp)

]

where Cg’ (wp) = Cp(wpwp\p+nc). Separating the factors which both products
have in common, the last summand in (5.5) can be bounded from above by

1_[ (l +067|CQB|,0((;)C\B)) — 1).

cechr*

P Pl B ey

(wB)

Note that this is zero if CEAL (wp) is empty for all wp. Moreover, for t > tg we
have

p(wc\B) < e lwc\sle- < p—8-d(B.A%)/Qa)

Further, recall that the number of clusters in |Cp(wp)| < K is finite where K =
K (r). Thus (5.6) is bounded from above by 2K =8-d(B.A%)/Q2a) which tends to
zero as A tends to R?. For 1 = ¢ note that, using Lemma 4.8, instead of || - || we
can consider
lya * (f1) = v (1), = sup [v°(f1dse) — v ™ (fldas)|-
PeR'G

In this case, p(@c\p) < o~ lecBl(+pig) < =d(B.A9)/Q2a) gince (1 + Pig) > 1, and
thus also in this case (5.6) tends to zero as A tends to R¥.

W.r.t. the first summand in (5.5) we use very similar arguments. Resolving the
color expectation and separating common factors, we have the following upper
bound:

42 A R
1 flle3h+ 18] / Py (dwp) sup l_[ (1+ p(@cnp)p(@c\B)) — 1).
0B "cectA (wp)

Since SUPs, . p(@cnp) < 1, we can use the same upper bounds as above for both
casest >tg and t =tg. [
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PROOF OF PROPOSITION 4.5. The proof is a variation of the proof of Propo-
sition 4.4. Similar to the inequality (5.5), for boundary conditions &', & € @ with
@) =@ we have

v (f1dpe) — v (f1@%e)|

SemlBI(/- p;(de)

s ] (1+“_|CHB|P(‘:’1C\B))
cectl(wp)

(5.7) ~ s ] (1+a"m3'p(6%\3))‘

cectX(wp)

my / Pidop)| T] (14+a7 8 0@k )

cecl! (wp)

— ~2
- [ (+« lcmBlp(Q’C\B))
cect(wp)
where we indicated the contributions of the different boundary conditions &' and
&’ by writing Cgl (wp) and ng (wp). The second summand in (5.7), separating
again w.r.t. Cé\ (wp), can be bounded from above by

| £ lle*+El / PP dog)|  []  (1+a 1 Blp@L )

(5.8) cecs™ )
- JI e+ Plo@g ).
ceC> A (wp)

Now, if g_ > 0, again p(é)é\zB) < e—gfd(BvAC)/(Za)’

i |BIoK ,—g-d(B,A°

and hence (5.8) can be

bounded from above by || f|le )/(24) " For the other summand
in (5.7), similar arguments as above allow the following upper bound:

4 N ~
||f||e3)x+|B| / PB)H»(da)B) SAup l_[ (1 —+ p(wCﬂB),O(wé‘\B))
f,1,AC

%08 et (wp)

(5.9)
- [ @+ ,o(c?)an)P(@zc\B))’-

cect? A (wp)

Again, since Sups,,, o(@cnp) <1 we arrive at ||f||e4k+|B|2Ke*g*d(B’Ac)/(2a) as

an upper bound, which gives the desired exponential decay. [
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PROOF OF PROPOSITION 4.6. First, note that for f € FP , with A € R? and
n sufficiently large such that A C B,,, we have

me (YR (f1) = f)
(5.10) = (YR (1) = {awoo)) = e (YA (1) = F)L{awoo))

< ((PaA(f1) = F)Lnwng) + 20 (Ao — Tawsg)-

Further note that by the definition of the low-intensity regime lim,jo0 u({A <
By}) =0, and hence for the second summand in (5.10)

M(]lAeHoo - ]lAH»Bg) = /L({A & OO} N {A <~ Brcl})

tends to zero as n tends to infinity. As for the first summand in (5.10), let u, =
limp ya f41, o for some suitable boundary condition which we do not make explicit
here. Then for A O B,,, we can estimate

(VA1) = f)Lawpe) < Alifﬁd e a((VA(F1) = f)Lawss)
= lim S 1) — f)lpaepe) =0,
A, e a((v> (F1) = f)LawBe)
where we could replace yf by "2 due to the cluster-constraint {A By} O

PROOF OF LEMMA 4.7. Recall that there can only be a finite number of clus-
ters attached to B. For the given configuration &, take B C A € R? large enough
such that all these clusters are fully contained in A, then the result follows. [

PROOF OF LEMMA 4.8. First, note that for any infinite cluster C of a config-
uration @ which is drawn from u* we have @c = +¢. In particular, if @c is the
time evolved configuration @c we have

liminfm(@cnp,) = liminf[C N B,~" Y o (1),
ntoo ntoo
xeCNBy,
where the summation is over independent random variables with distribution

p:(+, -) which has expectation m;. Thus by the strong law of large numbers
+ oMy —
pi@m=1. O

PROOF OF PROPOSITION 4.9. Considering the proof of Proposition 4.5, note
that the estimates (5.7), (5.8) and (5.9) also hold at the critical time. In particular,
we still have sups,,, o(@cnp) < 1. The difference lies in the fact that at the critical

time we have g_ > 0 and not strictly greater then zero. Observe that g_(m) =0 if
and only if m = —1 and in particular, under the event "G ,

1.2 1,2 .
A 1,23) — o locipl(+m@c{p)) < o~ lecnnsl(1+m@cna\p))

Sa—(l—l—m,G/Z)d(B,A")/(Za)
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for sufficiently large A uniformly in all finitely many infinite clusters attached
to B. U

PROOF OF PROPOSITION 4.11. The proof is analog to the proof of Lem-
ma4.6. [

PROOF OF PROPOSITION 4.12.  The main idea for the proof is that any bound-
ary magnetization in a first finite annulus can be uniformly dominated by a large
enough but finite second annulus as long as the number of points in the first annu-
lus is uniformly bounded. Indeed, let @ € { B <> By} with |wa\ | < L and assume
for simplicity of the proof, that in @ there is a single cluster C’ connected to B
from the outside, which then must connect B and Bj. This is a minor simplifi-
cation since the number of clusters connected to B can only be finite. Then, by
definition,

f(r1n foein -
‘VB(f|wA\B“’§n\A) — 7B (f|wA\BwB,,\A)’
[ Pg (dop) fL@8) Teech oy @ + p(@cnas@Eng,0))

f PE(dCUB) HCecg(wB)(‘XlCﬁBl + P(é)CﬂA\Bw—’C_an\A))

¢G.11) =

J Ps(dwp) fL(@8) Teect @y @' "1+ p(@cnn\s@cnp,2))
J Py (@) Teect oy @B+ p@cnas@cnp, 2))

Recall that the crucial ingredient in the switch p is the sign of the quantity g(m)
and note that

@&np Al — 1@cna\B] _ 1—2aL/d(B;. A)
T l@gnpal +10cnasl T 1+2aL/d(BS, A)’
which becomes arbitrarily close to 1 for sufficiently large n. On the other hand,
- |@cna\Bl — [@cnp,\al _2aL/d(B; A) — 1
~@cnasl +locnp\al  2aL/d(By, A) +1

which becomes arbitrarily close to —1 for sufficiently large n. Now, since the
switch can be activated, there exists n 5 g such that for all larger n we have

g-=g(m(@cna\BOcng, ) <0 and g =g(m(@cna\s@lnga)) > 0.
In particular, in the asymmetric case, we have

m(&cna\BOE g\ )

m(@cna\BOcinp,\A)

f A f A _
v5(floas@p\a) = V5 (f1@a\BOR .\ 4)]
f PB_(de)fJfr(wB) Hcech(wB)(OllCﬁBl + e_|CﬂBn\B|g+)
B f PE(de) HCEC%(wB)((XlCﬂBl + e—|CﬂBn\B\g+)
J P5 (dop) fL(@8) Teec (o) @' Pel CBBls 4 1)

J Py (dwp) Teect (o) (@/CNBlelCNBBlE- + 1)
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and note that the boundary condition also appears in fi. Let f =1g,, then f =
f1 and the above is bounded from below by

/Pg(dwg) [T @ +1)

CeClhi(wp)\C’

o IBI

(5.12)
x [alCNBI(1 — (CNBABle-) _ (1 _ (~IC'NBNBlg+)]|

Note that [C'N B, \ B| > n/2a, and thus there exists § > 0 such that for sufficiently
large n we have

_ o~ IC'NBy\Blg4
’ 1 e
OllC NB| >a >

[ elcnBnBE 10

and exp(|C'N B, \ B|g—) < 1/2. This implies the following lower bound for
(5.12),

(Se_k—lBlfPB_(da)B) [T @ 1)=5e72-171,
CeClhi(wp)\C’

In the symmetric case, we can proceed similar. Using the same notation, we
have

f ~ f A _
|VB(f|"’A\B“’§n\A) - VB(f|wA\Ban\A)}
J Pg (dwp) £ (@8) TTcec (o) (1 + ¢\ Plsr)
(5.13) TPy (dwp) Tlecct () (1 + e71CNENBls)

[ Pg (dep) (@) TTeeet (o (1 + €l MBI
i Py (dwp)(dwp) HCeC%(wB)(l + elCNB.\Blg—) .

Now we have to use a color dependent observable f to exhibit lower bounds larger
then zero. For example, take f(wp) =1, , then we have

fi(@B) =vp(f (@g, )|@a\B@E,\ ) = Vi (+0s @80T 1),
where for g_ <0< g,

va (+a)3 |(:)A\Bw:§”\A, a)B)
[eect (o) (Pr ()P 4 py (=, )| CNBIFICNE Bl

Tecchon (1 +eFETPTE)
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In particular, inserting this into (5.13) we can bound (5.13) from below by

‘/PB_(da)B) 1_[ (pe(+, 1)lcnB +pt(_’+)|CﬁB|)
CeClhi(wp)\C’

(5.14) % (Pt(+, +)|C/mB|(1 . e|c’mB,,\B|g_)
— pi(—, _|_)\C/ﬂ3|(1 _ e—IC’ﬂBn\B|g+)) )

Similar to the asymmetric case, there exists é > 0 such that for sufficiently large n

|C'NB| _ »—IC'NB,\Blg+
(p,<+,+>) _pH) e s

>
pi(—+) o=+ 1 —elCNB\Bls-

and exp(|C'N B, \ Blg—) < 1/2. For such n, we thus get as a lower bound
for (5.14),

5 f P; (dwp)2 V8 py (=, 4)\o8] > e 18I,

This completes the proof. [

PROOF OF PROPOSITION 4.13. The proof is a simplified version of the proof
of Proposition 4.4. Since t = co, we can assume f € F % to be color blind. In par-
ticular, we can follow the same steps as above with f(wp) = f(wp) = f*(wp) =
f2(wp). Then the inequality (5.5) has the following form:

Y2 (flése) — va * (fldas)]

2|Cg(waA\B)|

sznfne“"f'fP;(de)

- H (Locnpe=+ F Lognpe=—) |-

CECB(C()Ba)A\B+AC)

But the right-hand side is zero which completes the proof. [

PROOF OF PROPOSITION 4.14.  Let t = 0o in the symmetric regime, f =14,
and @ € {B <> oo} then, for sufficiently large A we have

Y (fldavs) — V5 (Fldpe)| = eI f Py (dwp) (2Cn@rone) _ oCa(@sop)

. e—x_|B/Pg(de)zcg(waAmZ%e—zum

N —

as required. [J
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5.2. Proofs of main theorems. In this section, we prove the theorems of Sec-
tion 3.

PROOF OF THEOREM 3.1. By Lemma 4.3 and Proposition 4.4, y*° is a spec-
ification for the time-evolved Gibbs measures. Moreover, y°° is quasilocal by
Proposition 4.5 which implies g-Gibbsianness. The more refined exponential lo-

cality in the asymmetric case of Proposition 4.5 is simply recorded in Theorem 3.1.
O

PROOF OF THEOREM 3.3. The idea of the proof is to compare a given ;-
a.s. continuous specification y to the discontinuous kernel y! and derive a contra-
diction. Discontinuities of y are based on percolating boundary conditions under
a change of coloring. We therefor consider a stochastic kernel, acting only on the
colors in a given configuration in the volume A, given by

[ Ma@an o) @ncs 00, 5) =[ I/ Q(d5x)}f(wA°,wA»5wA),

XEWA

where g(o) = 1/2. In words, under My, the color distribution on a given grey
configuration w, is i.i.d. equi-distributed. We can replace 7 by y! under the ;-
integral only for nonpercolating configurations. Hence, consider further the joint
distribution f of the random elements (@, ®, @', ®?), given by

Lt (dw, do, dwgn\A, deZBn\A)

= u(dw)p; (ddl@)Mp,\a(do,,  |®)Mp,\a(dog, |&)

@By \A @By \A
for A C B, where u the WRM and u,; (d®|w) the independent spin-flip transition
kernel. Note that for [ ji;(dw, d®, dco}gn\A, dw%n\A)f(cb) = [ (d®) f(@).
Recall that we write @™ for configurations where all signs are fixed to be &. As
a first step, we prove that the continuity assumption on y leads to a contradiction.

As a second step, we prove that bad points for  have full mass under u,. Let us
define the integral

118\”,[: fﬂt(dw, dé\), dwlB”\A,d(l)an\A)

x yén\Bn (]lgl_?n\Bn |w)]l®l§n\8n (w)]l"'wgn\/\ (Oan\A)

X 1_ o2 )4lesnaly

@By\A ( WB,\A |]7B(f|(:)A\BwEn\A(:’Bg)_)78(f|(:’A\BwEn\AG)Bg)|>5

= / 1(dw) / i (dBl@)8n (@) L5, 7165 oo, | \ope)~T5(Flon\sg, @5e)|>0"

where g, (@) = yl-;n 1\ B, ({o B\ Bn}|w)]l@ B\By (w) is an integrable density with y the
specification of the WRM. The indicator in g,, which decouples B, from By, will
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later allow us to replace 7 by y. By the continuity assumption on 7, we have

S A
Ian = /M(dw)gn(w)/'ut(de\B|w)]lsupwl,2|773(f“:)A\Bw}/\c)_};B(f‘é)A\Bw%\c)|>5
:/‘M(dw)yén\gn

X (g,, / “l(d“’A\B|’)]lsupwuWB(fm\gw;c>—f3(f|m\3wic>|>a|"’)

= [ 1@o)7g, 5, @1l
x /“f(d“’A\B|“’>]lsupw1,zWB(f\&)A\BwlAc>—fB(f\(:)A\BwZAc)M

= //,Lt(d(:))]lsupwm 78 (f1@A\B@\ )= 7B (f1@A\B@%c)[>5

where in the second last step, we pulled out the integral in YB,\B, using properness.
By dominated convergence, using the assumed continuity of y, this tends to zero
as A tends to R? forall § > 0 and f € F”.

In order to derive a contradiction, note that since u;-a.s. on the decoupling event
{o Ba\ p,} we have yp = ylg. Using Proposition 4.11, we can now replace yp by the
kernel yg in /5 ,. We want to bound 7, , from below away from zero hence elim-
inate the indicator comparing ' with different boundary conditions. For this, we
use Proposition 4.12 which is applicable once the conditions of a minimal distance
and bounded particle numbers are satisfied. More precisely, by Proposition 4.12,
for all L > 0, some f € F, § > 0 and sufficiently large n we can estimate

S A
Ian= /“(d“’)f“f(d“’|“’)gn(“’)1|y{;<f|rbA\Bw§n\A)—yg(f|r:>A\ngn\A>|>a

> [ 1do) [ 11 (@610)0 @)1 531 @)L g1k @)

x 1

lyp (Fl@nB@g,\ ) V5 (fl@B@R,\2)>6

> /M(dw)]]-{BeBg}(w)]leA\B|<K}(w)

> /M(dw)]l{Beoo}(w)]l{la)A\B|<K}(w),

where in the second estimate we again also used the DLR equation w.r.t. u and
properness to eliminate g,. Since this is true for all L > 0 and by assumption
w({B <> o0}) > 0, we arrive at the desired contradiction.

As for the almost-sure discontinuity, note that limy 3z #({A <> o0}) =1, and
thus, for sufficiently large A,

AhTIH%d / i (dw)jlsupwl,z 17 (fl@a\a@h ) —7a(fl@a\a@ic)>8 >1—e
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for any specification y of ;. From this, we see that the set of bad configurations
for y even has full mass under ;. 0O

PROOF OF THEOREM 3.2. For the asq-Gibbsian part, by Lemma 4.3 and
Proposition 4.6, y* is a specification for 1; and 0 < 7 < 0o, respectively, ;" and
0 <t <t¢ in the low-intensity regime. By Lemma 4.7, we have u;((y*°)) =1,
respectively, u;” (R(y>)) = 1; this implies asq-Gibbsianness.

For the non-q-Gibbsian part, the idea of the proof is to exhibit a boundary con-
dition consisting of a unique infinite cluster attached to B. We consider two ran-
domizations of this boundary configurations, first w.r.t. the Lebesgues measures
and second w.r.t. ;. This allows us to first replace any given specification y by
our known partial specification ¥ which is discontinuous at any such boundary
condition. Second, using Lebesgue’s density theorem we have then deduced that
y cannot be quasilocal for all such boundary conditions. More precisely, let y be
a given specification for u;. We show existence of a configuration @ such that

limsup sup [75(f|@a\s@pc) — 75(f|@a\B@hc)| > 0.
AR ! w2ecQ

Let us define n = (n, +,) with
n=1{x eRY: x; =na/2 for some n € Ny and x; = 0 for 2 <i <d}.

In particular, n consists of a unique cluster in {B <> oo}. Define a ¢-vicinity of »
by

Ve(n) = {w € R : forall x € n there exists exactly one y € ®
such that |y — x| < ¢}

and note that for 0 < ¢ < a/4, we have V.(n) C {B < oo}. See Figure 3 for an
illustration.

The noncritical case: Let 0 <t < oo for the symmetric case or 0 < ¢t < ¢g for
the asymmetric case and let

g:lEl(w) = 1o, 5, (w)ﬂvg(ggn)(w))/lil (Ve(p,) N {an\gn}lw)
and V =V, /5. We consider the integral
I =1V [ 41y, ® [ n(d0) [ nidolorgiel@)
X |773(f|“’X\B“’§,,\A‘:’Bﬁ) ~ VB (f|“’X\B“’§n\A‘:’BS)|

= V@)l [ d81v00,)® [ nde)gl1E1(@)

X |V1£(f|“’j\r\3“’§,,\1\) - Vlg(ﬂwX\B“’En\A)"
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where we additionally randomize the target configuration n by & drawn from the
Lebesgue measure on R?. Then by Proposition 4.12, for all L > 0, some f € F,
4 > 0 and sufficiently large n we can estimate

T = 8Vl [ d810015,)(©) [ 1) gL IE1@) L 1oy <1 @):

Assuming n to be even larger, also the indicator 1y, z/<z} can be dropped, since
Ve () constrains the number of points |\ g|. This implies 15 , > 6 forall a/8 >
& > 0 and n larger then some n(A). On the other hand,

Inn=|Vns,)|™ / dELy (np ) (E) / W(dw)g"[51(@) f s (déo]w)
X [7B(floj 305, a@8:) — 7B(flof\ 3@5, A @55
<|V@s)|™" / dETy (yy ) (E) / (dw) " [E1()

X S‘IJIZ’WB(fk"j\F\B"’}\C) - )7B(f|wX\Bw%\C)’
ol

= (V)™ [ v © [ nde)ys, (52161710)

where we wrote f(w) = sup,,1.2 IfB(fIwX\Bw}\c) - ?B(fle\Bw%\c)l. Note that

w— f(w)is F A\B-measurable, since the integral is w.r.t. the spin flip only. We
can further calculate for any @’

/ Pg, (do)lgy \, (01, &g,) (@) f(wa\B) W5, (@)
'[ PBn (da)) ]l@t_?n\Bn (a)) ]l Ve (SBn ) (a)) WBn (a))

v, (grE]fle) =

_ |Bg|—'an[ I/ ]dwf(wA\B>
XGEBn Be(x)
_ |Bg|—'fA\B[ il ]dwf(wA\Bx
x€€a\B e (x

where we used that the dependents on @’ can be dropped due to the decoupling
event, the measurability of f and the internal color constraint Wp, is constant on
Ve(n). Thus we arrive at the estimate

Ina <|Vaap)] ™ f déﬂv<nA\B>(5)|Be|—'fA\B'[ I1

xX€EA\B

/ ]dwf(a)A\B)-
Be(x)

By Lebesgue’s differentiation theorem, the set

{g;ur?foup|38|—fml[ I/ m]dwf(w)#f@)}

X€EA\B
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has Lebesgue measure zero. Hence, using the lower bound, derived above,
_1 ~
§<Irn<|V(n| /ds]lv(n)@)f(éA\B)-

Finally, if lim 4ga f (6a\B) = 0 for all &, by dominated convergence, the right-
hand side would tend to zero, which leads to a contradiction. Hence there exists
& € V(n) such that limATRd f(éA\B) > 0, as required.

The critical asymmetric case: Using again the kernel M, we have with f =14,
that

Inn =V )™ [ 41000 © [ 10 [ 115 il € @)
X |78 (F1@gy\ 8D Byp\ Boy @ (Boyye) — VB (f|wE,,\Bw—I§2,,\Bn@BM\BZ”&)(BQ,,)C)|
= V)| [ dE1v(00 ) ®) [ ndE V@)
x |y (flog,\5) — Vb (f|“’En\B“’§2,,\Bn)|

> e Y 1) [ dELy g, ) ©) [ )8 1E1(@)
% P+(da) _ —2n/a
B B)(1—«a )
_ o—3%+1BI / P (dowg)(1 /Ay 3 Bl
for sufficiently large n. On the other hand,
Inn =V )| [ 4610008, ) [ 00d0) [ 11 (@ol0)g2" 61 @)
|78 (f105,\ 5D Byy\ By @ (Brye) — VB (1951 595\ 8,2 By By @ (Bye)|
<1V [ ALy, © [ no)gE)@)

x sup| 75 (f|wp,\ p@k;) = 78 (f |0, s0%;)|
ol

As above, we can further calculate, for any @’ € 2,
[ P, do)ley @)1V, (@) f(@5,8) Wa,, (@)
| Pg,, (do)lgy | (@)1, p,,) (@) Wy, (@)

_  Pp,(do)1y, g, (@) f (@5,\B)
J P, (dw)1y, &, (@)

_ |B€|—|sgn\3|[ I /B

xe&p,\B

v, (SrIE] flo') =

)]da)f(a)Bn\B),

e (x
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which again leads to the existence of a point of discontinuity of y via Lebesgue’s
density theorem.

The critical symmetric case: This case is different to the pervious cases since
discontinuities cannot be produced by color perturbations on finite volumes.
Rather discontinuities can, for example, come from cutting off infinite clusters
which form a nullset in the low-intensity regime. But discontinuities can also be
produced by gluing together two separate clusters and, therefore, reduce the num-
ber of clusters attached to B. Since this must be possible arbitrarily far away from
B, we have to assume that the boundary condition contains two distinguished in-
finite clusters connectable to B which is of course a nullset as well. One way of
marking this precise is the following. Instead of V() consider the two-arm clus-
ter:

i1={x eR?:x; =na/2 for some n € Ng and i € {1,2} and x; =0
for3 <i <d}.

In particular, 7 consists of two clusters in {B <> 0o0}. Note that for 0 < ¢ < a/4,
again we have V(1) C { B <> oo} with two infinite clusters. In this case, the kernel
M is not required since we do not need a change of colorings. Instead, define

X1 Tn
tn = {x cR? 1X1, X2 >0,,/x12+x%=n,arctan— =m—

X2 a
forsomemerithOSmSna/2ande~=0f0r3§iSd},

the gray configuration which has points along the two-dimensional boundary of
B,, discretized with mesh size a/2. Figure 4 shows an illustration.
In particular, for all n € N, ¢, connects the two clusters in 7. Define the density

SEI@ =10, , @1y @5 (Ve(En,) 1255, )10)
and V =V, g and consider the integral
Inn =V Ginue)| ™ [ 4610 Ga,000®) [ o) [ i dolo)glE1@)
x |7 (fl@p,\B) — VB(f1@p2\B)|
=V Gn,0e) ™ [ d510(5,000©) [ 1d0) [ 1 dol0)g21E1@)

x [y (fl@s,8) — V5 (fl@sos)|,

where we could replace the specifications using a similar argument as in (5.15).
Then, for f =14, we have

lvs"(fl@p,\B) — V5 (fl@Bo\B)|

> e +IBl / Pg‘(da)B)(2|Cg(w3ng\B)‘ _ zlcg(waB,,\B)l)‘
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FIG. 4. llustration of the configuration 1 in yellow together with ¢y in red. The perturbations in
Ve(n U &) are indicated in blue and green.

Note that in B,,, the two arms of @ are closed and hence, the number of clusters
attached to B is reduced to one. Introducing the indicator, that there is exactly
two points in the subregion of B which guarantee connectedness with both infinite
components in wpe but does not connect them inside B gives the lower bound:

Ve (flopng) — v5° (fl@pns)| = 82 #+1B12 > 0.

On the other hand,
I =V Gigue)| " / dE1y iy ey () f (dw) / 1 (d6]0)g" €] (@)

x |78(fl@p,\B) — VB(fl@Bo\B)|
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< |V@isue)|™ / dELy iy o) () / p(dw) / 1 (d6]w) g [](@)

’

X Sllllg\fB(fléBg\Bw%Bg)o) — VB (fl(bB;;\Bw(ZBg)o)
ol

where the partin g/ [£] involving £, can be integrated out. As above, we can further
calculate for any w':

[ Prg(d@)1y, ¢) (@) f (0Bg\8) Wy ()
[ Prg(dw)Ly, (& 40) (@) Wy (@)
[ Py (d)1y, ,0) (@) f (0Bg\B)
[ Pepdo)ly, gy (@)
— IBE|_|§BH\B||: l_[ / ]dwf(a)B;;\B)7
Be(x)

YEp\n

vBo (glE1 flo') =

which again leads to the existence of a point of discontinuity of y via Lebesgue’s
density theorem. [J

PROOF OF THEOREM 3.4. For the asq-Gibbsian part, by Proposition 4.4, y*°
is a specification for ,u;g which is concentrated on "¢ by Lemma 4.8. But by
Proposition 4.9, utz (2(y®°)) =1 and thus ;L,+G is asq-Gibbs.

As for the non-asq-Gibbsian part, we consider the symmetric regime with ¢ =
oo. First, note that, similar to the above for some given specification y, using
Proposition 4.13 we have

/ W (d@) 5 (f1o5,\8D 5, 5, D 5,))

(5.15) =/“Jr(dw)yé_nl\lan(ﬂ@gn\snIw)Jlggn\B” (w)/uoo(dcblw)yg(ﬂ(:,m)

= M+(dw))/g_nl\gn(]l%n\3n|w)]l®én\3n (w)fuoo(dé)lw)ygo(flé)gn\B)
= [ k@i (flos,n).
Hence we have on the one hand
+ A
/l‘l'oo(dw)]l{h?B(f|wE”\B®En\Bné)(gn)zr)—fB(f\é)Bfﬂ>5}

+ A
< ~ ~ ~ ~
= / oo d@Lisup 1 g 178 (f105,\50 )~ 75(f1o8, 50301 =51

which tends to zero as n tends to infinity if we assume y to be almost-surely
quasilocal. On the other hand, by Propositions 4.13 and 4.14, there exists § > 0
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and f € F? such that for sufficiently large n we have
+ A
/ oo @O L5 (f1o5,\ 55, 5, @5,c)~ 75 (Fldpc)|>5)
= * (d(:))]l 00 o 00 o
Hoo {lvg’ (fl@B,\B)—vp (fl@pc)|>6}

+ A A~
> /Moo(dw)ll{Beoo}(w)1{|y§°<f\&>3n\3>—yg°(f|a>3c>|>6}

= ({B < o0}) >0,

which is a contradiction. As above letting B grow, we see that the set of disconti-
nuity points has full mass.

As for the non-q-Gibbsian part, what remains to be shown is that in the asym-
metric high-intensity regime any specification y for /L,t; exhibits discontinuity
points. For this note that the above proof for the critical asymmetric low-intensity
regime does not use the fact that we assume low intensity. [

APPENDIX

A.1. Percolation properties of the WRM. In this subsection, we derive non-
trivial percolation and nonpercolation regimes for the WRM. Recall the classical
Boolean model (or Gilbert disc model) with interaction radius 2a; see, for exam-
ple, [1], Chapter 8.1. Denote by A, its critical intensity. The following percolation
result is already partially proved in [4].

LEMMA A.1. (1) Let € G(y) with Ay > A_. If Ay + A_ < A¢, then for all
x €RY and 0 < r < 0o we have

w({Br(x) <> 00}) =0.

(2) There exists 0 < ¢ < 1 such that the following holds. Let p € G(y*¥™) in the
symmetric regime, respectively, ut in the asymmetric regime, then if A, + A_ >
Ac/C, respectively i > Ae/C, for all x € R and all 0 < r < oo we have

w({Br(x) <> 00}) >0 and liTmu({Br(x)eoo})zl.

PROOF. The proof uses the FKG-inequality to derive stochastic domination
relations between the WRM and the Gilbert disc model. Recall the FKG-inequality
for PPP as presented, for example, in [22], Lemma 2.1: For a PPP P, we have

P(fg)=P(f)P(g)

for measurable functions f, g which are either both increasing or both decreasing.
A function f is called increasing if f(w) > f (') for all @ D «’ and decreasing if
f(w) < f(o) forall w D o'
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Note that, for a measurable increasing function f, only depending on the grey
configuration and A € R?, we have

ya(floae) = Z5 @ne) / Pa(dwp) f (@none) / U(dow,) 1 (07 @ne)

- / Pr(dwp) f(@awpc) Wt (wn),

where WX’AC (wp) = ZXI(wAc) Z%A U(awA)X(a)i“’A wpc) is  the grey-
configuration density of the specification with respect to the underlying PPP. Note
that W, is decreasing and for any x € RY and 0 < r < n < oo, the function
1B, (x)< B¢ (x)} 18 increasing. Thus, by the FKG-inequality,

B, ({Br(x) <> B () }l@pg(x)) < / PB,(x)([dwB, (x))1(B, (x)<> BS (1)} (WB, (x))-

Letting n tend to infinity we see that if A < A, the right-hand side converges to
zero which proves part (1).
As for part in (2), note that if

B " WA (wa U {y))
A,wACA,yEA, @ pcC WXAC (wp)

. 20 — w « . .
exists, then Wi (wp) = ¢ ~IAIW LA (w4 ) is increasing since

—(loal+1) p®ac
¢ W @a UiyD) _

: 1.
oAl WA (wp) -

As shown in [4], Corollary, in the symmetric case, { = ¢(d) exists with ¢(1) =

272, ()= 276 and Z(d) = 23 for d > 3. The exponents here correspond to the
greatest kissing numbers for d-dimensional spheres. Hence we can rewrite, with
B = Br (x)a

ve,({B < B, }lwpe)

A|B, 1 A |B ad ()\g)n A @Wpge
= HBHIG=D) =3z 1B f donl(pose) (@)W (@)
— By ! "

> BN [ P2 on, 11mnsipny) [ PR o W o)

A
N / P (dwp, )15 55 (@5,),

where P*¢ is the PPP with intensity 1¢. Consequently,
n({Br(x) < o)) = P ({B,(x) < o0})
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and for A > A, we have that P*¢ ({B,(x) <> 00}) > 0 for all x € R? and 0 < r <
0.

As for ™, consider the boundary condition + ¢ of all plus. In this case, positive
lower bounds on

WAC
ap Wat (@ay)
AwrCAyer WA (wp)

are slightly more difficult to obtain in comparison to the symmetric case. Indeed,
let us exemplify the idea in one spatial dimension. Here, the additional particle
y € A can either be:

1. directly attached to the boundary and
(a) isolated from any cluster,
(b) gluing a cluster to the boundary,
2. not attached to the boundary and
(a) isolated from any cluster,
(b) attached to one cluster which is attached to the boundary,
(c) gluing two clusters which are both attached to the boundary,
(d) gluing two clusters which where both detached from boundary,
(e) gluing two clusters where only one was attached to the boundary.

To see, that a lower bound is given by )A»+§(1), where ¢(d) is defined as in the
asymmetric case, we use the cluster representation

WA (way)
Wi (wp)

_ Meee=coan XocU@OIX (@2 3)7+a0)
(Meec=cn) LocU©@OIX @K +4¢)

:([ I EGCU(Uc)}

CeC(wpy):yeC

TN e ]omr)

CeC(wpy):ygC

(T, S

CeC(@n):Bra(Y)NCH#D

X |: 1_[ EGCU(GC)]X(wiC+Ac)>.

CeC(wp):Baa(y)NC=2
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Now it suffices to consider the clusters which are not affected by the additional
particle y. Under the color constraint, we find the estimates

[cec=cwny):yec 20U (0C)

[cec=c(wnr):Br(y)nc£2 20U (0C)

5\4_ in the cases (1a), (2a), (2b), (2¢),
X\CH—I 3
+ + .
0 L0 = in the cases (1b), (2e),
> A Al T 2
):I+Cll+|C2|+1 + FC1HICo|+1 A+
< s AT % > — in the case (2d).

Similar observations, in view of the dimension-dependent kissing numbers, lead
to the following lower bounds in higher dimensions. For d = 2, we have

- WA (wn—1y)

270 =2,002
AopCAyeA WA (w,—1) ! e

v

and for d > 3 the bound 5\.+§(d). Using the FKG-inequality as in the symmetric
case with B = B, (x), we get a lower bound

V8,0 ({B(x) < B, (x)}|@p(x))
> [ PLE (dwp, o)l
> [ P (d®B, ) L{Bx)o B ()} (@B, (x)
where P*+¢ is the PPP with intensity A, ¢. This concludes the proof. [

A.2. Existence of non-asq-specifications y* # y~ for u* and u~ in the
phase-transition regime. In this subsection, we provide the reader with the fol-
lowing additional information: With our techniques, it is still possible to exhibit
specifications even in the non-almost-surely Gibbsian regime. These are different
for the two extremal starting measures and they are of course non-almost-surely
quasilocal. First, note that by Lemma 4.8

;L?L({é) € @ :liminfm(&cnp,) > 0 for all infinite clusters C of c?)}) =1.
ntoo

In words, under the time evolution a magnetization plus one on an infinite cluster
remains positive for all finite times. By symmetry, the same is true for the minus
magnetization. In light of the specification y*° of Section 4.3, and in particular
Lemma 4.3, (non-almost-surely quasilocal) specifications for ;L,i can be defined
as

J Py @don) f¥(@1) Teect @y (1 + P@c\a))
J Py don) [Teeet wy) (1 + p@c\a))

ViE(fléac) =
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where f£(wp) = V3 (f(@a, )|@ac, @p) with

A

4 oA ~
VA (Opy [@pc, wp)

= [ ;7o py (e, oyloenal”

CGCIO\O(a)A)

% l_[ (Pz(‘h +)|6CMI+P1(+, _)Ir}cm\l_
ceCl (wp)

 pr(—, 1) lFenal p —>6CﬂA'p<ch\A>))

/< I1 (1+,0(6?)0\A))>-

Cecl (wn)
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