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Abstract. We prove that Poisson measures are invariant under (random) intensity preserving transformations whose finite differ-
ence gradient satisfies a cyclic vanishing condition. The proof relies on moment identities of independent interest for adapted and
anticipating Poisson stochastic integrals, and is inspired by the method of Ustiinel and Zakai (Probab. Theory Related Fields 103
(1995) 409-429) on the Wiener space, although the corresponding algebra is more complex than in the Wiener case. The examples
of application include transformations conditioned by random sets such as the convex hull of a Poisson random measure.

Résumé. Nous montrons que les mesures de Poisson sont invariantes par les transformations aléatoires qui préservent les mesures
d’intensité, et dont le gradient aux différences finies satisfait une condition d’annulation cyclique. La preuve de ce résultat repose
sur des identités de moments d’intérét indépendant pour les intégrales stochastiques de Poisson adaptées et anticipantes, et est
inspirée par la méthode de Ustiinel et Zakai (Probab. Theory Related Fields 103 (1995) 409-429) sur I’espace de Wiener, bien que
I’algebre correspondante soit plus compliquée que dans le cas Wiener. Les exemples d’application incluent des transformations
conditionnées par des ensembles aléatoires tels que I’enveloppe convexe d’une mesure aléatoire de Poisson.
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1. Introduction

Poisson random measures on metric spaces are known to be quasi-invariant under deterministic transformations sat-
isfying suitable conditions, cf. e.g. [20,24]. For Poisson processes on the real line this quasi-invariance property also
holds under adapted transformations, cf. e.g. [4,11]. The quasi-invariance of Poisson measures on the real line with
respect to anticipative transformations has been studied in [13] and in the general case of metric spaces in [1]. In the
Wiener case, random non-adapted transformations of Brownian motion have been considered by several authors using
the Malliavin calculus, cf. [23] and references therein.

On the other hand, the invariance property of the law of stochastic processes has important applications, for exam-
ple to the construction of identically distributed samples of antithetic random variables that can be used for variance
reduction in the Monte Carlo method, cf. e.g. Section 4.5 of [3]. Invariance results for the Wiener measure under
quasi-nilpotent random isometries have been obtained in [21,22], by means of the Malliavin calculus, based on the
duality between gradient and divergence operators on the Wiener space. In comparison with invariance results, quasi-
invariance in the anticipative case usually requires more smoothness on the considered transformation. Somehow
surprisingly, the invariance of Poisson measures under non-adapted transformations does not seem to have been the
object of many studies to date.
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of China.
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The classical invariance theorem for Poisson measures states that given a deterministic transformation 7 : X — Y
between measure spaces (X, o) and (Y, i) sending o to u, the corresponding transformation on point processes maps
the Poisson distribution 7, with intensity o (dx) on X to the Poisson distribution ,, with intensity w(dy) on Y.
As a simple deterministic example in the case of Poisson jumps times (7 )x>; on the half line X = Y = R} with
o (dx) = pu(dx) = dx/x, the homothetic transformation t(x) = rx leaves m, invariant for all fixed r > 0. However,
the random transformation of the Poisson process jump times according to the mapping 7 (x) = x/ T does not yield a
Poisson process since the first jump time of the transformed point process is constantly equal to 1.

In this paper we obtain sufficient conditions for the invariance of random transformations 7: 2% x X — Y of
Poisson random measures on metric spaces X, Y. Here the almost sure isometry condition on R¢ assumed in the
Gaussian case will be replaced by a pointwise condition on the preservation of intensity measures, and the quasi-
nilpotence hypothesis will be replaced by a cyclic condition on the finite difference gradient of the transformation, cf.
Relation (3.7) below. In particular, this condition is satisfied by predictable transformations of Poisson measures, as
noted in Example 1 of Section 4.

In the case of the Wiener space W = Co(R ; RY) one considers almost surely defined random isometries

R(@):L*(Ry; RY) — L2 (R RY), weW,

given by R(w)h(t) = U(w, t)h(t) where U(w, 1) : RIS RY r e R4, is a random process of isometries of R?. The
Gaussian character of the measure transformation induced by R is then given by checking for the Gaussianity of
the (anticipative) Wiener—Skorohod integral 6 (Rk) of Rh, for all h € LQ(R+; Rd). In the Poisson case we consider
random isometries

R(w): L% (Y) — L3 (X)

given by R(w)h(x) = h(t(w, x)) where 7(w,-):(X,0) — (¥, u) is a random transformation that maps o (dx) to
w(dy) for all w € £2%. Here, the Poisson character of the measure transformation induced by R is obtained by show-
ing that the Poisson—Skorohod integral 6, (Rh) of Rh has same distribution under 7, as the compensated Poisson
stochastic integral 8,, (%) of h under 7, for all & € C.(Y).

For this we will use the Malliavin calculus under Poisson measures, which relies on a finite difference gradient
D and a divergence operator § that extends the Poisson stochastic integral. Our results and proofs are to some extent
inspired by the treatment of the Wiener case in [22], see [15] for a recent simplified proof on the Wiener space.
However, the use of finite difference operators instead of derivation operators as in the continuous case makes the
proofs and arguments more complex from an algebraic point of view.

As in the Wiener case, we will characterize probability measures via their moments. Recall that the moment E; [ Z"]
of order n of a Poisson random variable Z with intensity A can be written as

E\[Z"] =T, (M),

where T, ()) is the Touchard polynomial of order n, defined by Ty(X) = 1 and the recurrence relation
n
n
TnH(A):AkZO(k)Tk(x), n =0, (1.1)

also called the exponential polynomials, cf. e.g. Section 11.7 of [6], Replacing the Touchard polynomial 7, (%) by its
centered version T}, (A) defined by Tp(A) = 1 and

n—1
an(x):A;(Z)Tk(x), n>0, (1.2)

yields the moments of the centered Poisson random variable with intensity A > 0 as

T, =E[(Z-1M"]., nx0.



Invariance of Poisson measures under random transformations 949

Our characterization of Poisson measures will use recurrence relations similar to (1.2), cf. (2.12) below, and iden-
tities for the moments of compensated Poisson stochastic integrals which are another motivation for this paper, cf.
Theorem 5.1 below.

The paper is organized as follows. The main results (Corollary 3.2 and Theorem 3.3) on the invariance of Poisson
measures are stated in Section 3 after recalling the definition of the finite difference gradient D and the Skorohod
integral operator § under Poisson measures in Section 2. Section 4 contains examples of transformations satisfying
the required conditions which include the classical adapted case and transformations acting inside the convex hull
generated by Poisson random measures, given the positions of the extremal vertices. Section 5 contains the moment
identities for Poisson stochastic integrals of all orders that are used in this paper, cf. Theorem 5.1. In Section 6 we prove
the main results of Section 3 based on the lemmas on moment identities established in Section 5. In the Appendix we
prove some combinatorial results that are needed in the proofs. Some of the results of this paper have been presented
in [14].

2. Poisson measures and finite difference operators

In this section we recall the construction of Poisson measures, finite difference operators and Poisson—Skorohod
integrals, cf. e.g. [9] and [16], Chapter 6, for reviews. We also introduce some other operators that will be needed in
the sequel, cf. Definition 2.5 below.

Let X be a o-compact metric space with Borel o -algebra B(X) and a o-finite diffuse measure o. Let 2% denote
the configuration space on X, i.e. the space of at most countable and locally finite subsets of X, defined as

2% ={o= )N, CX,xi #x;Vi#j, NeNU{oo}}.
Each element  of 2% is identified with the Radon point measure

w(X)

w= E €x;»
i=1

where €, denotes the Dirac measure at x € X and w(X) € N U {oco} denotes the cardinality of w. The Poisson random
measure N (w, dx) is defined by

w(X)
N(@,d0) =o(dx) =) e, (dy), oe2*. 2.1)
k=1

The Poisson probability measure 7, on X can be characterized as the only probability measure on £2% under which
for all compact disjoint subsets A1, ..., A, of X, n > 1, the mapping

o> (0(A), ..., 0(A))

is a vector of independent Poisson distributed random variables on N with respective intensities o (A1), ..., 0 (Ay).
The Poisson measure 7, is also characterized by its Fourier transform

1/fa(f)=Ea[eXp<i/Xf(X)(w(dX)—G(dX))ﬂ, feLy(X),

where E, denotes expectation under r,,, which satisfies
Vo (f) =exp( /X (/™ —if) - 1)o(dx)), feLyx), 2.2)

where the compensated Poisson stochastic integral f x f () (w(dx) — o (dx)) is defined by the isometry

2
Ea[(/xﬂx)(w(dx)—o(dx))) }=/X|f(x)|2o(dx), feLix). 23)
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We refer to [8,10,12], for the following definition.

Definition 2.1. Let D denote the finite difference gradient defined as
D,F(w) =& F(0) — F(w), weR¥ xeX, 2.4)
for any random variable F : 2% — R, where
st(a)) =F(a)U{x}), w e .QX,x e X.
The operator D is continuous on the space D, | defined by the norm
IFI31 = 1F1720x 5y IPFI 2 0x xmogey  F €D
We refer to Corollary 1 of [12] for the following definition.

Definition 2.2. The Skorohod integral operator 8, is defined on any measurable process u: 2% x X — R by the
expression

320 = [ (0 (1) () — ). 5)
X
provided Eq [ [y lu(w, 1)|o(d)] < oc.
Relation (2.5) between §, and the Poisson stochastic integral will be used to characterize the distribution of the

perturbed configuration points. Note that if D;u; =0, ¢ € X, and in particular when applying (2.5) to u € L}, (X) a
deterministic function, we have

8o (u) = / u(t) (w(dr) — o (dr)) (2.6)
X

i.e. §» (u) with the compensated Poisson—Stieltjes integral of u. In addition if X =R and o (df) = A, dr we have

8o (1) = / - u (AN, — A, dt) 2.7
0

for all square-integrable predictable processes (u;);cr,, where N; = ([0, t]), t € Ry, is a Poisson process with
intensity A; > 0, cf. e.g. the Example, p. 518, of [12].

The next proposition can be obtained from Corollaries 1 and 5 in [12].
Proposition 2.3. The operators D and §, are closable and satisfy the duality relation

Eo[(DF,u)2x)] = Eo[ F8, )] (238)

on their L* domains Dom(8,) C L2(2% x X, n, ® o) and Dom(D) = Dy C L2(2%, 7,) under the Poisson mea-
sure my with intensity o.

The operator §, is continuous on the space Ly | C Dom(§,) defined by the norm

lull3,) = Eo [ f |u,|2cr(dt)] + E, [ / |Dsuz|2o<ds)a(dr>]
X X

and for any u € [L; | we have the Skorohod isometry

Eq[8,w)?] = E(,[||u||%%(x)] +E, [/X /X DsuzDzusU(ds)U(dt)], (2.9)
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cf. Corollary 4 and pp. 517-518 of [12].
In addition, from (2.5) we have the commutation relation

e,és (n) =64 ( )—i—u,, teX, (2.10)
provided D;u €l 1, t € X.

The moments identities for Poisson stochastic integrals proved in this paper rely on the decomposition stated in the
following lemma.

Lemma 2.4. Let u € 1Ly | be such that §5(u)" € D2 1, Diu € Lo 1, o(dt)-a.e., and

E, [/ |u,|"k+‘|5(,(eju)}"a(dt)} <00, Eg|:|30—(u)|k/ |u,|"k+]a(dt)i| <0
X X

0 <k <n. Then we have

n—1

o [8s )" ] = (Z)Eﬂ |:8(,(u)k / u;'—"“a(dz)}
k=0 X
(Z)EJ[/ k(s (et u) = 8, () )a(dt)]

n
+2
k=1
foralln > 1.
Proof. We have, applying (2.10) to F = 8, (u)",

Eo[8, )] = Eq| utDzaa(u)”cr(dr)}

ur (&85 () —50(u)")0(d1)]

I
%
><\a><\><\l

((ur + 86 (] u))" — 85 (u)")a(dt):|

) Es |:/ ult =g, (8,+u)ko(dt):|
X

) E, U ult ks, (u)ka(dt)i|
X

+k=] (Z)Eg[/xu? KL (85 (5 10) = 8 () )g(dt)]. i

From Relation (2.6) and Lemma 2.4 we find that the moments of the compensated Poisson stochastic integral
fX f(@®)(w(dt) —o(dr)) of f € ﬂN'H L2 (X) satisfy the recurrence identity

n+l1
Ea[(/ f(t)(w(dt)—o(dt))> }
X
n—1 k
=,§><Z) / f”"‘“(r)a(dr)EU[( / f(t)(w(dt)—o(dt))) } @1

n—1

I I
I™Mi I
(=} - O

& S =~ S
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n=0,..., N, which is analog to Relation (1.2) for the centered Touchard polynomials and coincides with (2.3) for
n=1.

The Skorohod isometry (2.9) shows that §, is continuous on Ly 1, and that its moment of order two of &, (u)
satisfies

Eq[86 )] = Eo[llul]; x|

provided

//DsutDtuSo(ds)a(dt):O
xXJx

as in the Wiener case [22]. This condition is satisfied when
Dtl/[sDSMtZO, S,IEX,

i.e. u is adapted in the sense of e.g. [18], Definition 4, or predictable when X =R.
The computation of moments of higher orders turns out to be more technical, cf. Theorem 5.1 below, and will be

used to characterize the Poisson distribution. From (2.11), in order for §, (1) € Lg“ (£2%) to have the same moments

as the compensated Poisson integral of f € ﬂ'l’;lz L% (X), it should satisfy the recurrence relation

n—1

Eq[8o)" '] =) (Z) /X f17 00 () Eq [ ()], (2.12)

k=0

n > 0, which is an extension of Relation (2.11) to the moments of compensated Poisson stochastic integrals, and
characterizes their distribution by Carleman’s condition [5] when sup ., [| | L2 (y) < ©0.

In order to simplify the presentation of moment identities for the Skorohod integral §, it will be convenient to use
the following symbolic notation in the sequel.

Definition 2.5. For any measurable process u : 2% x X — R, let

n

Ngy - Ay [ Tus, = > Deyits, - Do, s, 2.13)
p=0 OgU---UB,={s0,51,...,5}}
S()ﬁ@o,..ﬂs]‘¢@j

50y ---,5n € X,0<j <n,where Do :=]_[Sj€@ DS]. when © C {so, s1,...,5}.

Note that the sum in (2.13) includes empty sets. For example we have

n n
Agy 1_[ Us, = Usy E D@l Ugy - D@,, Us, = Ug, Dso l_[ Us,,
p=0 ©1U--UBO,={s0} r=1

and Ay uz, = 0. The use of this notation allows us to rewrite the Skorohod isometry (2.9) as

Eo[85 )] = E, [f u?ﬁ(dS)} +E; [/ / AsAz(usuz)U(dS)G(dt)}
X XJX

since by definition we have

AsAt(qu[)szl/llD[uS, S,tEX.
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As a consequence of Theorem 5.1 and Relation (6.1) of Proposition 6.1 below, the third moment of 8, (1) is given by

Es [50 (u)3] =E, [/ ufa(ds)i| +3E, |:8(u)/ ufo(ds)i|
X X
+3E(,[ f AslAsz(usluzz)a(dsl)a(dm]
X3

+ Es |:/ R Asl Asz Asg (usl Mszusg)(f (dS])G(dSQ)G(dS3)], (2.14)
X

cf. (5.4) and (6.2) below, which reduces to

Eq[80 )] = Es U uﬁo(ds)] +3E, [3@)/ u%a(ds)}
X X

when u satisfies the cyclic conditions
D,lutthzull =0 and DlluIQDlzul:;Dt}Mll :O, f,...,13€ X,

of Lemma A.2 in the Appendix, which shows that (2.13) vanishes, see also (6.4) below for moments of higher orders.
When X =R, (A.2) is satisfied in particular when u is predictable with respect to the standard Poisson process
filtration.

3. Main results

The main results of this paper are stated in this section under the form of Corollary 3.2 and Theorem 3.3.
Let (Y, ) denote another measure space with associated configuration space £2¥ and o-finite diffuse intensity
measure 4 (dy). Given an everywhere defined measurable random mapping

:2¥ x X >, 3.1
indexed by X, let 7, (w), w € 2% denote the image measure of w by T, i.e.

r*:.QX - QY (3.2)
maps

w(X) w(X)

w= Z €y; € 2% 1o T (w) = Z €r(w,x;) € oV,
i=1 i=1

In other terms, the random mapping 7, : 2% — 27 shifts each configuration point x € w according to x > 7 (®, x),
and in the sequel we will be interested in finding conditions for 7, : 2% — 27 to map 7, to 7. This question is well
known to have an affirmative answer when the transformation 7 : X — Y is deterministic and maps o to i, as can be
checked from the Lévy—Khintchine representation (2.2) of the characteristic function of 7. In the random case we
will use the moment identity of the next Proposition 3.1, which is a direct application of Proposition 6.2 below with
u = Rh. We apply the convention that Z?:l l; =0, so that {ly,[; > 0: Z?:l l; = 0} is an arbitrary singleton.

Proposition 3.1. Let N > 0 and let R(w) : Lﬂ(Y) — L2(X), w € 2%, be a random isometryforallp=1,...,N+1.
Then for all h € ﬂgjll LZ(Y) such that Rh € 1Ly 1 is bounded and

£ [ /
Xa+l

Ag -+ Ay, (]_[ (Rh(sp))l”>

p=0

o (dsg) - - -cr(dsa):| < 00, 3.3)
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lo+---+1l,<N+1,1y,...,1,>1,a>0,we have 8;(Rh) € L"T1 (2%, 75) and

n—1

Eo[8s(RR)"™ ] = (’,Z) /Y W ) dy) o [8, (R

k=0

SEE oy ()

a=0 j=0b=a ly+--+l,=n—b

ly,...,1g>0
lat1,-51p=0
b J - .
x( [1 /h‘“uy)u(dy))Ea[/, Aso-~~Asj<]"[(Rh<sp)) “) daf“(s,-)},
g=j+17Y X+ p=0
n=0,...,N,where do’/T(s;) = o(dso)---o(ds;), La = (1, ..., 1l4), and
T et prg—t
ly,n —(_1\¢ n 1 » p+q—
C£a,a+c_( D <ZO> Z l_[ 1_[ (ll+"'+lp1+p+q—1>' (3.4)

O0=rcy1<-<ro=a+c+1q=0 p=ry41+1—(c—q)

As a consequence of Proposition 3.1, if in addition R(w): LZ(Y) — LZ(X) satisfies the condition

j
/X.H Ay By (H( h, tp))zp>g(dz0) -0 (dtj) =0, 3.5)

p=0

s (w)-as. foralllp+---+1; <N+1,lp>1,...,];>1, j=1,..., N, then we have

n—1
Eq[3;(RRY" ] =) (’,:) /Y W () n(dy) Eg [85 (R, (3.6)
k=0

n=0,..., N, ie. the moments of 6, (Rh) satisfy the extended recurrence relation (2.11) of the Touchard type.
Hence Proposition 3.1 and Lemma A.2 yield the next corollary in which the sufficient condition (3.7) is a strength-
ened version of the Wiener space condition trace(DRh)" = 0 of Theorem 2.1 in [22].

Corollary 3.2. Let R: Lﬂ(Y) — LY(X) be a random isometry for all p € [1, 00]. Assume that h € ﬂ;ozl LZ(Y) is
such that sup - ||h ||L5(Y) < 00, and that Rh satisfies (3.3) and the cyclic condition

Dy Rh(tr)--- Dy Rh(11) =0, 1,....;x € X, (3.7)

7y @ 0®-a.e. for all k > 2. Then, under 7, , 85 (Rh) has same distribution as the compensated Poisson integral 8u(h)
of h under .

Proof. Lemma A.2 below shows that Condition (3.5) holds under (3.7) since

1

Dy(Rh(1))' = & (Rh(®))' = (Rh(®)) =Y ( f{) (Rh(t))' ™ (Dy(RR()))* =0,

k=1

s,t € X, 1 > 1, hence by Proposition 3.1, Relation (3.6) holds for all n > 1, and this shows by induction from (2.12)
that under 7, 8 (Rh) has same moments as ,,(h) under 7;,. In addition, since SUp > | |k ||L5(Y) < 00, Relation (3.6)
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also shows by induction that the moments of 8, (Rh) satisfy the bound E[|65 (RE)|"] < (Cn)" for some C > 0 and
all n > 1, hence they characterize its distribution by the Carleman condition

(Eo[80 R*]) ™" = 400,

WK

k

cf. [5] and p. 59 of [19]. O

1

We will apply Corollary 3.2 to the random isometry R: L Z(Y) — LI (X) is given as
Rh=hot, helLl(Y),

where 7: 2% x X — Y is the random transformation (3.1) of configuration points considered at the beginning of this
section. As a consequence we obtain the following invariance result for Poisson measures when (X, o) = (Y, ).

Theorem 3.3. Let 7: 2% x X — Y be a random transformation such that ©(w,-) : X — Y maps o to pu for all
weNX e

w(w, ) o=u, wée .QX,
and satisfying the cyclic condition

Dyt(w,t)---Dpt(w, 1) =0 Voe X v, ... neX, (3.8)
forallk > 1. Then t,: X -5 Y maps ms to my, i.e.

Ty =Ty
is the Poisson measure with intensity p(dy) on Y.

Proof. We first show that, under 7, 5 (h o ) has same distribution as the compensated Poisson integral §,,(h) of h
under m,, for all h € C.(Y).

Let (K,),>1 denote an increasing family of compact subsets of X such that X = J,. K, and let 7, : 2XxX—>Y
be defined for r > 1 by B

(w,x)=t(wNK,,x), x eX,we.QX.

Letting R.h = h o 7, defines a random isometry R, : Lﬁ(Y) — Lg(X) for all p > 1, which satisfies the assumptions
of Corollary 3.2. Indeed we have

DsR:h(t) = Dsh(t, (o, 1))
=1k, () (h(7r (@, 1) + Dytr (@, 1)) — h(7r (@, 1)))
= lKr(s)(h(t,(w U {s}, t)) - h('l:,(a), t))), s, teX,
hence (3.8) implies that Condition (3.7) holds, and Corollary 3.2 shows that we have
E, [eimu(hot,)] =E, [ei)»zS,L(h)] (3.9)
for all A € R. Next we note that Condition (3.8) implies that
Ditr(w,1)=0 Vwe 2% VieX, (3.10)
i.e. 7 (w, t) does not depend on the presence or absence of a point in w at ¢, and in particular,

(0, =1(oU{t},1), 1¢o,
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and
tr(a),t)ztr(a)\{l},t), t ew.

Hence by (2.6) we have
() 0 Ty = /Y 7o) (T (dy) — u(dy)
=/ h(tr(a),x))(a)(dx) —G(dx))
X

:/Xh(t,(w\{x},x))(w(dx)—U(dx))
=685(hot),

and by (3.9) we get

E, [eXp (I/Y h(y)(trv(dy) — /L(dy)))}
E, [eXp<i/Y h(y)(w(dy) — M(d)’))> o tr*]

[eiﬁﬂ(h)c‘rr*]

=E,
= Ey [ ]

—E, [exp(i | (e - M(dy))>].

Next, letting r go to infinity we get

E, [exp (i [Y 7o)z (dy) — u(dy))ﬂ _E, [exp(i /Y 1) (@(dy) — M(dy)))]

for all i € C.(Y), hence the conclusion. O

In Theorem 3.3 above the Identity (3.8) is interpreted for k > 2 by stating that w € 2%, and 11, ..., % € X, the
k-tuples

(t(a)U {r1}, 12), t(a) U {#}, t3), RN r(a) U {te—1}, tk), t(a)U {tx}, tl))
and
(T(a), n),t(w,13),...,T(w, %), T(w, tl))

coincide on at least one component n® i € {1, ..., k} in Yk je. Dy, t(w, it 1modk) = 0.

4. Examples

In this section we consider some examples of transformations satisfying the hypotheses of Section 3, in case X =Y
for o-finite measures o and . Using various binary relations on X we consider successively the adapted case, and
transformations that are conditioned by a random set such as the convex hull of a Poisson random measure. Such
results are consistent with the fact that given the position of its extremal vertices, a Poisson random measure remains
Poisson within its convex hull, cf. the unpublished manuscript [7], see also [25] for a related use of stopping sets.
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Example 1. First, we remark that if X is endowed with a total binary relation < and if t : 2% x X — Y is (backward)
predictable in the sense that

x<y = Dyt(w,y)=0, “.1)

I(a)U{x},y):t(a),y), x =<y, “4.2)
then the cyclic condition (3.8) is satisfied, i.e. we have
Dy t(w,x2) - Dy, t(w,x1) =0, xl,...,xkeX,a)e.QX, “4.3)

Sfor all k > 1. Indeed, for all x1,...,x; € X there exists i € {1,...,k} such that x; X xj, for all 1 < j <k, hence
Dy, t(w,x;) =0, 1 < j <k, by the predictability condition (4.1), hence (4.3) holds. Consequenly, T X - Y
maps 1y to w, by Theorem 3.3, provided t(w, ) : X — Y maps o to ju for all w € X,

Such binary relations on X can be defined via an increasing family (C)))cr of subsets whose reunion is X and
such that for all x # y € X there exists hx, Ay € Rwithx € C, \ C;, and y € C; ,or y € C, \ C;, and x € C,,
which is equivalent to y < x or x Xy, respectively.

This framework includes the classical adaptedness condition when X has the form X =R x Y. For example, if
X and Y are of the form X =Y =R, x Z, consider the filtration (F;),cr, , where F; is generated by

{o([0,s1x A): 0<s5 <1, A€eBy(2)},

where B.(Z) denotes the compact Borel subsets of Z. In this case it is well-known that w +— t.w is Poisson distributed
with intensity i under 7wy, provided T(w, ) :Ry x Z — Ry X Z is predictable in the sense that w +— 1(s,z) is F;-
measurable for all 0 <s <t,z € Z, cf. e.g. Theorem 3.10.21 of [2]. Here, Condition (4.1) holds for the partial order

(s,x)2(t,y) <— s>t 4.4)

on Z x Ry by taking C) = [A, 00) x X, » € Ry, and the cyclic condition (3.8) is satisfied when t(w, -) : R4 X Z —
Ry x Z is predictable in the sense of (4.1).

Next, we consider other examples in which the binary relation < is configuration dependent. This includes in
particular transformations of Poisson measures within their convex hull, given the positions of extremal vertices.

Example 2. Let X = B0, 1) \ {0} denote the closed unit ball in RY. For all w € 2%, let C(w) denote the convex
hull of w in R? with interior C(w), and let we = w N (C(w) \C (w)) denote the extremal vertices of C (w). Consider a
measurable mapping t©: 2% x X — X such that for all v € 2%, t(w, ) is measure preserving, maps C(w) to C(w),
and for all w € 2%,

_ | t@e,x), xeC(w),
(@, x)= {x, X € X\C(a)), (4-5)

i.e. the points of C(w) are shifted by t(w, -) depending on the positions of the extremal vertices of the convex hull of
w, which are left invariant by t(w, -). Figure 1 shows an example of a transformation that modifies only the interior
of the convex hull generated by the random measure, in which the number of points is taken to be finite for simplicity
of illustration.

Next we prove the invariance of such transformations as a consequence of Theorem 3.3. This invariance property is
related to the intuitive fact that given the positions of the extreme vertices, the distribution of the inside points remains
Poisson when they are shifted according to the data of the vertices, cf. e.g. [7].

Here we consider the binary relation <, given by

X2y xeC(a)U{y}), a)e.QX,x,yeX.
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Fig. 1. Example of random transformation.

The relation <, is clearly reflexive, and it is transitive since x <, y and y <, z implies
x € C(a) u {y}) C C(a) U {Z}),

hence x =<, 7. Note that <, is also total on C(w) and it is an order relation on X \ C(w), since it is also antisymmetric
on that set, i.e. if x, y ¢ C(w) then

X =<py and y=<4px

means x € C(w U {y}) and y € C(w U {x}), which implies x = y. We will need the following lemma.

Lemmad.1. Forallx,y e X and w € 2% we have

¥=20y = Dit(w,y)=0 (4.6)
and

xZ0y = Dyt(w,x)=0. 4.7
Proof. Let x, y € X and w € 2% First, if x %,, y then we have x ¢ C(w U {y}) hence t(w U {y}, x) = t(w, x) =x by

(4.5). Next, if x <, y,i.e. x € C(w U {y}), we can distinguish two cases:

(a) x € C(w). In this case we have C(w U {x}) = C(w), hence T(w U {x}, y) = t(w, y) forall y € X.
b) x eClwU{HyP\C(w). If yeC(wU {x}) thenx =y ¢ C(w U {x}), hence t(w U {x}, y) = t(w, y). On the other
hand if y ¢ C(w U {x}) then y £, x and 7(w U {x}, y) = 7(w, y) = y as above.

We conclude that D, 7 (w, y) = 0 in both cases. O

Let us now show that t: 2% x X — 2% satisfies the cyclic condition (3.8). Let t, ...t € X. First, if t; € C(w)
forsomei € {l,... k}, thenforall j=1,... kwehavet; <,t; and by Lemma 4.1 we get

D,t(w,t;) =0,

thus (3.8) holds, and we may assume that t; ¢ C(w) for all i =1, ..., k. In this case, if tix1modk Zw ti for some
i=1,...,k, then by Lemma 4.1 we have

Dy t(w, tit1modk) =0,

which shows that (3.8) holds. Finally, if t} <o tx < -+ <0 12 <o 1, then by transitivity of <, we have t| <y ty <o t1,
which implies t1 =t ¢ C(w) by antisymmetry on X \ C(w), hence D, t(w,t1) =0, and t: ¥ x X > X satisfies
the cyclic condition (3.8) for all k > 2. Hence t satisfies the hypotheses of Theorem 3.3, and t.7s = 7, provided
(w,-): X — Y maps o to pu forall w € 2%.
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5. Moment identities for stochastic integrals

In this section we prove a moment identity for Poisson stochastic integrals of arbitrary orders in Theorem 5.1, whose
application will be to prove Proposition 3.1. More precisely, given F:£2% — R a random variable and u: 2% x
X — R a measurable process, we aim at decomposing E, [8, (u)" F] in terms of the gradient D, while removing all
occurrences of 8, using the integration by parts formula (2.8).

In Theorem 5.1 and in the rest of this section we will use the notation
d=elel sy =G0, )Xt b2 1
Moreover, by saying that u : 2% x X — R has a compact support in X we mean that there exists a compact subset K
of X such that u(w,x) =0forallwe 2X andx € X \ K.

Theorem 5.1. Let F: 2% — R be a bounded random variable and let u: 2% x X — R be a bounded process with
compact support in X. For all n > 0 we have

n n b
—_ 1+1
Eo[e@)"F]=) Y (=D Y Ce, ks [ / ceb P g, dob(sw}, (5.1)
X
p=l1

a=0b=a I1+-+lg=n—b
11 ~,-~-:laZO
la+1’-wlb:0

where do?(sp) =o' (ds1) -+ -0 (dsp), £a = (1, ..., 1a), and
4 pg—1
c _ 1 st P p q— . 5.2
Lq.a+c Z l_[ 1_[ <11+~--+lp_1+]?+q_1 62
O=rcy <--<ro=a+c+1q=0 p=ry41+q—c+1

Before turning to the proof of Theorem 5.1 we consider some examples.

Example 1. For n =2 and F =1, Theorem 5.1 recovers the Skorohod isometry (2.9) as follows:

Eo[8,w)?*] = Eo [/xz s, uSzo(dsl)o(dSQ):| [a=0,b=2]
—2E, [/XZ usl(l+Dsl)u320(ds1)o(dsz):| l[a=1,b=2]
+EUX |usl|2a(ds1)] la=1b=1]
+ E; |:/X2(1 + Dy, )ug, (I + Dy,)usy, a(dsl)a(dsz)] [a=2,b=2]

=E, [/;( |us|2cr(ds)i| + Es [/){2 Ag, ASZ(usluSZ)a(dsl)a(dsz):|. (5.3)
Example 2. Forn =3 and F =1, Theorem 5.1 yields the following third moment identity:

Eo[85w)?] =EU[/;( u?la(dsl)] [a=1,b=1]

—3E, [/XZ u?l I+ Dsl)una(dsl)o(dsz)} [a=1,b=2]

+3E, [/ (I + Dy,))us, (I + Dsl)uia(dsl)o(dsz)} [a=2,b=2]
XZ
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— Ey [/ \ uslus2us30(ds1)c7(dsz)a(dS3):| [a=0,b=3]
X
+3E, I:f \ ug, (I + Dy)ug, (I + Dsl)usZU(dsl)o(dsz)o(dS3)i| [a=1,b=23]
X.

—3E, [/ 3(1 + DS])(I + Dsz)us_g I+ Ds;)”xg I+ DSQ)”S|G(dsl)a(dSZ)U(ds3)j|
X

l[a=2,b=3]
+E, [/)(3(1 + Do) (I + Dyugy (I + Dy, )1 + D)
X s, (I + Dy,)(I + Dyg;)us, a(dsl)a(dsz)o(dS3)i| [a=3,b=3]
=E, UX ufla(dsl)] +3E, [/X ug, Dy, u S2a(ds1)o(dsz)]
+3E, [ /X LY. (uslufz)a(dsl)a(dsz)}
+ E, [ /X A A Ay, uszus3)0(dsl)a(dSZ)a(dS3)]. (5.4)

Example 3. Noting that Cg, . defined in (5.2) represents the number of partitions of a set of Iy +--- + 1, +a +c¢
elements into a subsets of lengths 1 +11,...,1 + 1, and c singletons, we find that when F =1 and u = 14 is a
deterministic indicator function, and Theorem 5.1 reads

(Z A) ZA“Z( 1)c< )S(n—c a—c)

for Z —x=38(14) = w(A) — 0 (A) a compensated Poisson random variable with intensity A = o (A), where S(n, c)
denotes the Stirling number of the second kind, i.e. the number of ways to partition a set of n objects into ¢ non-empty
subsets. This coincides with the moment formula

W[z —n"] ZA”SQ(n a),

where S>(n, a) denotes the number of partitions of a set of size n into a non-singleton subsets, which can be obtained
from the sequence (0,1, A,...) of cumulants of the compensated Poisson distribution, through the combinatorial

identity

S2(n,a)=Z(—1)c (Z) Sn—c,a—c), 0<a<n,

which is the binomial dual of

n

S(m, n) =Z<’Z> So(m —k,n — k),

k=0

cf. [17] for details.

The proof of Theorem 5.1 will be done by induction based on the following lemma.
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Lemma 5.2. Let G : 2% — R be a bounded random variable and let u: 2% x X — R be a bounded process with
compact support in X. For all n > 0 we have

Es[6,)'G]= >  caEs [/ ed G ]_[ssm ujjj " ”dad(ﬁd):|

O=ky<---<ko=n
0<d<n

k 1 ky—1—k,
- Z CRdE” |:/Xd 8"(8;—1"{) o 5+d 1(quG)H€5d 1\sp ”5;) ] Idad(ﬁd):|’

O=kg<--<ko=n
1<d=<n

(5.5)

where Cﬁd:HZ %)(k” ) Ra = (ko, ... kg) e N¢HL,

Proof. The formula clearly holds when n = 0, while when n > 1, the first summation in (5.5) actually starts from
d = 1. The proof follows by application to I =n — 1 or I = n of the following identity:

Es[8:w)"G]|

k, d kp—1—k
_ + 1—1 + + + p 1—Kp [+1
= E cq 1 Eo /xl+l 80(85/14) 5[+|G851u;[+lagl+] Eorii\syls do"" (s141)

0=kj41<---<ko=n p=1

l
ky_i—k
DI S I

d=10=ky<--<ko=n

I+1

d—1
kg—1—1 k kp
DD KEUH) :dlwwG)Hssd sty "(sc»} (5.6)

d=10=ky<--<ko=n

I+1

—Az+ZBd—ZCd, (5.7)

which will be proved by induction on [ =0, ..., n. First, note that (5.6) holds for [ = 0 as by (2.4) and (2.8) we
have

Ex[8r'G] = £ [ w0, (3a(u)"—1G)o<ds1)}
X

=E, /uqls 8o (u)" ! +Ga(ds1)] [G/ MSIS(,(M)”_IU(dsl)iI
X X

=E, /usl(usl+80(8;qu))n ! +Ga(dsl)i| |:G/ uSISU(u)”lo(dsl)i|
b X

which also proves the lemma in case n = 1. Next, when n > 2, for [ =0, . — 1, using the duality formula (2.8)

and the relations & 8, (egu) = efug,, +85(ef  u), cf. (2.10), and Ds,+2 =eb — I, we rewrite the first term

Si+1 5141 Y1+2
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in (5.6) as

A= Z CRi

O0=kj41<---<ko=n
l

T k=1 + kp—1—kp o 141
X Eo /;(l+1 51“68 us’“(g U1+ 0o (51+1”)) l_[851+1\s,;MSp do™™" (s14+1)
p=1
1

= + ki1 + + kl_kl+ 1_[ p 1 kp [+1
- Z i Fo /Xl+1 80(851““) 5I+IG Usi iy l+1\SpuYP do" ™ (s141)

0<kjy)<--<ko=n

= Z cayy Eo /;{Hl 50(

1<kjy1<--<ko=n

I+1 .
+ "Hl 1‘[ p 1=kp o _I+1
s 51+1G Esinsyt do™" (s141)

™

I+1
+ + kp—1=kp 1 _1+1
+ Z CR41 Es /Hl 851+1 G 851+1\spu do (51+1)
0=kj41 <--<ko=n X p=1
= Z cﬁl-H
1<kjy1<---<ko=n
[1+1 . .
+ + kip1—1_4 + p=175p ) ol +2
x Eo /Xl+z Ear1 Ui Dsia | 9o (eﬁlﬂ”) €510 l_[ Esipi\spUsp (8142)
p=1
I+1 —
+ + p—1— l+1
+ Z CRH']EJ /1+1 851+1G 851+1\spusp (81+1)
O=kj41<--<ko=n X p=1
= Z CRiy1
15k1+1<--<<k0:n
I+1 .
+ + + kip1— kp—1—kp olt?
X Eq /Xl+2 Eqr Usiiabsy 1y | 0o (85H1u) 51+1G 1_[ &y sy (5142)
I+1 .
+ kipr—1 et I’ 1=Kkp o 142
— Z CRi4 Eo' /l+2 80 (851+lu) 5l+1 (Msl+2 G) 1_[ 5/+1\Y do (5l+2)
1<kjy1<--<ko=n X
I+1 . .
+ + p—17Kkp 4 _I+1
+ Z ca Eo /1+1 €5, G €or41\spsp do' ™" (s141)
O=k; 1 <--<ko=n X p=1
= A1+ Biy1 = Cry2,
which proves (5.6) by inductionon/=1,...,n—1, as
p y
n—1 n+1

Eg[8:)"G] = Ao —C1=—C, +Z-Ad = Aay1=-C +Zl3'd+1 —Caa = ZBd - ch -

Proof of Theorem 5.1. We check that in (5.1), all terms with a =0 and 0 < b < n — 1 vanish, hence in particular the
formula also holds when n = 0. When n > 1 the proof of (5.1) is obtained by application to c =n or ¢ =n + 1 of the
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following identity:

Eo[8s@)"F] = (1)) > Ceyprate

a=01l1++lgy1=n—c—a

lls~-~v[a+120
a+c N
+ N\lat1 + +ip a+tc
X Ey /HC S (ssau) F 1_[ 8 s, 1_[ €oa\sp usp do“ " (s4+¢)
X g=a+1 p=1

c—1

+Z( 1)2 Y. Cepatd

a=001++la=n—b—a

Ii,..., 1,>0
a+b
+p a+b
xFo /Xa+b 85“F H £, a¥sq H Esa\sp ”ép do "7 (s44b)
g=a+1
c—1
=Dt ) 5 (5.8)
which will be proved by induction on ¢ =1, ..., n + 1. First, we note that since

a
_ h+---+lp+p—1
CSu,a_l_[1<l1+"'+lp—l+p—l ’
1):

the Identity (5.8) holds for ¢ = 1 from Lemma 5.2. Next, forallc =1, ...,n — 1, applying Lemma 5.2 with n =/,
and

a+c 1 l
+
_8 F l_[ 8 qu l_[(gsa\yp
g=a+1
and fixing s1, ..., Sq4¢, we rewrite the first term in (5.8) using (5.2) and the change of index

ki—p=p+mi+---+m,, 0<p=d,

as

n—c

De=(-1) ) Cegiae

a=00l1++l,41=n—c—a

11,~~Ja+120
a+c 147
a+l + +ip a+tc
X Ey /a+L6 (8 u F H 8 L Us, H‘Esa\x Us, do“ " (54+¢)
X g=a+1

n—c a+1
mi+--+mp+p-—1
= (=1)° c P
SO DY Sate ) ) H Myt p—1
a=00l1++lyy1=n—c—a d=0m+-+mg=ly41—d p=1
I1,..0lyg41>0 my,....mg>0

a+c+d a a+d

+ + + 141, 1—[ + Itmi—a 3 _atctd
x o /;(tl+0+d 85"+61F 1_[ Esaraltsq 85a+d\spusp 85a+d\Spu~‘k do (Sa-+c+d)

g=a+d+1 p=1 k=a+1
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In,C lat1 + .4 +p—1
_(—1)‘2 Z CE,H[ a+cZ Z n(m’?1+...+mn;il+pp—l)

a=0l1+-+l,y1=n—c—a d=1my+-~+mg=l,11—d p=1

a+c+d

+ ma 4+ l—[ +
x Fo ,/Xa+c+d 8 (85a+d—1 ”) €sarat F €541a—1Usq
q=a+d

1 ; a+c+d—1
+p + I4+my_q—¢ a+c+d
x H Esara- 1\sp Us, 1_[ € g 1\vp”3k do (Satctd)

k=a+c+1

n—c
=D > Ce,a+c

a'=0[+-+l' )=n—c—d
a

Bl 20
a'+c a’ Lt
X Eq /xa’+v eq F l_[ Ea . s, 1_[ :,\3 us, ? do® (o) 5.9
qg=a’+1 p=1
n—c
=D Z Z Ceppyatet
“/_Ol{+-<-+ll’l,+l=n—c—a’—1
oty 20
a'+c+1
X b f Sn(edw'verel, £ [T efu, Hgs/\s sy " o (5 ) (5.10)
X&' o+ st o

=&+ Det1
under the changes of indices
N+l =lh++lg+m+-+my, d=a+d,
in (5.9) whend =0, ...,l,41, and
L4 Al =h+-Flg+m+-4mg, d+1=a+d,

in (5.10) whend =1, ..., l,+1. Noting that in (5.10), the summation on &’ actually ends ata’ =n —c — 1 when ¢ < n.
We conclude the proof by induction, as

Eo[8s)"F]=Di — Dyy1 +E=E + ZDb — Dpy1 = Zsb,
b=1 =

and by the change of indices (a, b) — (a,b —a) in (5.1). (|

6. Recursive moment identities

The main results of this section are Propositions 6.1 and 6.2. Their proofs are stated using Lemma 2.4 above and
Proposition 6.3 below, and they are used to prove the main results of Section 3. In the next theorem we use the
notation A of Definition 2.5 and let

ASJ'ZAﬁ()”'AEj7 5j=(s09"‘9sj)7
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and
do?tl(sp) = (dso) - --o(dsp), 55 = (50, .-, 5b),

0<j=b

Proposition 6.1. Let N > 0 and let u € Ly, be bounded with u € (Y1 L°(2%, L2(X)) and

p=1
b a ;
Eo |:/;(b+1 Agg s As; ( H Us, l_[ u;;)

g=a+1 p=0
lo+ -+l <N+1,1y,....1,>1,0<j<a<b<N.Thenforalln=0,..., N we have 8, (u) € L"*1(2X, )
and

dob+1(5b):| < 00,

n—1
Ealso )= 3 (1) ot L)

k=0

n a n
a lo,
Yy Y (9
] as
a=0 j=0b=a ly+--+l,=n—b
lp,....[a>0

b a
1+ b+1
x Eq [/XW A5j< IT s, [Tus, 1’) do (sb)], (6.1)

g=a+1 p=0

where

g n
co" = (~1he (l ) Ce,bs
@ 0
and Cg,  is defined in (5.2).

Proof. When u: 2% x X — R is a bounded process with compact support in X this result is a direct consequence
of Lemma 2.4 and Proposition 6.3 below applied with n = k and Iy + k — b =n — b. We conclude the proof by
induction and a limiting argument, as follows. Let (K, ),> denote an increasing family of compact subsets of X such
that X = Ur>1 K. The family of processes u)(f) (w) :=uxlg, (x), r > 1, converges in Ly | to u as r goes to infinity,
hence 8, () converges to §(u) in L?(£2X, ;) as r goes to infinity. Clearly the result holds for N = 0 by applying
the formula to the process u") which is bounded with compact support by letting r go to infinity. Next, letting N > 0
and assuming that §, (1) € Lt (92X 7,) and that (6.1) holds for all n =0, ..., N, we note that for all even integer
me€{2,..., N+ 1} we have the bound

m—2

Eo[s;)"] <) <m; : ) E,[8, (w22

k=0

f g "o (dr)
X

m—1 a m—1
XYY X (§)ekn

a=0 j=0 b=a lp+---+Il,=m—b—1

ly,....1a>0
X Es
Xb+l1

b a

141,

As; ( ]_[ Us, ]_[ Us, ’)
g=a+1 p=0

which, applied to u") (w), allows us to extend (6.1) to the order N + 1 by uniform integrability after taking the limit

as r goes to infinity. O

[e.e]

da”“(sb)},
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Let us consider some particular cases of Proposition 6.1. For n = 1, Relation (6.1) reads

Eo[8,w)?*] = E, [ f |us|zo(ds>}
X

— E4 /2Asl(usluSz)a(dsl)a(dsz):| [a=0,b=1,j=0]
L/ X

+ E, /2 Ay, (g, utg,)o (dsy)o (dsz)i| [a=1,b=1,j=0]
L/ x

+ Es /2 Asl Asz(uslMsz)a(dsl)a(dSZ)} [a=1,b=1,j=1]
LJ X

= Eq [ /X |us|zo(ds)} +E; [ /X BBy (Mslusz)U(dsl)a(dsz)iI,
which coincides with (5.3). On the other hand for n = 2 Relation (6.1) yields the third moment
Eo[8,w)*] = E, [/X uso’(ds)j| +2E4 [5(14) /X ufo(ds)]
—2E, sz Asy (uf,ousl)o(dso)a(dsl)} [a=0,b=1,j=0]
+ E, |:/X2 Agy (tgyUs, sy )0 (dso)o (dsl)] [a=0,b=2,j=0]

+ Es |:/ Ay, (usoufl )U(dso)a(dsl):| +2E, [/ , Ag, (ufous1 )a(dso)o (dsl)i|
X

x2

[a=1,b=1,j=0]

+3E, [fo AgyAg, (umufo)o(dso)o(dsl)} [a=1,b=1,j=1]
— Es :/XZ Aso(usousluSz)a(dso)a(dsl)] [a=1,b=2,j=0]
— E4 :/;{3 Agy Ay, (usouslu32)a(dso)cr(ds1)o(dsz)i| [a=1,b=2,j=1]
+ E, :/x3 ASO(umu“u‘vz)o(dso)a(dsl)o(dsz)} [a=2,b=2,j=0]
+ E, :/X‘ Ay Ag, (usouslusZ)a(dso)a(dsl)a(dsz):| [a=2,b=2,j=1]
+ Es :/;{3 AgyAg Ay, (usousluSZ)o(dso)a(dsl)o(dn)] [a=2,b=2,j=2]

:E{,|: / ui’a(ds)]+2E(,|:8(u) / u?o(ds)]—l—Ea[ / usODSOuflo(dso)o(dsl):|
X X X2

+3E, [ / AgAs, (usous, )U(dso)o(dsl):|
X

+ E; [/){3 Agy Ay Ay, (ks usz)a(dSO)o(dsoU(dsz)}, (6.2)
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which recovers (5.4) by the duality relation (2.8). As a consequence of Proposition 6.1 and Lemma A.2 in the Ap-
pendix, when the process u satisfies the cyclic condition

Dy (@) - Dy (0) =0, wef%,1,....4€X, (6.3)

k > 2, Relation (6.1) becomes

o [80 )" ] Z( )Eg[ag(u)"/ u;‘_k+la(dt)i|
X

n an-1) n
a lo,
DD ID ML DI (4 [
] as
a=0 j=0 b=aly++ls=n—b
ly,....[>0

1+,
x Eq [/XM 5 (q]:[ﬂusq [1us, >d0b+l(5b):|, (6.4)

i.e. the last two terms of (6.2) vanish when n = 2. In case X = R, x Z, Condition (6.3) is satisfied when u is
predictable, by the same argument as the one leading to (4.3).
The next proposition follows from Proposition 6.1 and is used to prove Proposition 3.1.

Proposition 6.2. Let N > 0 and let u € Ly 1 be a bounded process such that u € ﬂN+1 L®(RX, L2 (X)) and the
integral |, x uio(dr) is deterministic, foralln =1,..., N + 1, and

a
Es |:/ Aso"'Asa(H ué';) do
xa+l =0

lo+--~+la§N+l,lo,...,la21,O§a§N+1.Thenforalln:O,...,Nwehave&a(u)eL"H(.QX,m,)and

atl (5a):| < 00,

n—1

5 (u)n+1 Z( )/ n— k+10,(dt)Eo_[5O_(u)k]

k=0

Y (4)ek

0<j<a<b<nly+-+ly=n—b

lp,....[1a>0
lat1,-s1p=0
x Eq [/ | Asl us, " do Tt (s)) } I1 / u Mo (dr).
Xt p=0 q=j+1
Proof. We apply Proposition 6.1 after integrating in 541, ..., s, and using (2.13). O

Consequently if u : 2% — R satisfy the hypotheses of Proposition 6.2 and is such that

J
l .
Joy Bt (H ) a0’ (s) =0, ©3)
p=0

ms-a.s., foralllp+---+1; <N+1,lp>1,...,[;>1, j=1,..., N, or simply the cyclic condition

Dyuy (@) -+ Dyju (@) =0, we¥,1n,...1;€X,
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j=1,...,N,cf. Lemma A.2 below, then we have
n—1
+1 n k+1 k
Eq[85w)" ]=;<k>/xu? o) Es[8, )], n=0,...,N,

i.e. the moments of &, (u) satisfy the same recurrence relation (5.8) as the moments of compensated Poisson integrals.
The next proposition is used to prove Proposition 6.1 with the help of Lemma 2.4.

Proposition 6.3. Let u: 2% x X — R and v: 2% x X — R be bounded processes with compact support in X. For
all k > 0 we have

E, U V85 (8;ru)ka(ds)i| —E, [56(@"/ usa(ds)}
X X

+ZZ( )Z( DY Ceun

a=0 j=0 L+ Hlg=k—b
I,..slg>0

b a
1+, b+1
x Es |:/;(b+1 Asj (Uso 1_[ Us, l_[ Us, )da (5b):|,

g=a+1 p=1

where Cg, p, is defined in (5.2).
Proof. This proof is an application of Theorem 5.1 with F' = v;. Using Proposition A.1 below and the expansion

H<I+Asl>—z Do Ay Ay

=0 0<ip<---<i|<j

we have, up to the symmetrization due to the integral in o (dsg) - - - 0 (ds,) and the summation on [y, ..., I,

b a
+ + + I
&g, Vs + Dso)< H &g, Us, H €ga\sp s

g=a+1 p=1

a a b
= (l_[(l + Asi)) (vso(l + Dy,) (1‘[ " I1 usq>)

i=1 p=1 g=a+1

a a b
= (]_[(I + Asi)) (Uso I1 u;jl” I1 usq>

i=1 p=1 qg=a+1

+ (]_[(1 + AS,.)) <vyo m(]_[ us ]_[ usq>>
i=1 g=a+1
a a b
- <l_[(1 + AS,.)) <sz I us I1 usq>

i=1 p=1 q=a+1
- 2 1+ b
a n
+Z<j>Asl'“ASf (vSODS()(Hu“P l l_[ usq))

1+ - - 1+ b

Hp a +ip

et ] %amqngs i Z(j%m...% v [T T us, )
Jj=0 p

g=a+1 =1 g=a+1
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hence by Theorem 5.1 applied to G = v; with fixed s € X we have

E, [/ us8o (I + Ds)u)ka(ds)]
X

k k—a
=20 0 L Cew
a=0b=0 L4+ tlg=k—b
I1,...,1z=0
1+l
x Es |:/b eq vg (I +Ds0)< H eq us, 1—[85‘1\A >d6b+1(5;,)j|
X g=a+1
k k—a 1
:ZZ(_l)b—a Z Ce, bEs |:/h+ el g 1—[ el U, l—[gﬁa\s us, Pd0b+l(5b):|
a=0b=0 li++la=k—b g=a+1
l1,..,0g=0
k a k—a
a -
5303 (I DT VTN DN
a=1j=0 b=0 I +tla=k—b
ll ..... laZO

b a
><15(,[be+l AXO-.-AXJ( q]—[ i, 1 us )dab+l(5;,)i|
_Eg[ag(u)" / vsa(ds):|
X

DR () WEIID IR

a=1j=0 h+-+lag=k—b
I1,..0,la>0
+1 b+1
XEG|:/;@+1 As,( 50 1_[ usql_[uY ”)da + (5b):|, (6.6)
g=a+1

where we identified E,[8, (1)* f x Us0 (ds)] to (6.6) on the last step, by another application of Theorem 5.1 to F =
Sy vso (ds). O
Appendix

In this appendix we state some combinatorial results that have been used above.

Proposition A.1. Let u: 2% x X — R be a measurable process. For all 0 < j, p < n we have the relation

n J n
[T = (H(l + As») [Tu, (A1)
p=0

i=0 p=0

Sfor mutually different s, = (so, ..., s,) C X.
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Proof. We will prove Relation (A.1) for all n > 0 by induction on j € {0, 1, ..., n}. Clearly for j = 0 the relation
holds since

n n
+ — 2 - ~
L‘SOHESOMS,) —usol_[usp—i—uso Dz ug, -+~ Dg,ug,
p=1 p=1 E1U--UEy={so}

n
= Uy l_lusp + 2 : DEOMSO.“DEnuSn
p=1 EoU--U&,={s0}
s0¢E0

n
= (I + Ay [ ] us,-

p=0

Next, assuming that (A.1) holds at the rank j € {0, 1,...,n — 1} and taking {so, ..., s,} C X mutually different we
have

n n J
+
1_[ Esjin\sptlsy = l_[ ((1 + 1241y Dsjp0) 1—[(1 + DXJ“%)

p=0 p=0 i=0
i#p

n J
5 n(nu +Ds,.>ngpus,,>

EoU---UE, C{sj+1} p=0 {=0
Sj+1EE 41 i#p

J n
> (]‘[(1 + As,.)) [[D=,us,
p=0

EoU--UE, C{sjy1} \i=0

Sj+1¢E)+1

= E Z D@()DEOUSO"'D@,,DE,,MS,,
EoU--UE, Clsjy1} OgU---UB,=(s50,51,..., sj}
Sj+1¢8j+1 50¢00,....5;¢0
= E D@ouso"'D@nuSn

O UOp={50,51,---,5}
50¢00,...,sj¢0O;

+ Z Z DEOD@()MS()"'DEnD@nusn
EoU-UEr={sj1+1} OgU---UO»={s50,51,....5;}
SjH1EE 41 50¢00,...,5j£0O

J n J n
- (1’[(1 + Asl.)> [ Jus, + A5, (]‘[(1 + AS‘.)) [ ]us,

j+1 n
= <H(1 + AS,.)> Us,.
i=0 p=0

O

Finally in the next lemma, which is used to prove Corollary 3.2, we show that Relation (6.5) is satisfied provided
Du;(w) satisfies the cyclic condition (A.2).
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Lemma A.2. Let N > 1 and assume that u: 2% x X — R satisfies the cyclic condition

Dy (@) -+ Dyjugy (@) =0, weR¥ 10.t1,....1; €X, (A.2)
for j=1,..., N. Then we have

Agy s A (g (@) oy (@) =0, weR¥ 1,0,....1;€X,
forj=1,...,N.
Proof. By Definition 2.5 we have

J
Ay Ay 1_[ U, = Z Doyt -+~ Dot (A3)
p=0 OgU---UB;={10,11,....t}}
10¢00,....t;j¢O;

fo,...,tj € X, j=2,..., N. Without loss of generality we may assume that {tg, 1, ..., ?;} are not equal to eachother
and that @) # @,...,0; #F and Oy N O; =, 0 <k #1 < j, in the above sum. In this case we can construct a
sequence (ki, ..., k;) by choosing

o # 1y, € O, Ik, € Oy, cee, | €Ok _,,

until 7, =19 € O,_, forsome i € {2,..., j}since OgN---NO;=and OgU---UBO; = {fo,11,...,t;}. Hence by
(A.2) we have

Dy u; Dy uy, ---D u Dy, u =0
Ty "o F kg Py Ty Pk g kg Pty

by (A.2), which implies

D@()”T() D@kl u,kl cee D@ki—l utki—l = 0,
since
(tkys thys - s thy_y 5 10) € O X Oy X -+ X O,_,
hence
D@outoD@kl Uy, - D@kj U, = 0,
and (A.3) vanishes. O

Again, in case X = R, Condition (A.2) holds in particular when either Dsu; =0, 0 <s <t¢, as in (4.2), resp.
Dsuy =0, 0 < s <t, which is the case when u is backward, resp. forward, predictable.
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