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Abstract. Let (X, X, u) be a standard probability space. We say that a sub-o-algebra B of X decomposes  in an ergodic way if
any regular conditional probability Bp with respect to 5 and p satisfies, for u-almost every x € X, VB € ‘B, Bp(x,B) € {0,1}.In
this case the equality pu(-) = [ X Bp (x, ) (dx), gives us an integral decomposition in ““B-ergodic” components.

For any sub-o-algebra 8 of X, we denote by 9B the smallest sub-o-algebra of X containing 2 and the collection of all sets A
in X satisfying 1t(A) = 0. We say that 9B is y-complete if B = %B.

Let {¥8;: i € I} be a non-empty family of sub-o-algebras which decompose p in an ergodic way. Suppose that, for any finite
subset J of I, ();c B, =N ieg B;; this assumption is satisfied in particular when the o -algebras 9B;, i € I, are u-complete. Then
we prove that the sub-o-algebra (1);; B; decomposes p in an ergodic way.

Résumé. Soit (X, X, u) un espace probabilisé standard. Nous disons qu’une sous-tribu B de X décompose ergodiquement p si
toute probabilité conditionnelle réguliere Bp relativement 2 B et 1, vérifie, pour pu-presque toutx € X, VB € B, %P(x, B) e {0, 1}.
Dans ce cas I’égalité pu(-) = [ X Bp(x,-) 1 (dx), nous donne une décomposition intégrale en composantes ““B-ergodiques.”

Pour toute sous-tribu B de ¥, nous notons B la plus petite sous-tribu de ¥ contenant 9B et tous les sous-ensembles mesurables
de X de p-mesure nulle. Nous disons que la tribu 98 est u-complete si B = B.

Soit {¥8;: i € I'} une famille non vide de sous-tribus de X décomposant ergodiquement .. Supposons que, pour toute partie finie
Jdel, Ny B, = Mics Bi; cette hypothese est satisfaite si les tribus B;, i € I, sont u-complétes. Alors la sous-tribu (1);<; B;
décompose ergodiquement L.

MSC: 28A50; 28D05; 60A10
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1. Introduction

There are several versions of ergodic decomposition theorems in the literature (cf. [3,4,6-8]) which give an integral
decomposition of a probability measure u, on a standard measurable space, in ergodic components. Most of these
decompositions are based on abstract results like Choquet’s theorem. A probabilistic approach which can prove to
be more convenient due to the properties of the conditional expectation (see [2]) is the following. Let (X, X, i) be a
standard Borel probability space. Let B be a sub-o -algebra of X. We denote by 2P a regular conditional probability
of B and . We say that B decomposes 1 in an ergodic way if for p-almost every x € X, VB € B, ZP(x, B) € {0, 1}.
In this case, the equality p(dx) = |, X Bp (x, -)u(dx) gives us an integral decomposition in B-ergodic components.

In [7,8] Shimomura proves that the intersection of a decreasing sequence of separable sub-o -algebras of X decom-
poses u in an ergodic way. He also gives an example of a standard probability space and a suitable sub-o -algebra for
which the above decomposition is not ergodic.
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Let {%B;: i € I} be a non-empty family of sub-o-algebras which decompose . in an ergodic way. Suppose that,

for any finite subset J of I, (;c; B; =();c; Bi. The aim of this paper is to prove that the sub-o-algebra (), ; B;
decomposes u in an ergodic way.

2. Preliminaries

It is not necessary to work with standard Borel spaces. We only need probability space for which any sub-o -algebra
has regular conditional probabilities. In this section we recall some results about this property. On a standard Borel
space (X, X), itis well known that, for any probability measure u and any sub-o -algebra 8 of X, there exists a regular
conditional probability with respect to 1 and *B.

Definition 2.1. A o-algebra on a set X is called separable if it is generated by a countable sub-algebra.

Proposition 2.2. Let (X, X) be a measurable space with a separable o -algebra X. Then two positive o -finite mea-
sures are equal if they coincide on a countable algebra generating X.

Definition 2.3. A class C of subsets of X is said to be compact if, for any sequence (Cy),eN of elements of C with an
empty intersection (,cy Cn, there exists a natural integer p such that mf::o C,=02.

Definition 2.4. Let (X, X, ) be a probability space. Let C be a compact subclass of X. We say that C is -
approximating if

VAeX pn(A)=sup{u(C): CeC,CC A}

Definition 2.5. Let (X, X, u) be a probability space. Let B be a sub-c-algebra of X. We call regular conditional
probability with respect to B and . a map P from X x X to [0, 1] such that:

(1) forany x € X, P(x, ") is a probability measure on X.
(ii) for any A € X, the map x € X — P(x, A) is a version of the conditional expectation E,[14|2B]; that is, this
map is B-measurable and, for any B € B,

/XlA(X)lB(x)M(dx)Z/XP(xaA)lB(X)M(dx)~

Then for any non-negative (or bounded) X-measurable function f, the function Pf defined by Pf(x) = |, x S x
P (x,dy) (expectation of f with respect to the probability P(x, -)) is a version of the conditional expectation E [ f|B].

Theorem 2.6 ([S], corollaire Proposition V-4-4). Let (X, X, 1) be a probability space with a separable o -algebra
X containing a w-approximating compact class.
Then, for any sub-o -algebra B of X there exists a regular conditional probability with respect to B and 1.

Remarks. Let (X, X, ) be a probability space with a separable o -algebra X containing a p-approximating compact
class. Let B be a sub-o-algebra of X.

1. If P and Q are two regular conditional probabilities with respect to B and ( then, for p-almost every x € X,
the probability measures P(x,-) and Q(x, -) are equal.

2. If P is a regular conditional probability with respect to B and [, then for any B € B, we have, for p-almost
every x € X,

P(x, B) = E,[15B](x) = 1p(x) = 6x(B) € {0, 1},

where 8, is the Dirac measure at the point x.
When the o-algebra B is separable, from Proposition 2.2 we can permute “for any B € ‘B” and “for p-almost
everyx € X.”
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3. Let B be the smallest sub-o -algebra containing B and the collection of all sets A in X satisfying (A) = 0.
One sees easily that any regular conditional probability with respect to B and w is a regular conditional probability
with respect to B and . For two sub-o -algebras B and B, of X, the sub-o-algebra B1 N B, is not necessarily
equal to B1 N By; consequently Lz(X, B, NB,, W) is not necessarily equal to ILZ(X, B NDBy, ).

3. Main results

Throughout this section, we assume that (X, X, ) is a probability space with a separable o -algebra X containing a
-approximating compact class. The preceding Remark 2 leads us to introduce the following definition.

Definition 3.1. We say that a sub-o-algebra B of X decomposes p in an ergodic way if one (and thus all) regular
conditional probability TP with respect to B and . satisfies, for p-almost every x € X, VB € B, PP (x, B) € {0, 1}.
From the preceding Remarks 2 and 3 it follows that:

e Any separable sub-o-algebra of X decomposes p in an ergodic way.

e If B decomposes y in an ergodic way then so does 8. (Any regular conditional probability ZP with respect to B
and  is a regular conditional probability with respect to B and . If B decomposes u in an ergodic way then,
for p-almost every x € X, BP(x, B) € {0, 1} for any B € B and a fortiori for any B € 8. Which proves that B
decomposes p in an ergodic way.)

Lemma 3.2. Let B be a sub-o -algebra of X, and let BP be a regular conditional probability with respect to B and 1.
Then, for p-almost every x € X, we have the probability equalities

SBP(y, D)= %P(x, ) for %P(x, )-almost every y € X

and consequently for any B € B, we have for -almost every x € X,
VAeX / LA (PP (x, dy) = / PPy, A1) PP (x, dy).
X X

The following proposition tells us that the sub-o-algebra 8 of X decomposes w in an ergodic way if and only if,
in the last equalities, we can permute “for any B € 8" and “for p-almost every x € X.”

Proposition 3.3. Let B be a sub-o -algebra of X, and let BP be a regular conditional probability with respect to B
and (L.
Then the two following assertions are equivalent:

(1) B decomposes | in an ergodic way;
(ii) For u-almost every x € X, BP is a regular conditional probability with respect to 8 and TP (x, -).

In this case, for any sub-o -algebra € of B and any regular conditional probability ¢B with respect to € and |, for
w-almost every x € X, P is a regular conditional probability with respect to B and P (x, -); that is, for -almost
every x € X,

VAR eXxB [ PO AP = [ 1a0)10) Py
X X
Moreover, this assertion is true for any sub-o -algebra € of X such that, for -almost every x € X,
def

PBp(x, )= / P (x,dy)BP(y, ) = P(x, ).
X

This last property is satisfied when € is a sub-o -algebra of B.
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Theorem 3.4. Let (X, X, 1) be a probability space with a separable o-algebra X containing a p-approximating
compact class. Let {¥B;: i € I} be a non-empty family of sub-o -algebras which decompose w in an ergodic way. We

suppose that, for any finite subset J of I, (;c; B, = Nics Bi-
Then the sub-o-algebra (;c; Bi decomposes | in an ergodic way.

4. Proof of the results
Throughout this section, we assume that (X, X, u) is a probability space with a separable o-algebra X containing a
w-approximating compact class. For any sub-o-algebra B of X, we denote by 2P a regular conditional probability
with respect to B and .
4.1. Proof of Lemma 3.2
Let A € X. The functions g(x) = Bp (x,A) and (g (x))? are B-measurable. Therefore, for w-almost every x € X,
2
PPg(x) =E,[gIBI(x) =g(x) and TPg*(x) =g*(x) = ("Pg(x))".
From the Cauchy—Schwarz equality it follows that, for u-almost every x € X,
B _ _ _B B
P(x,A)=g(x)=g()="P(y,A) for “P(x,-)-almostevery y € X.

The first assertion of the lemma is then a consequence of Proposition 2.2.
For any B € B and for p-almost every y € X,

Bp(y, B) =E,[15B1(y) = 15(y).

As u(dy) = [ Bp (x, dy)u(dx), for p-almost every x € X,
_B B
15(y) = °P(y, B) for “P(x,-)-almost every y € X.
Hence, for any A € X and for p-almost every x € X,
/ LA 1P (x, dy) = / 1a)PP(y, B)ZP(x, dy)
X X
= / 14 BP(x, BY®P(x,dy) (first assertion)
X
=PBp(x, A)PP(x, B)
=f PP (x, A)1p(1) PP (x,dy)
b'¢
= / Bp(y, A)1g(y)BP(x,dy) (first assertion). (1)
X
The Proposition 2.2 allows us to permute “for any A € X” and “for p-almost every x € X.”
4.2. Proof of Proposition 3.3

Let X( be a measurable subset of X such that u(Xo) = 1 and for any x € Xy,

BP(y,)="PP(x,-) for BP(x,-)-almost every y € X.
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(i) = (i1) If the o -algebra B decomposes p in an ergodic way, then there exists a measurable subset X of X such
that «(X1) =1 and for any x € X1,

VBe® Bp(x,B)e{0,1}.

For x € Xo N X1, we have for any (A, B) € X x B,

/X 1A 15()PP(x,dy) = PP (x, A)®P(x, B) = /X BP(y, A)l1p(»)®P(x,dy),

which shows that, for any x € Xo N X1, 2P is a regular conditional probability with respect to B and B P(x, -).
(i) = (i) Assume there exists a measurable subset X, of X such that «£(X7) =1 and for any x € X»,

VAeX %P(y, A) =Ewp(, ,[141B](y) for %P(x, -)-almost every y € X.
Then for x € X¢ N X7, we have, for any B € %8,
BP(x, B) =®P(y, B) = Esp, ,[15B](y) = 15(y) for PP(x,)-almost every y € X.

Hence the assertion (i).
To prove the last assertion of the proposition we need the following lemma.

Lemma 4.1. Let B and € be two sub-o -algebras of X such that € C B. Then for j-almost every x € X, we have the
probability equalities

PEP(x, ) =TPP(x,) = P,
Proof. For any A € X, we have the classical p-almost everywhere equalities
E/t [E/A[IA |%]|¢] = ]E,u [EM[IA |¢]|%] = E/L[IA |€].

Moreover, if f and g are non-negative (or bounded) measurable functions, we know that: f = g p-a.e. = E [ f|B] =
E.lgIB] pn-a.e. It follows that, for any A € X,

pBp (x,A) = “BPEP(x, A) = GP(x, A) for p-almost every x € X.
Then the result follows from Proposition 2.2. ]

Assume (ii), for p-almost every z € X, we have: for any (A, B) € X x ‘B,
/X1A<y>13<y>%P(z,dy>=/X%P(y,A>13(y>%P<z,dy>.
As u(dz) = fX € (x, dz)pu(dx), for u-almost every x € X and %P (x, -)-almost every z € X, for any (A, B) € X x B,
/XlA(y>IB(y>%P<z,dy)=/X%P<y,A)1B<y>%P<z,dy).
Integration by P (x, dz) gives us, for y-almost every x € X,
V(A.B) € X x B /X LA 15N PPP(x, dy) = /X PP (y, A1p() PP (x, dy).

Then the result follows from Lemma 4.1.
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4.3. Proof of Theorem 3.4

Case of two o -algebras
We need the following result.

Theorem 4.2. Let (2, T, P) be a probability space. Let §1 [resp. §2] be a sub-o-algebra of §; we call Py [resp. P;]
the operator of conditional expectation relative to §1 [resp. §2] on the space L! (£2,5,P).
Then, for f € L1(£2,F,P), the sequences of functions

ln—l ln—l
(;Z(ﬂ&)%) | and (;Z(&Pﬂ’%) 1

k=0 k=0
converge P-almost everywhere and in norm L' (P) towards Ep[ f|§1 N §2].

Proof. It’s a consequence of the classical ergodic theorem of E. Hopf (see [5], Proposition V-6-3). To identify the
limit we note that: P, Py is the dual operator of P; P> and, as the operators P; and P, are idempotent, the common
limit is P;- and P;-invariant (see also [1]). O

Let 981 and 9B, be two sub-o-algebras of ¥ decomposing u in an ergodic way which satisfy 81 N8B, = B N B,.
We set € =B, NB,.

The above theorem tells us that, for any f € £1(X, X, 1) the sequence of functions (% ZZ;(I) (B1pBap)k Fn=1
converges p-a.e. and in ! (14)-norm towards ¢p f="CPf.

As u(-) = fX P (x, -)u(dx), it follows that, for any f € £1(X, X, 1) and for p-almost every x € X, the sequence
of functions (2 S (BIPBPYEf), -y converges %P (x, -)-a.e. towards TP

We call X a measurable subset of X, such that ©(Xg) = 1 and for any x € Xg, for i € 1,2, Bipisa regular
conditional probability with respect to B; and ®P (x, -) (Proposition 3.3).

The same theorem tells us that, for any x € X( and for any f € £1(X X, GP(x, -)), the sequence of functions
(% Zz;(l) (%IP%ZP)kf)nzl converge P (x, -)-a.e. and in L' (%P (x, -))-norm towards EQ‘P(X’,)[flgl N ‘gg] where, for
i=1or2, g, is the P (x, -)-completed o -algebra of °B;.

Let X be a countable subalgebra of X generating X. From above and Lemma 3.2, it follows that, for p-almost any
xeX,forany Ae X,

for %P (x, -)-almost every y € X, P(x, A) = P(y, A) = Eep, , [141B1 N B2]().

We deduce that, for u-almost every x € X,
V(A,C) e X x (B NBy) / LA 1c() P (x, dy) =/ Py, A)lc(») P (x,dy).
X X

These equalities extend to the couples (A,C)eX x (%1 N ’Bz) (Proposition 2.2).

Since €=B1N*B, C %1 N %2, the above equalities show that, for p-almost every x € X, P isa regular con-
ditional probability with respect to € and %P (x, -). From the Proposition 3.3, the o-algebra ¢ decomposes s in an
ergodic way.

Case of a sequence of o -algebras
Let (°B,).>1 be a sequence of sub-o-algebras of X which decompose u in an ergodic way and satisfy the hypothesis
of Theorem 3.4.

For any n > 2, we have

(| Bic () BnB.c ) B

1<i<n 1<i<n—1 1<i<n
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From our hypothesis, it follows that

From the case treated previously, we prove by induction that, for any n > 1, the o-algebra €, decomposes w in an
ergodic way. From Proposition 3.3, for p-almost every x € X,

V(A,C) € X x &, /XIA()’)lc()’)Q:P(xde)=/;{¢"P(y,A)1C()’)€P(x,d)’)o

The decreasing martingale theorem implies that, for any A € X and for pu-almost every x € X, E, [14/€,](x) —>+
n——+0oo
E.[14]€](x). Consequently, for any A € X and for p-almost every x € X, P (x, A) —+> P (x, A).
n——+0oo
As u(-) = fX P (x, -)pu(dx), it follows that: for any A € X and for p-almost every x € X,

for GP(x, -)-almost every y € X, €"P(y, A) —+> QP(y, A).
n—+00

While limiting itself to elements C of €, the dominated convergence theorem implies that, for any A € X and for
p-almost every x € X,

vCee /X1A<y)1c<y>¢P(x,dy):/XQP(y,A)lc@)@P(x,dy).

Now from Proposition 2.2, we can permute “for any A € X” and “for p-almost every x € X,” which shows that €
decomposes p in an ergodic way.
The preceding proof shows the following corollary which improves Shimomura’s result.

Corollary 4.3. Let (B;)ien be a sequence of sub-o-algebras of X. If for any n € N the o -algebra (\;_,B; decom-
poses . in an ergodic way, then the intersection ;. Bi decomposes . in an ergodic way.

Case of an uncountable family of o -algebras
We need the following lemmas.

Lemma 4.4. Let (H, (-, -)) be a separable Hilbert space. Let {V;: i € I} a noncountable family of closed vector
subspaces of H. Then there exists a countable subset J of I such that (\;¢; Vi=ics Vi-

Proof. We easily see that the orthogonal complement V+ of V = Nie; Vi in H is equal to Vect(l,, Vl.l) (the
closure of the subspace generated by | J; cl ViJ-). We choose a dense sequence of vectors (uy),>1 of Vect(l; cl ViJ-) in
V<. The Schmidt orthonormalization process allows us to extract a maximal orthonormal system; that is, an Hilbert
basis (e;),>1 de VL. For any p > 1, e, is a finite linear combination of vectors from {u,: n > 1}; each u, is itself
a finite linear combination of vectors of | J;.; V;-. Therefore, there exists a countable subset J of I such that, Vp >

1,ep € Vect(;; V). Hence V4 = Vect(( ., Vi) and V =, Vi. O
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Lemma 4.5. Let B be a sub-o-algebra of X which decomposes |v in an ergodic way. Let € be a sub-o-algebra of
B such that, for any bounded B-measurable function f, there exists a bounded €-measurable function g satisfying

f=g n-ae.
Then € decomposes | in an ergodic way.

Proof. From Proposition 3.3, for y-almost every x € X, PP is a regular conditional probability with respect to 8 and
Q: .
P (x,-), that is,

V(A, B) € X x B /X1A<y)13<y>¢P<x,dy>=/X%P<y,A)1B<y>¢P<x,dy>.

In these equalities, we have to replace TP (y, A) by %P (y, A). From Proposition 2.2, we can restrict our equalities
to A € X a separable sub-algebra of X generating X.

Let f be a bounded B-measurable function. There exists a bounded ¢-measurable function g such that f = g
u-a.e. Then we have, u-a.e.,

E.lf1B]=f=g=E.lg|c] =E.[fI€].

It follows that, for p-almost every y € X,
VAeX BP(y,A)=%P(y, A).

Now from u(dy) = fX p(x, dy)u(dx) we deduce that, for p-almost every x € X, for €p (x, -)-almost every y € X,

VAeXx TP(y,A)=CP(y,A)

and consequently, for p-almost every x € X,
A B X xS [ 1010 Pran = [ P10 P ),

Hence the result. O

Lemma 4.6. Let {B,: n € N*} be a sequence of sub-o-algebras of X satisfying, for any n > 2, mlfkfngk =

ﬂ1§k§n B L
Then (=1 Bk =1 Br-

Proof. Let f € Ll (X, X, n). From the decreasing martingale theorem, we have, p-almost everywhere,

ma | )] =t 1| () %)= o ) ]
k>1 1<k<n 1<k<n
= lim Eu[f ﬂ %k}z]Eﬂ[f ﬂ%k}. )
" o 1<k<n k>1
Hence the result. O

Consider the separable Hilbert space L2 (X, X, n). It is well known that, for each sub-o-algebra 9B of X, the
space L2(X, B, p) is identified to a closed subspace of IL>(X, X, i) and the conditional expectation relative to B is
identified to the orthogonal projection onto this closed subspace.

Let {¥8;: i € I} be an uncountable family of p-complete sub-o-algebras which decompose p in an ergodic way
and satisfy the hypothesis of Theorem 3.4. From the Lemmas 4.4 and 4.6, there exists a countable subset J of / such
that

LZ(X,ﬂ‘Bi,pL> C L (X. Bi, ) =LA (X, ‘Bi,u)zlL2<X, ﬁ%i,u)

iel iel ieJ ieJ
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It follows that for any f € £L2(X,(");c;Bi, i) there exists a function g € L2(X, (;; Bi, 1) such that f = g,
u-a.e. According to the case treated previously, we know that the sub-o -algebra (), . ; B; decomposes u in an ergodic
way. Then the result follows from Lemma 4.5.

5. Examples and applications

1. Let (X, X, i) be a probability space with a separable o -algebra X containing a p-approximating compact class.
Let t be an invertible bi-measurable transformation of (X, X) such that u is quasi-invariant for the action of v. We
consider the sub-o-algebra J = J; of X defined by J={B € X: 1 (B) = B}. Then the following result is well
known.

Proposition 5.1. The o-algebra § decomposes | in an ergodic way.

Proof. An idea of the proof is the following. We consider the contraction T of L' (X, X, i) defined by

Tfx)=for '(x) (d((“)))( ).

Replacing 7 by 7! we obtain the inverse operator 7!,

From the Chacon—Ornstein ergodic theorem, one proves [2] that, with obvious notations: for any f € Ll (X, %, n)
and for p-almost every x € X,

Z ka(x)/ > Tkl(x) = 3Pf(x)

k=—n k=—n

One sees easily that there exists a measurable subset X of X such that £ (X(p) = 1 and for any x € X the proba-
d@P(x,) _ _ da@w
d3P(x,) Tdp N
Then the same ergodic theorem tells us that, for any x € Xg, for any f € L£YX, %x,9P(x, -)) and for p (x, -)-almost
every y € X,

bility P (x, -) is T-quasi-invariant with

T / 2. TN, =2 Eap ) L1

k=—n k=—n

As in the first case of Theorem 3.4, we prove that for -almost every x € X, 9P is a regular conditional probability
with respect to JJ and p (x, -). The result follows from Proposition 3.3. O

In [3], Greshchonig and Schmidt consider the case of a Borel action of a locally compact second countable group
G on a standard probability space (X, X, 1); that is, a group homomorphism g — 7, from G into the group Aut(X)
of Borel automorphisms of X such that the map (g, x) = 7zx from G x X to X is Borel and p is quasi-invariant
under each 7, g € G. They prove that the o-algebra [ 2eG Jz, decomposes u in an ergodic way.

The Theorem 3.4 makes it possible to find and improve this result.

Corollary 5.2. Let {t;: i € I} be a non-empty family of Borel automorphisms of X . Then the sub-o-algebra (;c; Jx;
of X decomposes i in an ergodic way.

Proof. Taking into account the Proposition 5.1, it is enough to show that, for any finite subset J of I, (), E =
mieJ J Ti* -

Let f be a [ );c; Jr;-measurable function. We set Xo =();c;{f o i = f}; we have u(Xo) = 1.

We call G the algebraic subgroup of Aut(X) generated by the Borel automorphisms {z;: i € J}; G is a countable
subset of Aut(X). The subset X| = (), s X0 of X¢ belongs to [);.; J; and w(X1) = 1. Then the function g = f1y,

is ();cy Jz,-measurable and f = gu-a.e. Which shows that f is (7). Jr,-measurable. O
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2. Let (X, X, u, ) be a dynamical system with a polish space and a not necessarily invertible transformation. We
denote by (Y, §, A, n) the natural extension of our dynamical and by & the natural projection of ¥ onto X. With
obvious notations, one sees easily that f is J, N 771 (X)-measurable (resp. E N 7 —1(X)-measurable) if and only if
there exists g € J; such that f = gom (resp. f = g o A-a.e.). It follows that

Iy Na=1X) =3, N 1(X).

We know that the o-algebra Jj, decomposes A in an ergodic way. The o -algebra 7~ 1(X) is separable. Therefore
the o-algebra € =7, N 771 (%) decomposes A in an ergodic way.

Let P be a regular conditional probability with respect to J, and u. Let Q be a regular conditional probability with
respect to € and A. For any A € ¥ and C € J; we have:

/X P, A)le(rp(dr) = fx LA 100 p(dx)
and therefore
/YP(n(y),A)lc(n(y))/\(dy)=/YIA(n(y))lc(n(y))/\(dy)
- fy Exl1s 0 7€) e (2() ()

= /Y Q(y. 7' () e (T (»)A(dy). 3)
Which proves, via the Proposition 2.2, that
for A-almostevery y e ¥,  P(7(y),-) = Q(, 7! )

and the o-algebra J,; decomposes w in an ergodic way.

3. Let P be a transition probability on a measurable space (X, X) with a separable o-algebra X containing a
J-approximating compact class.

We denote by I7 the set of P-invariant probability measures on (X, X):

rell & /f(x)nP(dx):/Pf(x)rr(dx):/f(x)n(dx)
X X X

for any non-negative or bounded measurable function f on X. We assume that [T # &.
For any 7 € I1, we denote by B, the sub-o-algebra of X defined by:

B,={AeX: Ply=14 m-ae.}

and we set B =), Bx.
Let 7 € I1. Let f be a bounded B, -measurable function on X. The function g, defined by

1 n—1
g(x) =liminf — Z Pkf(x),
n k=0

satisfies g = fmw-a.e. and Pg < g. From the latter inequality, it follows that, for any o € I1, Pg = g o-a.e. and g is
B-measurable. We deduce that B, =B w-a.e.
From the Hopf theorem ([3], Proposition V-6-3), for any f € o (X, X, m), the sequences of functions

13 d((f ) P 13,
<;Z d” n>1 and ;;P f n>1

k=0
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converge 7-almost everywhere and in norm L! () towards Z7Pf = BPf. As in Example 1, one deduces that B
decomposes 7 in an ergodic way.
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