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ALTERNATIVE THEOREMS FOR PSEUDO ALMOST
AUTOMORPHIC PROBLEMS

Yan Wang* and Yong Li

Abstract. This paper gives alternative theorems to investigate the existence
of pseudo almost automorphic solutions for semilinear evolution equations.
Moreover, we consider a parabolic equation to illustrate the theorem.

1. INTRODUCTION

The paper is concerned with the pseudo almost automorphic solutions to the
following semilinear evolution equation

(1)
du

dt
= A(t)u(t) + f(t, u) + λg(t, u) for t ∈ R and λ ∈ [0, 1],

in a Banach space X. It is assumed that the linear operator A(t) satisfy the
“Acquistapace-Terreni” conditions introduced in [2], and f, g : R × X → X are
pseudo almost automorphic in t uniformly for x ∈ X .

To investigate the existence of solutions of the above mentioned problem, we
consider the following auxiliary semilinear evolution equation

(2)
du

dt
= A(t)u + f(t, u) for t ∈ R,

where A(t) satisfies the “Acquistapace-Terreni” conditions, and f : R×X → X is
pseudo almost automorphic in t uniformly for x ∈ X . We show that if Eq. (2) has
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an s-mild pseudo almost automorphic solution then Eq (1). has an s-mild pseudo
almost automorphic solution.

The conception of almost automorphic fuctions more general than almost pe-
riodic functions was first introduced by S. Bochner in 1955 ([4]). Veech, Terras,
Shen, Yi and so on ([16], [17], [19]) , have given a series of fundamental results
in their works.

Pseudo almost automorphic functions are generalizations of asymptotically al-
most automorphic functions which were defined by N’Guérérkata in 1980s. Gener-
ally, consider the following function

f = g + φ,

where f is almost automorphic, φ is continuous and bounded with M(‖φ‖) = 0.
M(·) is the “asymptotic” mean value, defined by

M(φ) = lim
r→∞

1
2r

∫ r

−r
φ(s)ds.

In works of Ezzinbi, Liang, Xiao and so on ([7], [11], [20]), they investigated the
existence and uniqueness of pseudo almost automorphic solutions for some evolution
equations in Banach spaces.

In past decades, many important alternative theorems for Eq. (1) were studied
by Li, Mawhin and so on ([10], [14]). But alternative theorems for pseudo almost
automorphic problems are rarely studied. In the present paper, we use topological
degree methods to investigate them.

This paper is organized as follows: In section 2, we state some facts on pseudo
almost automorphic functions, and recall some properties of evolution families. In
section 3, we present the alternative theorems, which are applied to investigate the
existence of pseudo almost automorphic solutions for Eq. (2) instead of Eq. (1). In
section 4, we illustrate the alternative theorem by considering a parabolic equation.
The main results of this paper are Theorems 3.1, 3.2 and 4.4.

2. PRELIMINARIES

Let X be a Banach space. We denote L(X), C(R, X) the spaces of linear
bounded operators on X , all X−valued continuous respectively. The notations
BC(R, X), AP (R, X) will stand for the spaces of bounded continuous functions
on R and its subspace of almost periodic functions (see H. Bohr [5]), respectively.
The notion D(A) is the domain of the linear operator A.

Definition 2.1. A function f ∈ C(R, X) is said to be almost automorphic (a.a.
for short) if for any sequence {t′n}∞n=1 ⊂ R, there exists a subsequence {tn}∞n=1

and a function g : R → X such that

(3) f(t + tn) → g(t) and g(t− tn) → f(t)
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hold pointwisely.

Denote by AA(X) the set of all a.a. functions.

Theorem 2.2. [9, pp.23]. If we equip AA(X) with the sup norm

‖f‖∞ = sup
t∈R

‖f(t)‖,

then AA(X) turns out to be a Banach space.

Denote

AA0(X) = {φ ∈ BC(R, X) : lim
r→+∞

1
2r

∫ r

−r
‖φ(t)‖dt = 0}.

Definition 2.3. A function f ∈ BC(R, X) is called pseudo almost automorphic
(p.a.a. for short) if

f = g + φ

with g ∈ AA(X) and φ ∈ AA0(X).

Denote PAA(X) the set of all p.a.a. functions.

Theorem 2.4. [20, Theorem 2.2]. PAA(X) is a Banach space with the sup
norm

‖f‖∞ = sup
t∈R

‖f(t)‖.

Obviously, we have

AA(X) ⊂ PAA(X) ⊂ BC(R, X).

Definition 2.5. A function f : R×X → X is called pseudo almost automorphic
in t with respect to the second argument x, if there exist functions g, φ : R×X → X
with g(·, x) ∈ AA(X) for each x ∈ X and φ ∈ AA0(R × X, X) such that

f = g + φ,

where

AA0(R × X, X) = {φ : R × X → X : φ(·, x) ∈ BC(R, X) for all x ∈ X

and lim
r→+∞

1
2r

∫ r

−r
‖φ(t, x)‖dt = 0 uniformly in x ∈ X}.
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Theorem 2.6. [11, Theorem 2.4]. Let f = g + φ ∈ PAA(R × X, X) with
g(·, x) ∈ AA(X) for each x ∈ X and φ(t, x) ∈ AA0(R × X, X) satisfying the
following conditions:
(f1) g(t, x) is uniformly continuous in any bounded subset K ⊂ X uniformly for

t ∈ R.
(f2) f(t, x) is uniformly continuous in each bounded subset K ⊂ X uniformly

for t ∈ R.

If x(t) ∈ PAA(R, X), then f(·, x(·)) ∈ PAA(R, X).

We need the following results.
Throughout this paper, we assume that A(t) satisfies the “Acquistapace-Terreni”

conditions, that is,

(H1) There exist constants ω ≥ 0, φ ∈ ( π
2 , π), L, M ≥ 0, and µ, ν ∈ (0, 1] with

µ + ν > 1 such that

Σφ ∪ {0} ⊂ ρ(A(t)− ω), ‖R(λ, A(t)− ω)‖ ≤ M

|λ|+ 1
,

and

‖(A(t) − ω)R(λ, A(t)− ω)[R(λ, A(t))− R(λ, A(s))]‖ ≤ L|t − s|µ|λ|−ν,

for s, t ∈ R, λ ∈ Σφ := {λ ∈ C\{0} : | argλ| ≤ φ}.

Obviously, if (H1) holds, then there exists a unique evolution family (U(t, s))t≥s

generated by (A(t))t∈R with the following properties ([1, 6, 17]):
(E1) U(t, s) = U(t, r)U(r, s) and U(s, s) = I for t ≥ r ≥ s;
(E2) (t, s) �→ U(t, s) is strongly continuous for t > s.

We also make the following assumptions on (U(t, s))t≥s:
(H2) The evolution family (U(t, s))t≥s has an exponential stable:

‖U(t, s)‖ ≤ Ne−α(t−s), t ≥ s,
where N, α > 0.

(H3) R(ω, A(·)) ∈ AP (R, L(X)).

Definition 2.7. Consider the following equation

(4)
du

dt
= A(t)u(t) + f(t) for t ∈ R,

where f ∈ PAA(X). A function u ∈ PAA(X) is called s-mild solution of Eq.
(4) if

(5) u(t) =
∫ t

−∞
U(t, ξ)f(ξ)dξ for all t ∈ R.
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If (H1) holds, then Eq. (4) with the initial value u(a) = ς ∈ D(A(t)) has a
unique mild solution, namely,

(6) u(t) = U(t, a)ς +
∫ t

a

U(t, ξ)f(ξ)dξ for t ≥ a.

Furthermore, if f is Hölder continuous, then (6) is a classical solution of (4) with
the initial value u(a) = ς .

Set v(a) =
∫ a
−∞ U(a, ξ)f(ξ)dξ, then

U(t, a)v(a) =
∫ a

−∞
U(t, ξ)f(ξ)dξ.

Thus, for t ≥ a, we have that
∫ t

a
U(t, ξ)f(ξ)dξ =

∫ t

−∞
U(t, ξ)f(ξ)dξ −

∫ t

a
U(t, ξ)f(ξ)dξ

= v(t) − U(t, a)v(a),

namely,
v(t) = U(t, a)v(a) +

∫ t

−∞
U(t, ξ)f(ξ)dξ for t ≥ a,

which shows that v(t) is the mild solution of Eq. (4) with the initial value u(a) =
v(a). So, if the s-mild solution v(t) =

∫ t
−∞ U(t, ξ)f(ξ)dξ of Eq. (4) is p.a.a.,

then the mild solution of Eq. (4) with the initial value u(a) = ς is p.a.a., where
ς ∈ D(A(t)) is given. Therefore, in this paper we consider s-mild solutions instead
of considering mild solutions.

Theorem 2.8. [20, Theorem 3.3]. Let (H1)-(H3) hold. Assume that f ∈
PAA(R × X, X) satisfies conditions (f1)-(f2), and it is Lipschitz continuous in
x uniformly for all t ∈ R, i.e.

(7) ‖f(t, x)− f(t, y)‖ ≤ L‖x − y‖ for all x, y ∈ X,

where L <
α

N
. Then Eq. (2) has a unique s-mild p.a.a. solution.

Corollary 2.9. Suppose that (H1)-(H3) hold. If f ∈ PAA(X), then Eq. (4)
admits a unique s-mild p.a.a. solution.

3. ALTERNATIVE THEOREM

Theorem 3.1. Consider the following equations:
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(8)
du

dt
= A(t)u(t) + f(t, u) for t ∈ R,

and

(9)
du

dt
= A(t)u(t) + f(t, u) + λg(t, u) for t ∈ R and λ ∈ [0, 1],

where f, g ∈ PAA(R × X, X) are satisfied conditions (f1)-(f2). Assume the fol-
lowing conditions hold:

(i) There exists an open bounded subset Ω ⊂ PAA(X) such that every possible
solution u of Eq. (9) satisfies u /∈ ∂Ω.

(ii)
deg(I − Φ, Ω, 0) 	= 0,

where Φ =
∫ t
−∞ U(t, ξ)f(ξ, u(ξ))dξ is the s-mild solution of Eq. (8).

(iii) Let (H1)-(H3) hold, and assume that for any h > 0, (U(t, s)) t−s≥h is com-
pact.

Then Eq. (9) has an s-mild p.a.a. solution u ∈ Ω.

Proof. Set

(10) H(u, λ) = Φ(u) + λ

∫ ·

−∞
U(·, ξ)g(ξ, u(ξ))dξ for all (u, λ) ∈ Ω × [0, 1].

Obviously, H is a map from PAA(X)× [0, 1] to PAA(X).
First, we prove that H(·, λ) : Ω → PAA(X) is completely continuous for all

λ ∈ [0, 1].
Let u1, u2 ∈ Ω, for all t ∈ R. By (f1)-(f2), for every ε > 0 there exists a δ > 0

such that if ‖u1 − u2‖ < δ then
‖f(t, u1) − f(t, u2)‖ < ε and ‖g(t, u1) − g(t, u2)‖ < ε.

Hence, for ‖u1 − u2‖ < δ, we have that∥∥∥Φ(u1)(t)− Φ(u2)(t)
∥∥∥

=
∥∥∥

∫ t

−∞
U(t, ξ)f(ξ, u1(ξ))dξ −

∫ t

−∞
U(t, ξ)f(ξ, u2(ξ))dξ

∥∥∥

=
∥∥∥

∫ t

−∞
U(t, ξ)(f(ξ, u1(ξ)) − f(ξ, u2(ξ)))dξ

∥∥∥

≤
∫ t

−∞

∥∥∥U(t, ξ)
∥∥∥
∥∥∥f(ξ, u1(ξ))− f(ξ, u2(ξ))

∥∥∥dξ

≤
∫ t

−∞
Ne−α(t−ξ)εdξ

=
N

α
ε.
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Similarly, for
∥∥∥u1 − u2

∥∥∥ < δ, we have that

∥∥∥
∫ t

−∞
U(t, ξ)g(ξ, u1(ξ))dξ −

∫ t

−∞
U(t, ξ)g(ξ, u2(ξ))dξ

∥∥∥ ≤ N

α
ε.

Thus

‖H(u1(t), λ)− H(u2(t), λ)‖
≤ ‖Φ(u1)(t)−Φ(u2)(t)‖+λ‖

∫ t

−∞
U(t, ξ)g(ξ, u1(ξ))dξ−

∫ t

−∞
U(t, ξ)g(ξ, u2(ξ))dξ‖

≤ N

α
ε + λ

N

α
ε

≤ 2
N

α
ε,

which proves that H(·, λ) : Ω → PAA(X) is continuous for all λ ∈ [0, 1].
Note that for u ∈ Ω, there exists a positive constant S such that ‖f(t, u(t))‖ ≤

S. For t1 > t2, ε > 0 and u ∈ Ω, we have that

Φ(u)(t1) − Φ(u)(t2)

=
∫ t1

t2

U(t1, ξ)f(ξ, u(ξ))dξ +
∫ t2

−∞
[U(t1, ξ)− U(t2, ξ)]f(ξ, u(ξ))dξ

=
∫ t1

t2

U(t1, ξ)f(ξ, u(ξ))dξ +
∫ t2

t2−ε
[U(t1, ξ)− U(t2, ξ)]f(ξ, u(ξ))dξ

+
∫ t2−ε

−∞
[U(t1, ξ)− U(t2, ξ)]f(ξ, u(ξ))dξ

=
∫ t1

t2

U(t1, ξ)f(ξ, u(ξ))dξ +
∫ t2

t2−ε
[U(t1, ξ)− U(t2, ξ)]f(ξ, u(ξ))dξ

+
∫ ∞

ε
[U(t1, t2 − σ

2
)− U(t2, t2 − σ

2
)]U(t2 − σ

2
, t2 − σ)

×f(t2 − σ, u(t2 − σ))dσ.

Similar to the proof of [15, Theorem 3.2], we can prove that {U(·, s) : s < ·} is
equicontinuous. This implies there exists a δ ∈ (0, ε

2 ) such that if |t − t0| < δ and
t, t0 > s then

‖U(t, s)− U(t0, s)‖ < ε.

Thus
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‖Φ(u)(t)− Φ(u)(t0)‖ ≤ NS|t − t0| + 2εS + εNS

∫ ∞

ε
e−

ασ
2 dσ

< NSδ + 2εS +
2εNS

α
e−

αε
2

<
NSε

2
+ 2εS +

2εNS

α
,

which implies that Φ(Ω) is equicontinuous.
On the other hand, we note that

‖Φ(u)(t)‖ = ‖
∫ t

−∞
U(t, ξ)f(ξ, u(ξ))dξ‖ ≤

∫ t

−∞
‖U(t, ξ)‖‖f(ξ, u(ξ))‖dξ

≤
∫ t

−∞
Ne−α(t−ξ)Sdξ =

N

α
S.

By Arzelá-Ascoli Theorem, we know that Φ is compact. Hence, Φ is completely
continuous.

Similarly, we can prove that H(·, λ) for all λ ∈ [0, 1] is completely continuous.
Thus

deg(I − H(·, λ), Ω, 0) = deg(I − Φ, Ω, 0) 	= 0,

that is, Eq. (9) has an s-mild p.a.a. solution u ∈ Ω.

Theorem 3.2. Consider the following problems:

(11)
du

dt
= A(t)u(t) + f(t), t ∈ R,

and

(12)
du

dt
= A(t)u(t) + f(t) + λg(t, u) for t ∈ R and λ ∈ [0, 1],

where f ∈ PAA(X), and g ∈ PAA(R × X, X) satisfies conditions (f1)-(f2).
Assume the following conditions hold:

(i) There exists an open bounded subset Ω ⊂ PAA(X) such that every possible
solution u of Eq. (12) satisfies u /∈ ∂Ω.

(ii) There exists a unique s-mild p.a.a solution u ∈ Ω for Eq. (11).

(iii) Let (H1)-(H3) hold, and assume that for any h > 0, (U(t, s)) t−s≥h is com-
pact.

Then Eq. (12) has an s-mild p.a.a. solution u ∈ Ω.
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Proof. Set

(13) H̃(u, λ) = u0 + λ

∫ ·

−∞
U(·, ξ)g(ξ, u(ξ))dξ for all (u, λ) ∈ Ω × [0, 1],

where u0(t) =
∫ t
−∞ U(t, ξ)f(ξ)dξ is the s-mild p.a.a. solution of Eq. (11). As

the proof of Theorem 3.1, H̃(·, λ) : Ω → PAA(X) for all λ ∈ [0, 1] is completely
continuous. Note (see [12])

deg(I, Ω, u0) = 1.

Therefore,

deg(I − H(·, λ), Ω, 0) = deg(I − H(·, 0), Ω, 0) = deg(I, Ω, u0) = 1,

that is, Eq. (12) has an s-mild p.a.a. solution u ∈ Ω.

Corollary 3.3. Assume following statements are true:

(i) There exists an open bounded subset Ω ⊂ PAA(X) such that every possible
solution u of Eq. (12) satisfies u /∈ ∂Ω.

(ii) f ∈ PAA(X) is Lipschitz continuous, and g ∈ PAA(R × X, X) satisfies
(f1)-(f2).

(iii) Let (H1)-(H3) hold, and assume that for any h > 0, (U(t, s)) t−s≥h is com-
pact.

Then Eq. (12) has an s-mild p.a.a. solution u ∈ Ω.

4. PARTIAL DIFFERENTIAL EQUATIONS

Let D ⊂ Rn be a bounded domain of class C2+η , for some n ≥ 1 and η ∈ (0, 1).
Consider the following equation:

(14)
ut − ∆u + c(x, t)u = f(x, t, u,∇u), (x, t) ∈ D × R,

u(x, t) = 0, (x, t) ∈ ∂D × R.

We set

D(A) := {u ∈ W 2
p : u(x, t) = 0 for all (x, t) ∈ ∂D × R},

and
Au := ∆u for u ∈ D(A).

Let (T (t))t≥0 be the C0-semigroup generated by A. Then

(i) By [18, Lemma 5.3], the semigroup (T (t))t>0 is a compact operator.
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(ii) By [3, Proposition 4.1], ‖T (t)‖ ≤ 4e−2t for all t ≥ 0.

Assume the following conditions hold for Eq. (14):

(H4) There exist functions α, β ∈ C2,1(D̄ × R) with α(x, t) ≤ β(x, t) such that
α(x, t) and β(x, t) are p.a.a in t for each x ∈ D. Furthermore, and α and β
are subsolution and supersolution of Eq. (14), respectively, that is,

αt − ∆α + c(x, t)α ≤ f(x, t, α,∇α) in D × R, α ≤ 0 on ∂D × R;

βt − ∆β + c(x, t)β ≥ f(x, t, β,∇β) in D × R, β ≥ 0 on ∂D × R.

(H5) Nonnegative function c(x, t) ∈ Cη, η
2 (D̄×R) is p.a.a. in t for all x ∈ D with

c(x, t) 	≡ 0.

(H6) f ∈ C(D̄ × R × R × Rn) and f(·, ·, ξ, ζ) ∈ Cη, η
2 (D̄ × R) is uniformly on

bounded subsets of R×Rn. For every r > 0, there exists a positive constant
K such that

|f(x, t, ξ, ζ)− f(y, s, ξ̄, ζ̄)| < K(|x− y|η + |t − s| η
2 + |ξ − ξ̄| + |ζ − ζ̄ |)

holds for all x, y ∈ D̄, t, s ∈ R, ξ, ξ̄ ∈ [−r, r] and ζ, ζ̄ ∈ B(0, r) = {x ∈
R

n : |x| ≤ r}.

(H7) f(x, t, ξ, ζ) is p.a.a. in t for all (x, ξ, ζ) ∈ D × R × R
n, that is, there exist

g(x, ·, ξ, ζ) ∈ AA(R) and h(x, ·, ξ, ζ) ∈ AA0(R) such that

f(x, t, ξ, ζ) = g(x, t, ξ, ζ)+ h(x, t, ξ, ζ).

(H8) f(D, R, R, R
n) is a bounded subset of R. Moreover, there exist constants

M, L such that

|f(t, x, u, p)| ≤ L + M |p| for (x, t, u, p) ∈ D × R × [α, β]× R
n.

Remark 4.4. By (H6)-(H8), we have that f̃(x, t) = f(x, t, ξ(x, t), ζ(x, t)) is
p.a.a. in t for all x ∈ D if ξ, ζ is p.a.a. in t for all x ∈ D. Furthermore, if u(x, t)
is p.a.a. in t for each x ∈ D then f(x, t, u(x, t),∇u(x, t)) is p.a.a. in t for each
x ∈ D.

Lemma 4.5. If f ∈ AA(R), then there exists a t0 ∈ R such that f(t0) =
maxR f(t).

Proof. If not, then for any t ∈ R, there exists a t1 ∈ R such that f(t) <

f(t+ t1). And there also exists a t2 ∈ R such that f(t+ t1) < f(t+ t2). Following
the above process, we can obtain a sequence {tn}∞n=1 such that
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f(t) < f(t + t1) < · · · < f(t + tn) < · · · .

Since f ∈ AA(R), there exists a subsequence {t′n}∞n=1 ⊂ {tn}∞n=1 and a function
g ∈ BC(R, R) such that limn→∞ f(t + t′n) = g(t). Thus,

f(t) < f(t + t′1) < · · · < f(t + t′n) < · · · ≤ g(t).

That is, for any t ∈ R, f(t) < g(t).
Since g(R) ⊂ f(R) (see [9, Proposition 1.32]), infs∈R(g(t)− f(s)) = 0 for all

t ∈ R. Then
g(t)− f(t) ≤ inf

s∈R

(g(t)− f(s)) = 0,

a contradiction. This completes the proof.
Lemma 4.6. Let g ∈ AA0(X). Then the following statement is not true.
• There exist l > 0 and α > 0 such that for |t| > l

‖g(t)‖ ≥ α.

Proof. If not. Then for any ε > 0, there exists r0 > 0 such that if r > r0 then

(15)
1
2r

∫ r

−r

‖g(t)‖dt < ε.

Set r > max{r0, l}, then

1
2r

∫ r

−r
‖g(t)‖dt =

1
2r

∫
[−r,r]/[−l,l]

‖g(t)‖dt +
1
2r

∫ l

−l
‖g(t)‖dt

≥ 1
2r

∫
[−r,r]/[−l,l]

‖g(t)‖dt

≥ 2r − 2l

2r
α,

which is a contradiction to inequality (15).
According to Lemma 4.2 and Lemma 4.3, we conclude that for every f ∈

PAA(R), there exists t0 ∈ R such that f ′(t0) = 0 and f ′′(t0) ≥ 0.

Theorem 4.7. Assume that conditions (H4)-(H8) hold. Then Eq. (14) admits
a p.a.a solution u ∈ C 2,1(D̄ × R) with α ≤ u ≤ β.

Proof. Consider the following equations:

(16)

ut − ∆u + cu + k(u − α + β

2
)

= λk(r̃(u) − α + β

2
) + λf(x, t, r(u), r1(∇u)) + λr2(u)

in D × R and λ ∈ [0, 1],

u = 0 on ∂D × R and k >> 1.
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Let αm = α − 1
m

and βm = β +
1
m

for m ∈ N. Obviously, αm, βm are p.a.a.
in t for all x ∈ X . We set

r̃(u) =




βm, u > βm,

u, αm ≤ u ≤ βm,

αm, u < αm,

r(u) =




β, u > β,

u, α ≤ u ≤ β,

α, u < α,

r1(u) =




p

|p| , |p| > N

u, |u| ≤ N,

where N =max{|∇α|+1, |∇β|+1, Nagumo constants of f with αand β respectively}.
And

r2(u) =




−u + β, u > β,

0, α ≤ u ≤ β,

−u + α, u < α.

Set

P (u) = ut − ∆u + c(x, t)u + k(u − α(x, t) + β(x, t)
2

)

−λk(r̃(u)− α(x, t) + β(x, t)
2

)

+λf(x, t, r(u), r1(∇u)) + λr2(u)

for (x, t) ∈ D × R, λ ∈ [0, 1], and k >> 1.

Note there exists k1 >> 1 such that if k > k1 then

βt − ∆β + c(x, t)β + c(x, t)/m + k
β(x, t)− α(x, t)

2
+

k

m
≥ 0.
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Then

P (βm)

= βt − ∆β + c(x, t)β + c(x, t)/m + k(
β(x, t)− α(x, t)

2
+

1
m

)

−λk
β(x, t)− α(x, t)

2
− λf(t, x, β,∇β)+

λ

m

= (1− λ)(βt − ∆β + c(x, t)β + c(x, t)/m + k
β(x, t) − α(x, t)

2
)

+λ(βt − ∆β + c(x, t)β + c(x, t)/m− f(x, t, β,∇β)) +
k

m
+

λ

m

≥ (1− λ)(βt − ∆β + c(x, t)β + c(x, t)/m + k
β(x, t) − α(x, t)

2
) +

k

m
+

λ

m

≥ (1− λ)(βt − ∆β + c(x, t)β + c(x, t)/m + k
β(x, t) − α(x, t)

2
+

k

m
) +

λ

m
≥ 0.

On other hand,

βm|∂D×R =
1
m

> 0.

Thus, for m ∈ N, βm are supersolutions of Eq. (16).
Similarly, we can prove that for m ∈ N, there exists k2 >> 1 such that if

k > k2 then αm are subsolutions of Eq. (16). Set k := max{k1, k2}+1. Then αm

and βm are subsolutions and supersolutions of Eq. (16) for m ∈ N.
We claim that if u(x, t) is a p.a.a solution of Eq. (16) then

(17) αm < u < βm in D × R, m ∈ N.

If not, there exists t0 ∈ R and x0 ∈ D̄ such that

(18) 0 ≤ δ = u(x0, t0) − βm(x0, t0) = max
D×R

(u(x, t)− βm(x, t)).

Note
u|∂D×R = 0 and βm|∂D×R =

1
m

,

we have that x0 ∈ D. Then

∆u(x0, t0) ≤ ∆βm(x0, t0) = ∆β(x0, t0),

∇u(x0, t0) = ∇βm(x0, t0) = ∇β(x0, t0).
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Note

ut(x0, t0) − ∆u(x0, t0) + c(x0, t0)u(x0, t0)

≥ βm(x0, t0) − ∆βm(x0, t0) + c(x0, t0)βm(x0, t0) + c(x0, t0)δ

> −k(
β(x0, t0) − α(x0, t0)

2
+

1
m

) + λk
β(x0, t0) − α(x0, t0)

2

+λf(x0, t0, β,∇β) + c(x0, t0)δ − λ

m
.

On other hand, since u(x0, t0) is a p.a.a. solution of Eq. (16), we find that

ut(x0, t0) − ∆u(x0, t0) + c(x0, t0)u(x0, t0)

= −k(
β(x0, t0) − α(x0, t0)

2
+

1
m

) + λk
β(x0, t0) − α(x0, t0)

2

+λf(x0, t0, β,∇β)− λδ − λ

m
.

This is a contradiction.
Set

Ωm = {u(·, x) ∈ PAA(R) : αm < u(x, t) < βm, |∇u| < N}, m = 1, 2, · · · .

For λ = 0, we claim that Eq. (16) has a unique solution u ∈ Ωm. In fact, if there
exists a p.a.a. u 	≡ 0 such that

(19) ut − ∆u + cu + ku = 0 in D × R, u = 0 on ∂D × R.

Since u(x, t) is p.a.a., there exist x0 ∈ D and t0 ∈ R such that

u(x0, t0) = max
D×R

u(x, t).

Then
ut(x0, t0) = 0 and ∆u(x0, t0) ≤ 0.

Thus
ut(x0, t0)− ∆u(x0, t0) + cu(x0, t0) + ku(x0, t0) > 0.

This is a contradiction. Therefore, Eq. (19) admits a unique p.a.a solution in Ωm.
This yields that For λ = 0, Eq. (16) has a unique solution u ∈ Ωm.

By conditions (H4)-(H8) and Theorem 3.2, Eq. (16) has a p.a.a. solution
um ∈ Ωm, m ∈ N.

In view of the proof in Theorem 3.1, {um}∞m=1 is equicontinuous in D ×
R, and it is uniformly bounded. Applying Arzelá-Ascoli Theorem, there exists a
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subsequence of {um(x, t)}∞m=1 and a function u∗(x, t) ∈ ∩∞
m=1Ωm =: Ω such that

limm→∞ um(x, t) = u∗(x, t), for all (x, t) ∈ D̄ × R. Thus Eq. (14) admits a p.a.a
solution u∗(x, t) satisfying

α(x, t) ≤ u∗(x, t) ≤ β(x, t).
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