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EPIDERIVATIVES WITH RESPECT TO HALF-SPACES

Elvira Hernandez, Luis Rodriguez-Marin and Miguel Sama

Abstract. In this paper we extend some results given in [L. Rodriguez-
Marin, M. Sama, 7%-contingent epiderivatives in reflexive spaces, Nonlinear
Analysis, 68 (2008), 3780-3788]. Following the same approach, we associate
a set-valued optimization problem with a family of simpler problems by using
a decoupling of the ordering cone into half-spaces. In this context we give
necessary and sufficient optimality conditions in terms of epiderivatives with
respect to half-spaces. Moreover we obtain computation formulas for these
conditions in term of derivatives of scalar set-valued maps.

1. INTRODUCTION

Let X, Y and Z be normed spaces where C C Z is a closed convex cone,
andlet F: Y — 2% g:8 C X — Y be a set-valued map and a single-valued
map respectively such that g(S) C dom(F'). In this paper we study the following
constrained set-valued optimization problem

minimize F(y)

1.1 P
1) ( y=g(x), z €S8.

Definition 1.1. (7, z) € graph(F og) is said to be a strong minimizer of (P) if

Z is a strong minimizer of |J F'(g(z)) with respectto C, i.e. |J F(g(x)) C z+C.
z€S zeS
(P) is an optimization problem of a set-valued map whose effective domain

is parameterized by a single valued map, for example this situation occurs if we
optimize a set-valued map defined on a manifold. When X =Y, g = id we recover
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the classical unconstrained set-valued optimization problem (see [17, 12]), in this
case necessary and sufficient conditions have been given in terms of contingent
epiderivatives successfully (see [12] and references therein). In the same context,
Jahn and Kahn give several results for the general problem (P) in [11] by using a
chain rule for contingent epiderivatives. Main drawback of contingent epiderivatives
is that strong conditions must be imposed in order to assure their existence (see
[10, 18, 20]). Taking in account these facts, in [21] in order to save this problems of
existence, and also with the aim of obtaining computation formulas, a new approach
was proposed to deal with problem (P). Mainly this approach is based in the
following two facts:

e When the ordering cone is not necessarily pointed, a notion of family of contin-
gent epiderivative is introduced in [18]. This let us to consider epiderivatives
with respect to half-spaces that have less restrictive existence conditions. For
example, as we shall see, stable set-valued maps are epidifferentiable under
general assumptions. Moreover a notion of 7-contingent epiderivative, that
coincide with the classical one when the image space is finite dimensional,
was introduced in [21].

e A well known result in functional analysis states that a closed convex subset,
in particular a closed convex cone, is determined by a family of closed half-
spaces.

Main idea of this approach is to replace contingent epiderivatives with respect
to the ordering cone by epiderivatives with respect to half-spaces associated with the
ordering cone. Loosely speaking, if Z is a reflexive Banach space and g is Hadamard
directionally differentiable, in [21] we relate strong minimizers of problem (P) to
strong minimizers of a family of problems (P, )ics associated with a family of
half-spaces { Hy, }icr verifying C = | H),. This allows us to establish optimality
conditions in terms of the family of Zeiiiderivatives with respect to each half-space
H), [21, Theorem 5.4]. As a consequence of this result, a necessary and sufficient
condition, under convexity assumptions, for (Z,z) being a strong minimizer of (P)

is given by
(12)  0< Dy(Nio F)(@ \i(2)(gh(T,u)) for any u € Ly, i €1,

where Ly, = dom(D1(X\oF) (T, A(Z)) (9% (T, -))) and g, (Z, -) denoting the Hadamard
directional derivative of g at = [21, Theorem 5.5].

In this paper we relax the condition on g assuming that g is stable at z, and
therefore not necessarily Hadamard directionally differentiable. As we show in
Example 1, under this hypothesis of stability, results of [21] can not be applied
even in the finite dimensional case. Consequently, by simplicity, we are going to
limit our research to the finite dimensional case.
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The contents of this paper are as follows. In Section 2 we give some prelim-
inaries and notations. In Section 3 we establish a chain rule for F' o g when g is
stable and the image spaces are finite dimensional extending the one given in [21].
As a consequence, in Section 4 we also extend the optimality conditions given by
(1.2) by decoupling problem (P) into a family of simpler problems. In this case,
the necessary and the sufficient conditions differ and they are expressed in terms of
a set-relation that compares subsets instead of the natural order associated with the
ordering cone, moreover we prove that these conditions collapse in (1.2) when g is
Hadamard directional differentiable recovering the results given in [21].

2. PRELIMINARIES AND NOTATIONS

Throughout this work we assume that Y = R™, Z = R" and int(C) # (). As
we have mentioned in the previous section by C' we denote a closed convex cone not
necessarily pointed. By y < x (or equivalently x > y) we denote z —y € C and by
B(0,t) we represent the closed ball centered at origin of radius t € R. Let A be a
subset of Z, by int(A) we denote the topological interior of A and by IMin(A, C)
(resp. IMax(A, C) ) we denote the set of ideal minimal points with respect to C, i.e.
IMin(A,C) ={a€ A: AC a+C} (resp. IMax(A,C) ={a€ A: ACa—-C}).
Nonemptiness of C' is equivalent to the existence of C-lower bounds of the unit
ball B(0,1). We are going to assume the existence of the infimum of B(0, 1) with
respect to C' and we denote it by ®p, i.e

®p =IMax{z € Z: B(0,1) C z + C}.

Although it does not exist in every space ordered space, this assumption is not very
restrictive. For example it does exists for every strongly minihedral ordering cone
C, in particular for Z = R", C' = R’} (see [15]). However we remark that in most
of the results given in this paper this element can be replaced by any C-lower bound
of B(0,1). In this work the following relation on 27 plays a fundamental role.
Given A, B € 22\{0}

A<'BifBCcA+C

Intuitively with <! the C-lower part of both subsets are compared. This and other
similar relations arise in many areas of mathematics (see [4, 5, 12, 3, 16]) and
have been lately studied in set-valued analysis in connection with a new criterion
of set-valued optimization (see [13, 6, 7, 8, 9, 2]).

Let Z' be the topological dual of Z and C™T the positive dual cone of C, i.e.
Ct={xeZ :Xec) >0 forany c € C}. Given A € C*, by H) we denote its
associated half-space, i.e. Hy = {z € Z : A(z) > 0}. We recall that the effective
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domain, the graph, the epigraph of a set-valued map F : Y — 27 are defined by

dom(F) ={y €Y : F(y) # 0},
graph(F) = {(y,2) €Y x Z: z € F(y)},
epi(F) ={(y,2) €Y x Z :y € dom(F), z € F(y) + C}.

Given G : X — 2V, F:Y - 22 by FoG : X — 27 we denote the set-valued

defined by (FoG)(z)= |J F(y) (with convention F(()) = ().
yEG ()

Definition 2.1. Let M > 0. F is said to be M-stable at (, z) € graph(F) if
there exists a neighborhood U of § such that F(y) C {Z} + M ||y — y|| B(0, 1) for

any y € U\{7}.

Definition 2.2. F is said to be locally lipschitz at 7 € dom(F’) if there exists a
neighborhood U of § and a real constant M > 0 such that F(y) C F(y')+ M||y —
y'||B(0,1) for any y, vy € U.

By T'(A, z) we denote the contingent cone to A at z € A. We recall that the
contingent derivative D.F(y,z) of F at (y,z) € graph(F) is the set-valued map
from Y to Z defined by graph(D.F(y,z)) = T'(graph(F), (y,z)), see [1].

Definition 2.3. Let S C X. Amap f: S — Y is Hadamard directionally
differentiable at T € S in a direction v € T'(.S, Z) if there exists the following limit
(with respect to the norm topology)

Up —U,hp —0T hn

f 1is said to be Hadamard directionally differentiable at Z if f is Hadamard direc-
tionally differentiable at T € S in every direction u € T'(S, ).

Definition 2.4. Let (7,%) € graph(F') and L = dom(D.(F + C)(y,2)). A
single-valued map ¢ : L — Y whose epigraph coincides with the contingent cone
to the epigraph of F' at (7,%), i.e

epi(p) = T'(epi(F), (¥, 7)),

is called a contingent epiderivative of F' at (g, z) with respect to C. The set of all
these elements is called the family of contingent epiderivative of F' at (7,z) with
respect to C' and it is denoted by I'(F, (7, z), C).

When C'is pointed by D F (3, Z) we denote the unique element of I'( F', (7, ), C).
Furthermore if Y = R, C' = R, following the notation given in [1] by D1 F (7, %)
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we denote the corresponding epiderivative. In the same context we will denote <!
by <k,

As we have mentioned before; in general, epiderivatives have strong conditions
in order to exist, contrary to this when the ordering cone is given by a half-space this
situation is improved. Epiderivatives with respect to half-spaces have less restrictive
existence conditions, indeed stable set-valued maps are in general epidifferentiable
with respect to half-spaces; moreover a certain computation formula can be given
for these kind of epiderivatives. Let us see this in the following finite dimensional
version of [21, Theorem 4.4].

Theorem 2.5. Let A € C and let z € IMin(F (y), Hy). If F is stable at
(¥,Z), then T'(F,(y,Zz), H\) # 0. Moreover, for every ¢ € I'(F,(y,z), Hy) one
has

A(p(u)) = Di(Ao F)(7, A(2))(u) for any u € dom(De(F + H)) (Y, 2))-

3. CHAIN RULE

In [21, Theorem 2.4], if g is Hadamard directionally differentiable at * €
int(S) and F is epidifferentiable and locally lipschtiz at (¢(Z), Z), then F o g is
epidiferentiable at (¢(¥), Z) and moreover the following chain rule is verified.

[(Fog, (7,2),C) ={¢: L*— Z: p(u)
- 901(9/H(f7 ’U,)),(pl € F(Fv (g(f),?),C)}

where L* = dom(D.(F o g)(T, Z),

In general if g is not necessarily Hadamard directionally differentiable, so
D g(T, g(T)) is not necessarily single-valued, F'o g may be not epidifferentiable and
of course the chain rule given in (3.1) has not sense. Even if we consider a order
structure on Y given by closed convex cone K C Y and we assume the existence
of the corresponding contingent epiderivative Dg(T, g(Z)) we can not assure the
epidiferentiability of F o g.

3.1)

Example 1. Let X =R, S=R_,Y = Z = R?, C:K:Ri and let us
consider the maps ¢ : R_ — R2, F': R2 — 2&” defined by

(0,—r) if re{-= neNy,
g(r) = 1
(r,0) if r¢ {_E’HEN}’

F((L‘,y) = {(-fL‘,y)},
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Both epiderivatives, Dg(0, (0,0)) and DF((0,0), (0,0)), exist and they are given
by

Dg(0,(0,0))(u) = (u,0) for every u € R_,

DF((0,0), (0,0))(u1, ug) = (—u1,us) for every u = (ug, ug) € R?,
but it is easy to check that D(F o ¢)((0,0), (0,0)) does not exist. However, in this
section we give a chain rule for ' o g not in terms of an equality but in terms of the
set relation <!. Therefore there is a loss of exactness in the formulation of the chain
rule that is measured by a family of parameters depending on the size of the image
sets of D.g(T, g(T)). As a consequence we can recover the results of [21] when

g is Hadamard directionally differentiable. Firstly we need the following technical
result. We recall we are denoting L* = dom(D.(F o g)(7, Z)).

Proposition 3.1. Let g be M-stable at T € int(S) and let F be locally lipschitz
at g(T), then

De(Fog+ C)(T,2)(u) C (De(F + C)(9(7),2) 0 Deg(, 9(7)))(u) C
C D.(Fog+C)(z,z)(u)+ B(0,Ry) for any uw € L*,

where R,, = sup{||lv —v'|| : v,v" € D.g(%, g(T))(u)}.

Proof. Let us prove the first content, let (u,v) € T'(epi(F o g), (T, Z)), there
exist (t,) C Ry, (Zn, 2,) C graph(F o g), (¢,) C C such that (z,, 2, + ¢,) —
(z,%) and

tn(p — Ty 2+ ¢ — Z) — (u,v).
Since ¢ is stable at T, for n sufficiently large we have that ¢, (g(z,) — g(z)) €

B(0, ||tn(z, — T)||). Therefore we can assume, by taking subsequences if necessary,
that ¢,,(g(z,) — g(x)) converges to an element w. Thus

tn(g(xn) - g(f)v Zn + Cp — E) - (w7 'U)a
and consequently w € dom(D.(F + C)(g(z),Zz)) N D.g(Z, g(T))(u) and
v € D(F + C)(g9(T),Z)(w).

Now let us prove the second content. Let v € D.(F 4 C)(g(Z),z)(w) with w €
D.g(Z, g(T))(u), there exist (¢,) C Ry, (yn, zn) C graph(F), (¢,) C C such that
(Uns 2n + cn) — (9(7), Z) and

tn(yn - g(f)vzn + Cn — E) - (w,v).
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1
As g is M-stable there exists u, — wu such that x,, := T + t_u” 7 and
n
T+ (1/t —q(T R
W € D.g(T, g(T))(u) verifying 9@+ ( {1’;1“’;1) 9(7) L
n

Since F is locally lipschitz at g(Z) and y,, — g(x,,) — 0, for n big enough we
have

Fyn) C F(g(n)) + M [lyn — g(2a)] B(0, 1)

and there exists 2 € F(g(zy)) such that
(3.2) zn € 25 + M ||yn — g(22)|| B0, 1).
It is easily seen that z,, — z;; — 0, hence 2 + ¢, —Z — 0. Furthermore

(3-3) tn(yn - g(xn)) = tn(yn - g(f)) - tn(g(xn) - g(f)) — w — .

From (3.2), as Y is finite dimensional, there exists (e,,) C B(0, 1) such that t,,(z, —
2h) = M ||tn(yn — g(zn))] €n, therefore from (3.3) there exists e € B(0, 1) such

*

that, without loss of generality, t,,(z, — 2;;) — ||{w — @|| e. Then

tn(2f+cn—2) =tn(2) —2n+ 2n +Cn — 2)

tn (2 — 2n) + tn(2n + cn —2) — |Jw — @|| (—e) + .
Hence ¥ := |jw — W|| (—e) + v € D (F o g + C)(T,Z)(u) and consequently
De(F +C)(9(7),2)(w) C De(F o g+ C) T, 2)(u) + [[w —wl|e.

Theorem 3.2. Let g be M-stable at T € int(S) and let F' be locally lipschitz
at 9(@). IT(F,(4(7),2),C) # 0, T(Fog,(z,2),C) £ 0 then for every €
I'(F, (9(x),2),C), V€ '(Fog,(z,2z),C) we have

U(u) + Ry®@p <' (90 Deg(T, 9(7)))(u) <' W(u)

Jor any u € L*, where R,, = sup{||v — /|| : v,v' € D.g(T, g(T))(u)}.

Proof. Let ¢ € T'(F, (g ( 7),z),C), ¥ € T'(Fog,(T,%),C). By [18, Theo-
rem 3.1] (-) € IMm(DC( C)(9(7),2) Min(D.(F o g +

C)(@,2)(-),C)
Let u € L* and let us prove that

~—
—~
~—

Q
~—

o

=

o

=
—_
NGARY|

m

—

V(u) + Ru®@p <' (¢ o Deg(T, 9(T))) (u).
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From Proposition 3.1
(De(F + C)(9(T),2) 0 Deg (T, 9(7))) (u)
(3.4) C D.(Fog+C)(z,z)(u) + B(0, Ry)
C ¥(u)+R,Pp+C,

where we have applied that B(0, R,) = R,B(0,1) C R, o5 + C.
Moreover, noticing that

(¢ o Deg(T, 9(T)))(u) +C = ( U @(v)) +C
vEDg(Z,9(T))(u)

c U De(F + C)(9(x),%)(v)
v€Dg(%,9(F))(w)

(De(F + C)(9(7),2) © Dey(T, 9(T))) (w),

from (3.4) we have that
(po D.g(w,g9(T)))(u) C ¥(u) + R, Pp+C..
Conversely, applying Proposition 3.1
U(u) € De(F o g+ CO)(7,2)(u) C (De(F + C)(9(T), %) 0 Deg (T, 9(T))) (u)
By an analogous reasoning as before we get
U(u) € Do(Fog+C)(T,Z)(u) C (De(F + C)(9(T),Z) © Deg(T, 9(7)))(u) C
C (po Deg(T, 9(7)))(u) + C.

When C is pointed, and uniqueness holds for contingent epiderivatives, we have
the following corollary.

Corollary 3.3. Under the same hypotheses as in Theorem 3.2 and in addition
C pointed, then

D(Fog)(7.5)(w)+ R®p <! (DF(9(@).2)°D.g(7. 9(2)))(u) <' D(Fog)(@.2)(u)
Jor any u € L*, where R, = sup{||v — /|| : v,v" € D.g(Z, g(T))(u)}.

If g is Hadamard directionally differentiable at ¥, as a direct consequence of
Theorem 3.2 we assure the epidifferentiability of F' o g and, furthermore, the chain

rule becomes an equality. That is, we recover a finite dimensional version of The-
orem 3.2 of [21].

Corollary 3.4. Let g be Hadamard directionally differentiable at T € int(S)
and let F' be locally lipschitz at g(T). If T(F, (9(Z), ), C) # 0, then:
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(i) T(Fog,(7,%),C) # 0.
(if) F)(FO)g}J, (7,2),C) ={p: L* — Z : p(u) = p1(9y(T,u)), ¢1 € I'(F, (9(T),
7),C)).

Proof. From [21, Proposition 2.4]
Deg(@, 9(7))(u) = {9 (T, u)} for every u € X,
therefore i, = 0 for every v € X. Hence from Proposition 3.1
D.(F + C)(9(7),2) (g5 (T, u)) = D(F o g+ C)(T,Z)(u) for every u € L*

Then, proof follows by following a similar reasoning as in [21, Theorem 3.2]. m

4. OpTIMALITY CONDITIONS FOR (P)

A well-known result in functional analysis states that a closed convex cone is
given by the intersection of half-spaces that contain it. In this section, we exploit
this property in order to decouple a set-valued optimization problem into a family
of simpler problems Optimality conditions are given by using families of contingent
epiderivatives with respect to half-spaces and the chain rule given in the previous
section. First we need the following definition of representation of a cone.

Definition 4.1. Let {\;};c; C CT. {H),}ics is said to be a representation of
CifC =) Hy,.
el
Let {H),}icr be any representation of C, associated with it we have the fol-
lowing family of set-valued optimization problems

minimize F(y)

(R)iel = (PH/\i)ieI { y= g({p)7 reS.

Definition 4.2. Leti € I. (Z,z) € graph(F o g) is said to be a strong
minimizer of (P;) if Z € IMin( |J F(g(x)), Hy,).
€S
In [21] strong minimizers (P) are related to strong minimizers of (P;);cs, indeed
by Proposition 5.3 of that work the following equivalence is easily deduced:
@1 “(z,Z) is a strong minimizer of (P) if and only if (7, %)
4.1

is a strong minimizer of (F;) for every i € I”

As a consequence we have the following result.

Theorem 4.3. Assume I'(F o g,(7,%), Hy,) # 0 for every i € I.
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(a) If (%,Z%) is a strong minimizer of (P), then for every i € I, ¢ € I'(F o
9, (T, %), Hy,), u € Ly,, we have p(u) € Hy,.

(b) If Fogis C-convex, and for every i € I there exists ¢ € I'(Fog, (7, z), Hy,)
such that (u) € Hy, for every u € Ly,, then (Z,7) is a strong minimizer of
(P).

Proof. Results follows from (4.1) and [21, Theorem 5.2]. ]

By applying the chain rule of previous section, we can give a version of previous
theorem in terms of contingent epiderivatives of F' with respect to each H)y,, ¢ € I.
We recall that we are denoting

Ry = sup{|jv = /|| : v,v" € Deg(Z, g(T))(u)}.

Theorem 4.4. Let Z € IMin(F(g(z)), C). If g is M-stable at T € int(S) and
F is locally lipschitz at g(ZT) and stable at (g(Z), z), the following conditions
hold:
(i) If (z,Z) is a strong minimizer of (P), then for everyi € I, ¢ € T'(F, (¢9(Z), 2),
H),), u € Ly, we have

(4.2) (p0 Dey(7, g(7)))(u) C Ru®p + Hy,.

(ii) If Fog is C-convex and for every i € I there exists ¢ € T'(F, (9(Z), Z), H,)
such that

(4.3) (¢ o Deg(T, g()))(u) C Hy, for every u € Ly,

then (T, Zz) is a strong minimizer of (P).

Proof. As F is stable at (¢(), z), clearly F og is stable at (T, z), therefore by
Theorem 2.5 (taking in account that z € IMin(F(¢(7)),C) C IMin(F(g(7)), Hy,)
for every i € I) ['(F o g,(%,Z), Hy,) # 0 and T'(F, (9(T), %), Hy,) # 0 for every
(AR

Letany i€ I, Ve '(Fog,(7,2),Hy,), ¢ € I'(F, (9(%),z), Hy,), u € Ly,.

(i) If (7,%) is a strong minimizer of (P), then by Theorem 4.3 ¥(u) C Hy,,
therefore by Theorem 2.2 (with C' = H),) we have

(90 Deg(T, 9(@))) (1) € U(u) + Ry®p + Hy, C Ry®p + Hy,.

(ii) Conversely, if (4.3) is verified then by Theorem 2.2 the following content is
verified

U(u) € (po Deg(T, 9(T)))(u) C Hy;.
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From this and Theorem 4.3 we deduce that (7, Z) is a strong minimizer of (P). ®

Theorem 4.5. Let z € IMin(F(g(z)),C). If g is M-stable at T € int(S),
and F' is locally lipschitz at g(T) and stable at (g(Z),y), the following conditions
hold:

(i) If (z,%) is a strong minimizer of (P), then for every i € I, u € Ly,
44)  Ri(Pp) <k, (Di(Xio F)(g(T), Ai(2)) 0 Deg(T, 9(T))) (w).

(ii) If F o g is C-convex and for every i € I, u € Ly,

(4.5) 0 <k, (D1(Aio F)(g(T), Ai(%)) 0 Deg (T, 9(T))) (),

then (T, Zz) is a strong minimizer of (P).

Proof. Letany i € I, ¥ € I'(F og, (7, %), Hy,), ¢ € I'(F,(9(%),%2), Hy,),
u € L>\i.
(i) If (%,%) is a strong minimizer of (P), from Theorem 4.4 we have

(90 Deg(T, 9(7)))(u) C Ru®p + Hy,,
therefore it is straightforward
(4.6) (Ao poDug(E, (7)) (1) C A(Ru®B) + Xi(Hy,) = Mi(R,®5) + Ry
On the other hand, by Theorem 2.5 \;(¢(v)) = Dy(A; o F)(g(Z), \i(2))(v), thus
4.7) (Xiowo Deg(@, g(x)))(u) = (D1(Xi o F)(g(T), Ai(%)) © Deg(T, 9())) (u)
Consequently by (4.6) and (4.7) we conclude that
(D1(Xi o F)(9(), Xi(Z)) © Deg(T, 9(7))) (u) C Ni(Ru®p) + Ry
(ii) Following an analogous reasoning, condition
0 <k, (D1(Aio F)(9(T), Xi(2)) © Deg(T, 9(T))) (w),

is equivalent to
(AiopoDeg(z,9(T)))(u) CO+ Ry,

So
(MiowoD.g(T,g(T)))(u) C 0+ Ry for every i € I
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and since {H ), };cr is a representation of C, it yields
(¢ o Deg(w, 9(x)))(u) CO+C =C.
Therefore, by Theorem 4.4, (Z,%) is a strong minimizer of (P). |

Following the same reasoning as in the proof of Corollary 3.4, if g is Hadamard
directionally differentiable at =, the optimality conditions (4.4) and (4.5) collapse
in condition (1.2), and therefore from the previous theorem it is straightforward to
recover [21, Theorem 5.5].

Theorem 4.6. Suppose that z € IMin(F(g(Z)),C). Let g be Hadamard
directionally differentiable at T € int(S), and let F' be locally lipschitz at (&) and
stable at (9(T),z). If (T,Z) is a strong minimizer of (P) with respect to C, then
forevery i € I, u € Ly,

(4.8) 0 < Di(Xi o F)(F, Ai(2)) (91 (T, w)).

Reciprocally if F o g is C-convex and (4.8) holds, then (T, Z) is a strong minimizer
of (P). Conditions (4.4) and (4.5) can be explicitly calculated for particular cases,
for example in the multiobjective optimization context, i.e. when Z = R", C' = R}
In this case we have the following result.

By F; we denote the set-valued map from X to R defined by

Fi(x) ={t € R: 3(zj)jeq1,...n}\{iy C R such that (z1,....,%, ..., 2,) € F(z)},

-----

furthermore we denote z = (Zy, ..., Zp)-

Corollary 4.7.  Let ||| be the euclidean norm (on Y). Under the same
hypotheses as in Theorem 4.5 and in addition C = R", the following conditions
hold:

(i) If (%, %) is a strong minimizer of (P), then for every i € {1,...,n}, u € L,
—2M ||u]| <&, (D1Fi(9(T), %) o Deg (T, (7)) (u).
(ii) If F o g is C-convex and for every i € {1,...,n}, u € Ly,
0 <k, (D1Fi(9(T), %) 0 Deg(T, 9(T))) (u),
then (T, Zz) is a strong minimizer of (P).

Proof. By {e;}*_; we denote the canonical basis of R”, i.e. ¢; = (0, ..., 1,...,0
=1 i

and let us denote by (-, e;) the associated linear map associated with e; for any
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i €{1,...,n}. It is straightforward that {H(~,ei)}i:1,...,n is a natural representation

of C'=RY}
C = ﬂ H('vei>’
i=1,...,n

and furthermore we have F; = (-,e;) o F, i =1, ..., n.
On the other hand, since g is M-stable at T and Y is finite dimensional, by [19,
Lemma 4.6]

(4.9) Deg(w, 9(7))(u) € B(0, M [ul]) ,
hence from (4.9)it is easily deduced that
(4.10) 2M ||lu|]| < R,, for every u € X.

Moreover, as we are considering the euclidean norm on Y, the element ®p is given
by (—-1,...,—1,...,—1) and clearly

4.11) (,ej)odp=—1

Taking in account (4.10) and (4.11), finally proof follows from Theorem 4.5. m
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