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ESTIMATE FOR SUPREMUM OF CONDITIONAL ENTROPY
ON A CLOSED SUBSET

Wen-Chiao Cheng

Abstract. This paper compares the conditional metric entropy hµ(T | G),
with the topological entropy, htop(T | G), of a continuous map T , where G
is a closed fully T -invariant subset. The following Variational Inequality is
proven,

htop(T | G) ≤ sup
µ∈M(X,T )

hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G))

where M(X, T ) is the collection of all invariant measures of X, which is an
extension of the usual variational principle when G = X.

1. INTRODUCTION

Let (X, T ) be a topological dynamical system, with X a compact metric space
and metric d, and a surjective continuous map from X to itself. It is well known
that invariant Borel probability measures are associated to (X, T ). Measure-theoretic
and topological entropies are among the most important global invariants of dynam-
ical systems. Measure-theoretical entropy regarding an invariant measure gives the
exponential growth rate of the statistically significant orbits. Adler, Konheim and
McAndrew introduced the concept of topological entropy in 1965, with some indica-
tions of the analogy to measure-theoretic entropy. Topological entropy characterizes
the total exponential complexity of the orbit structure with a single number.

Entropy knowledge provides a wealth of quantitative structural information about
a system. The Variational Principle shows the relationship between these two kinds
of entropy and has gained a lot of attention. Conditional topological and measure-
theoretical entropies were recently established with a factor map and the local vari-
ational principle shows their relationship. (See [5] and [7])
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The entropy concept can be localized by restricting in a closed subset in topo-
logical and in measure-theoretical situations. During this paper, we estimate the
supremum of a special kind of conditional metric entropy by calculating topological
entropy. Assume that (X, d) is a compact metric space and we denote the closed
fully T -invariant subspaces of X as G. First we review the definition of condi-
tional metric entropy giving the σ-algebra generated by G and discuss some basic
propositions. Then we present an estimate of an upper bound and lower bound for
this conditional entropy by the topological entropy restricted on G and the closure
of the complement of G. The variational inequality derived is the consequence of
the methods of M. Misiurewicz, see [4],[6], or [10].

2. PRELIMINARIES

The general conditional entropy of an ergodic theory is usually defined as fol-
lows. Let (X,B, µ) be a probability space and E(φ | �) be the conditional expec-
tation of φ given a sub-σ-algebra � and define the conditional information function
of a countable partition ζ given a � ⊂B to be

Iζ|�(x) = −
∑
A∈ζ

logE(χA | �)χA(x)

where χA is the characteristic function of A. The conditional entropy of ζ given �
is defined as

Hµ(ζ | �) =
∫

X
Iζ|�(x) dµ

Petersen’s book,[8], gives a general background in entropy theory. For any finite
partition α = {A1, A2, ..., Ak} and β = {B1, B2, ..., Bp} of X , let ξ(β) be the σ-
algebras generated by β. We define Hµ(α | β) = Hµ(α | ξ(β)). The discussion in
[10] suggests the following equality.

Hµ(α | β) = Hµ(α | ξ(β)) = −
p∑

i=1

µ(Bi)
k∑

j=1

µ(Bi ∩ Aj)
µ(Bi)

log
µ(Bi ∩ Aj)

µ(Bi)

Next, let T : (X,B, µ) → (X,B, µ) be a measure preserving transformation (m.p.t.)
of probability space (X,B, µ) (i.e., if A ∈ B, then T−1A ∈ B and µ(T−1A) =
µ(A)). We also define

αn =
n−1∨
i=0

T−iα = {Ai0 ∩ T−1Ai1 ∩ ...∩ T−(n−1)Ain−1 : Aij ∈ α, 0 ≤ j ≤ n− 1}

Then consider the conditional entropy of any finite partition α w.r.t. the special
sub-σ-algebra generated by G, where G is a closed fully T -invariant subset of X ,



Estimate for Supremum of Conditional Entropy on a Closed Subset 1793

i.e. G is closed and T−1G = TG = G. A simple example is the subshift of finite
type on symbolic dynamics with two-sided shift.

Without loss of generality, we assume that 〈G〉 = {φ, G, X\G, X} and investi-
gate Hµ(α | 〈G〉), the conditional entropy of α given the sub-σ-algebra generated
by G.

Lemma 2.1. The function an = Hµ(αn | 〈G〉) is sub-additive.

Proof. We have

an+m = Hµ(αn+m | 〈G〉)
= Hµ(αn ∨ T−nαm | 〈G〉)
= Hµ(αn | 〈G〉) + Hµ(T−nαm | αn ∨ 〈G〉)
≤ Hµ(αn | 〈G〉) + Hµ(T−nαm | 〈G〉)
= Hµ(αn | 〈G〉) + Hµ(T−nαm | T−n〈G〉)
= Hµ(αn | 〈G〉) + Hµ(αm | 〈G〉)
= an + am

Since Hµ(αn | 〈G〉) is sub-additive, limn→∞ 1
nHµ(αn | 〈G〉) exists, then the

following definition is clearly shown.

Definition 2.2. (Conditional Metric Entropy on 〈G〉) The conditional entropy
of α given 〈G〉 is the number

hµ(T | 〈G〉, α) = lim
n→∞

1
n

Hµ(αn | 〈G〉) = inf
n→∞

1
n

Hµ(αn | 〈G〉)

and we define the conditional entropy of T with respect to µ and 〈G〉 to be

hµ(T | 〈G〉) = sup
α

hµ(T | 〈G〉, α)

where α is any finite partition of X .

Lemma 2.3. This conditional entropy hµ(T | 〈G〉) is a measure-theoretic
conjugacy invariant.

The next lemma shows that the power rule holds for this conditional metric
entropy.

Lemma 2.4. For each positive integer r, hµ(T r | 〈G〉) = r · hµ(T | 〈G〉).
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Proof. For any finite partition α, we first show that

hµ(T r | 〈G〉,
r−1∨
i=0

T−iα) = r · hµ(T | 〈G〉, α)

Because

r · hµ(T | 〈G〉, α) = lim
n→∞

r

nr
Hµ(

nr−1∨
i=0

T−iα | 〈G〉)

= lim
n→∞

1
n

Hµ(
n−1∨
j=0

T−rj(
r−1∨
i=0

T−iα) | 〈G〉)

= hµ(T r | 〈G〉,
r−1∨
i=0

T−iα)

It follows that

r · hµ(T | 〈G〉) = r · sup
α

hµ(T | 〈G〉, α)

= sup
α

hµ(T r | 〈G〉,
r−1∨
i=0

T−iα)

≤ sup
c

hµ(T r | 〈G〉, c) where c is any finite partition.

= hµ(T r | 〈G〉)

On the other hand, we prove the reverse inequality. Since

hµ(T r | 〈G〉, α) ≤ hµ(T r | 〈G〉,
r−1∨
i=0

T−iα) = r · hµ(T r | 〈G〉, α)

This implies that hµ(T r | 〈G〉) = r · hµ(T | 〈G〉).

Well-known results for this conditional metric entropy also hold, such as, product
rule and affinity, see next two theorems.

Lemma 2.5. Let αi be a finite partition and � i be a sub-σ-algebra of the
probability spaces (X i,Bi, mi), for i = 1, 2, then

E(χA×B | �) = E(χA | �1) · E(χB | �2), a.e.

where � = �1 ×�2, A ∈ α1, B ∈ α2.
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Theorem 2.6. Let (X1,B1, m1) and (X2,B2, m2) be probability spaces and
let T1 : X1 → X1, T2 : X2 → X2 be m.p.t. Then

hµ(T1 × T2 | 〈G1 × G2〉) = hm1(T1 | 〈G1〉) + hm2(T2 | 〈G2〉)
where µ = m1 × m2, Gi is a closed fully Ti-invariant subspace of X i, i = 1, 2.

For the proof, please see [2].

Theorem 2.7. Let T be a m.p.t. of the probability space (X,B,µ) and G be a
closed fully T -invariant subset of X . Then the map µ → h µ(T | 〈G〉, α) is affine
where α is any finite partition of X . Hence, so is the map µ → h µ(T | 〈G〉), i.e.,
for all 0 < λ < 1, and when µ1, µ2 are both invariant measures, we have

hλµ1+(1−λ)µ2
(T | 〈G〉) = λ · hµ1(T | 〈G〉) + (1 − λ) · hµ2(T | 〈G〉)

The proof follows completely from [3] and omitted.

Next, the topological entropy on each closed subspace G is as follows:
Assume that (X, d) is a compact metric space with metric d and T : X → X is

a continuous function. From Bowen’s paper [1], we define a new metric dn(x, y) =
max0≤i≤n−1 d(T ix, T iy), ∀x, y ∈ X . Let n be a natural number, ε > 0 and let K
be a compact subset of X . A subset F of X is said to be a (n, ε) span K with
respect to T if ∀x ∈ K, ∃y ∈ F with dn(x, y) ≤ ε, i.e.,

K ⊂
⋃
y∈F

n−1⋂
i=0

T−iB̄(T iy; ε).

If n is a natural number, ε > 0 and K is a compact subset of X , let r(n, ε, K)
denote the smallest cardinality of any (n, ε)−spanning set for K with respect to T .
A subset E of K is said to be (n, ε) separated with respect to T if x, y ∈ E, x �= y,

implies dn(x, y) > ε, i.e., for x ∈ E the set
⋂n−1

i=0 T−iB̄(T ix; ε) contains no other
point of E . Let s(n, ε, K) be the largest cardinality of any (n, ε) separated subset
of K with respect to T .

If α is an open cover of X , let ℵ(α|G) denote the number of sets in a finite
subcover of α with the smallest cardinality for G. The entropy of α on G is defined
by H(α|G) = logℵ(α|G) and the topological entropy w.r.t. a closed subset G is as
follows:

htop(T | G) = lim
ε→0

lim sup
n→∞

1
n

log r(n, ε, G)

= lim
ε→0

lim sup
n→∞

1
n

log s(n, ε, G)

= sup
open cover β

lim sup
n→∞

1
n

logℵ(
n−1∨
i=0

T−iβ|G)
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where
n−1∨
i=0

T−iβ = {Ai0 ∩ T−1Ai1 ∩ ... ∩ T−(n−1)Ain−1 : Aij ∈ β}

The topological entropy is an important invariant that characterized by a value,
htop(T | G) ≥ 0, which is the complexity of the orbits of T . There is a lot of
information on htop(T | G) in the literature. Next section shows that the supremum
of conditional entropy is bounded by the topological entropy.

3. VARIATIONAL INEQUALITY

Lemma 3.1. If ζ and η are two finite partitions of X , then

hµ(T | 〈G〉, ζ) ≤ hµ(T | 〈G〉, η)+ Hµ(ζ | η)

Measurable decompositions are necessary to show the variational inequality. See
[9]. Let ζ be an arbitrary decomposition of the Lebesgue space X and X | ζ be the
factor space. Let the factor map π : X → X |ζ be π(x) = C where x ∈ C ∈ ζ.
Then

µ(A) =
∫

X |ζ
µC(A ∩ C) dπ∗µ

where µC is the conditional measure on C.

Assuming that G1 = G, G2 = X \ G and the decomposition ζ = {G1, G2}
produce the following lemma.

Lemma 3.2. Let α be a partition of (X,B,µ), consider the factor map π :
X → X |ζ and let µGj be the conditional measure of µ on G j, j = 1, 2. Then

Hµ(
n−1∨
i=0

T−iα | 〈G〉) =
∫

X |ζ
HµGj

(
n−1∨
i=0

T−iα) dπ∗µ

Next two lemmas will be used in the main theorem, we refer Walter’s book for
the proof. See [10].

Lemma 3.3. [10] Let η = {B0, B1, ..., Bk} be a partition of X such that
β = {B0 ∪ B1, ..., B0 ∪ Bk} is an open cover of X . Then

ℵ(
n−1∨
i=0

T−iη|Y ) ≤ ℵ(
n−1∨
i=0

T−iβ|Y ) · 2n
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for any closed subset Y of X .

Lemma 3.4. [10] Assume that 1 < q < n, for 0 ≤ j ≤ q − 1, and put
a(j) = [ (n−j)

q ], where [b] denotes the integer part of b. It follows that:
(1) Fix 0 ≤ j ≤ q − 1. Then we have

{0, 1, 2, ..., n− 1} = {j + rq + i | 0 ≤ r ≤ a(j)− 1, 0 ≤ i ≤ q − 1}
⋃

S

where S = {0, 1, ..., j−1, j+a(j)q, j+a(j)q+1, ..., n−1} and the cardinality
of S is at most 2q.

(2) The numbers {j + rq | 0 ≤ j ≤ q − 1, 0 ≤ r ≤ a(j)− 1} are all distinct and
are all no greater than n − q.

Now it is possible to show the relation between this conditional entropy and
topological entropy for this closed fully T -invariant subset, G. Here, the proof of
the variational principle below follows the argument of M. Misiurewicz.

Theorem 3.5. (Variational Inequality) Let T : X → X be a continuous map of
a compact metric space X and let G be a closed fully T -invariant subspace, then

htop(T | G) ≤ sup
µ∈M (X,T )

hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G))

where M(X, T ) is the collection of all invariant measures µ under T and cl(X\G)
is the closure of X\G.

Proof.

Part 1. Let µ ∈ M(X, T ), first we prove that

hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G)).

Let ζ = {A1, ..., Ak} be a finite partition of X . Choose ε > 0 so that ε < 1
k logk .

Then we can choose compact sets Bj ⊂ Aj , 1 ≤ j ≤ k, with µ(Aj \ Bj) < ε and
Bi ∩ Bj = φ if i �= j. Let η = {B0, B1, ..., Bk} where B0 = X\⋃k

j=1 Bj . Thus
µ(B0) < kε, and we obtain

Hµ(ζ | η) = −
k∑

i=0

µ(Bi)
k∑

j=1

µ(Bi ∩ Aj)
µ(Bi)

log
µ(Bi ∩ Aj)

µ(Bi)

= −µ(B0)
k∑

j=1

µ(B0 ∩ Aj)
µ(B0)

log
µ(B0 ∩ Aj)

µ(B0)
for i �= 0,

µ(Bi ∩ Aj)
µ(Bi)

= 0 or 1

≤ µ(B0) logk

< kε log k < 1
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Therefore, Hµ(ζ | η) < 1.

Then β = {B0 ∪ B1, ..., B0 ∪ Bk} is an open cover of X . Assume G1 = G,
G2 = X \ G. We have if n ≥ 1, HµGi

(
∨n−1

i=0 T−iη) ≤ logℵ(
∨n−1

i=0 T−iη|Gi)
where µGi is the conditional measure of µ on Gi and ℵ(

∨n−1
i=0 T−iη|Gi) denotes

the number of nonempty set in the partition
∨n−1

i=0 T−iη under Gi, i = 1, 2. Let
π : X → X |ζ be the factor map where ζ = {G1, G2}, by Lemma 3.2 and Lemma
3.3

Hµ(
n−1∨
i=0

T−iη | 〈G〉) =
∫

X |ζ
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤
∫

G
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ+
∫

cl(X\G)
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤ log(ℵ(
n−1∨
i=0

T−iη|G) + log(ℵ(
n−1∨
i=0

T−iη|cl(X\G)

≤ logℵ(
n−1∨
i=0

T−iβ|G) · 2n) + logℵ(
n−1∨
i=0

T−iβ|cl(X\G) · 2n)

Let this inequality be divided by n and n approach to infinity, therefore

hµ(T | 〈G〉, η) ≤ htop(T | G, β) + log 2 + htop(T | cl(X\G), β) + log 2

≤ htop(T | G) + htop(T | cl(X\G))+ 2 log2

Then β = {B0 ∪ B1, ..., B0 ∪ Bk} is an open cover of X . Assume G1 = G,
G2 = X \ G. We have if n ≥ 1, HµGi

(
∨n−1

i=0 T−iη) ≤ logℵ(
∨n−1

i=0 T−iη|Gi)
where µGi is the conditional measure of µ on Gi and ℵ(

∨n−1
i=0 T−iη|Gi) denotes

the number of nonempty set in the partition
∨n−1

i=0 T−iη under Gi, i = 1, 2. Let
π : X → X |ζ be the factor map where ζ = {G1, G2}, by Lemma 3.2 and Lemma
3.3

Hµ(
n−1∨
i=0

T−iη | 〈G〉) =
∫

X |ζ
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤
∫

G
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ+
∫

cl(X\G)
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤ log(ℵ(
n−1∨
i=0

T−iη|G) + log(ℵ(
n−1∨
i=0

T−iη|cl(X\G)

≤ logℵ(
n−1∨
i=0

T−iβ|G) · 2n) + logℵ(
n−1∨
i=0

T−iβ|cl(X\G) · 2n)
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Let this inequality be divided by n and n approach to infinity, therefore

hµ(T | 〈G〉, η) ≤ htop(T | G, β) + log 2 + htop(T | cl(X\G), β)+ log 2

≤ htop(T | G) + htop(T | cl(X\G))+ 2 log 2

By Lemma 3.1

hµ(ζ | 〈G〉) ≤ hµ(η | 〈G〉) + Hµ(ζ | η)

≤ htop(T | G) + htop(T | cl(X\G))+ 2 log 2 + 1

This gives hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G)) + 2 log 2 + 1 for all
µ ∈ M(X, T ).

This inequality holds for T n so that

n · hµ(T | 〈G〉) ≤ n · htop(T | G) + n · htop(T | cl(X\G))+ 2 log 2 + 1

Divide by n and let n approach to infinity. Hence

hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G)).

Part 2. Part 1 shows that

sup
µ∈M (X,T )

hµ(T | 〈G〉) ≤ htop(T | G) + htop(T | cl(X\G))

so it is only necessary to demonstrate the opposite inequality.
Given ε > 0, we wish to produce a T -invariant probability measure µ such that

hµ(T | 〈G〉) ≥ htop(T | G, ε)

where
htop(T | G, ε) = lim sup

n→∞
1
n

log s(n, ε, G)

Here, s(n, ε, G) is the maximal cardinality of (n, ε) separating set for G.
Choose sequences ni → ∞ such that

htop(T | G, ε) = lim
i→∞

1
ni

log s(ni, ε, G)

Let Ei denote a maximal (ni, ε)-separated set in G such that card Ei = s(ni, ε, G).
Thus we have

htop(T | G, ε) = lim
i→∞

1
ni

log card Ei
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Letting δx denote the point mass at point x ∈ X , let

σi =
1

card Ei

∑
x∈Ei

δx,

and

µi =
1
ni

ni−1∑
j=0

σi ◦ T−j

Without loss of generality, assume that

µ = lim
i→∞

µi

Next we choose a measurable partitionα = {A1, A2, ..., Ak} ofX so that diam(Ai) <

ε and µ(∂Ai) = 0 for 1 ≤ i ≤ k. Since no member of
∨n−1

i−0 T−iα can contain
more than one member of En, it follows that

log s(n, ε, G) = Hσn(
n−1∨
i=0

T−iα)

= Hσn(
n−1∨
i=0

T−iα | 〈G〉)

≤
a(j)−1∑
r=0

Hσn(T−(rq+j)(
q−1∨
i=0

T−iα | 〈G〉)) +
∑
l∈S

Hσn(T−lα)

≤
a(j)−1∑
r=0

Hσn◦T−(rq+j)(
q−1∨
i=0

T−iα | 〈G〉) + 2q log (l)

Summing over j from 0 to q − 1, we obtain

q log s(n, ε, G) ≤
n−1∑
p=0

Hσn◦T−p(
q−1∨
i=0

T−iα | 〈G〉) + 2q2 log (l).

Dividing by n and using the concavity of −x logx, we can get

q

n
log s(n, ε) ≤ Hµn(

q−1∨
i=0

T−iα | 〈G〉) +
2q2

n
log (l)

Since the members of
∨q−1

i=0 T−iα have boundaries of µ-measure zero, by Lemma
3.6 we can claim that

lim
j→∞

Hµnj
(
q−1∨
i=0

T−iα | 〈G〉) = Hµ(
q−1∨
i=0

T−iα | 〈G〉)
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Therefore replacing n by nj in last inequality and letting j go to infinity produces

qs(ε, G) ≤ Hµ(
q−1∨
i=0

T−iα | 〈G〉) = Hµ(αq−1
0 | 〈G〉).

where s(ε, G) = limj→∞ 1
nj

log s(nj, ε, G). Divide by q and let q go to infinity.
Thus,

s(ε, G) ≤ hµ(T | 〈G〉, α) ≤ hµ(T | 〈G〉)
which proves the theorem.

Lemma 3.6. For any finite partition α,

lim
j→∞

Hµnj
(
q−1∨
i=0

T−iα | 〈G〉) = Hµ(
q−1∨
i=0

T−iα | 〈G〉)

Proof. Since G is a closed set, lim supj→∞ µnj (G) ≤ µ(G), and µnj is
supported on G, 1 ≤ µ(G), this implies that µ(G) = 1, i.e., µ is supported on G.

lim
j→∞

Hµnj
(
q−1∨
i=0

T−iα | 〈G〉) = lim
j→∞

Hµnj
(
q−1∨
i=0

T−iα)

= Hµ(
q−1∨
i=0

T−iα)

= Hµ(
q−1∨
i=0

T−iα | 〈G〉)

In the process of proving part 1 in Theorem 3.5, we also can show this way

Hµ(
n−1∨
i=0

T−iη | 〈G〉)

=
∫

X |ζ
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤
∫

G
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ +
∫

X\G
HµGi

(
n−1∨
i=0

T−iη) dπ∗µ

≤ µ(G) log(ℵ(
n−1∨
i=0

T−iη|G) + (1 − µ(G)) log(ℵ(
n−1∨
i=0

T−iη|cl(X\G))

≤ µ(G) logℵ(
n−1∨
i=0

T−iβ|G) · 2n) + (1− µ(G)) logℵ(
n−1∨
i=0

T−iβ|cl(X\G) · 2n)
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Thus, more accurate variational inequality is obtained.

Lemma 3.7. Let T : X → X be a continuous map of a compact metric space
X and let G be a closed fully T -invariant subspace, then

htop(T | G) ≤ sup
µ∈M (X,T )

hµ(T | 〈G〉)

≤ sup
µ∈M (X,T )

{µ(G)htop(T | G) + (1− µ(G))htop(T | cl(X\G))}

where M(X, T ) is the collection of all invariant measures µ under T and cl(X\G)
is the closure of X\G.

If this closed T -fully invariant subset G is the whole space X , then cl(X\B) =
φ. Then allows the following Lemma, which is the usual variational principle.

Lemma 3.8. Let T : X → X be a continuous function of a compact metric
space, then

htop(T ) = sup
µ∈M (X,T )

hµ(T )

where htop(T ) is the topological entropy of T , hµ(T ) is the measure-theoretic
entropy of T and M(X, T ) is the collection of all invariant measures µ under T .
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