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Weak Solutions for Nonlinear Neumann Boundary Value Problems with

p(x)-Laplacian Operators

Lingju Kong

Abstract. We study the nonlinear Neumann boundary value problem with a p(x)-

Laplacian operator∆p(x)u+ a(x)|u|p(x)−2u = f(x, u) in Ω,

|∇u|p(x)−2 ∂u

∂ν
= |u|q(x)−2u+ λ|u|w(x)−2u on ∂Ω,

where Ω ⊂ RN , with N ≥ 2, is a bounded domain with smooth boundary and q(x)

is critical in the context of variable exponent p∗(x) = (N − 1)p(x)/(N − p(x)). Using

the variational method and a version of the concentration-compactness principle for

the Sobolev trace immersion with variable exponents, we establish the existence and

multiplicity of weak solutions for the above problem.

1. Introduction

In this paper, we are concerned with the existence of weak solutions of the following

nonlinear Neumann boundary value problem with a p(x)-Laplacian operator

(1.1)

∆p(x)u+ a(x) |u|p(x)−2 u = f(x, u) in Ω,

|∇u|p(x)−2 ∂u

∂ν
= |u|q(x)−2 u+ λ |u|w(x)−2 u on ∂Ω,

where Ω ⊂ RN , with N ≥ 2, is a bounded domain with smooth boundary, ∂
∂ν is the outer

normal derivative, λ > 0 is a parameter, a ∈ C(Ω) with a(x) > 0 on Ω, p ∈ C0,1(Ω) (i.e.,

p is Lipschitz on Ω) with 1 < p(x) < N on Ω, q, w ∈ C(∂Ω), ∆p(x)u = div(|∇u|p(x)−2∇u)

is the p(x)-Laplacian operator, and f ∈ C(Ω× R).

In recent years, the study of differential equations and variational problems with vari-

able exponents has received considerable attention. For instance, the reader may refer

to [1–4,8,10,11,14–16,18,19,21,27] and the references therein for a small sample of some

recent work on this subject. These problems have many interesting applications in math-

ematical physics such as in the mathematical modelling of electrorheological fluids [17,23]
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and of other phenomena related to image processing, elasticity, and the flow in porous me-

dia [30]. It is well known that the study of variational problems with variable exponents

relies heavily on the theory for variable exponent Lebesgue and Sobolev spaces. We refer

the reader to Section 2 for a brief review of some related results and to the monograph [12]

for more information on these spaces. One fundamental point in the study of these spaces

is the generalization of the well known Sobolev immersion theorems. It has been shown

in [14,16] that the following immersions hold

W 1,p(x)(Ω) ↪→ Lr(x)(Ω) and W 1,p(x)(Ω) ↪→ Lq(x)(∂Ω)

if r ∈ C(Ω) and q ∈ C(∂Ω) satisfy

1 ≤ r(x) ≤ p∗(x) :=
Np(x)

N − p(x)
on Ω and 1 ≤ q(x) ≤ p∗(x) :=

(N − 1)p(x)

N − p(x)
on ∂Ω.

The exponents p∗(x) and p∗(x) are called the critical Sobolev exponent and the criti-

cal Sobolev trace exponent, respectively. Moreover, if {x ∈ Ω : r(x) = p∗(x)} 6= ∅ and

{x ∈ ∂Ω : q(x) = p∗(x)} 6= ∅, then the above immersions are not compact. We refer the

reader to [14,16] for more details.

A number of variations of problem (1.1) have been investigated in the literature. See,

for example, [6,9,22,24,29] for problems when p(x) is a constant and [1–4,10,11,14,21,27]

for problems with variable p(x). In particular, paper [10] proved, among others, the

existence of infinitely many eigenvalues for the Steklov eigenvalue problem∆p(x)u = |u|p(x)−2 u in Ω,

|∇u|p(x)−2 ∂u

∂ν
= λ |u|p(x)−2 u on ∂Ω,

and papers [1, 4, 21] studied the existence of multiple weak solutions of the problem∆p(x)u = |u|p(x)−2 u in Ω,

|∇u|p(x)−2 ∂u

∂ν
= g(x, u) on ∂Ω,

where g(x, t) is required to satisfy some suitable subcritical conditions. For nonlinear

Neumann boundary value problems with variable exponents, to the best of the author’s

knowledge, no work has been done when the nonlinearities in the boundary conditions

grow critically. In this paper, thanks to a recent concentration-compactness principle for

the Sobolev trace immersion with variable exponents obtained in [7], we are able to study

problem (1.1) when q(x) is critical. To be precise, we assume throughout, and without

further mention, that the following condition holds:

(H) The exponent q(x) satisfies

p(x) < q(x) ≤ p∗(x) on ∂Ω,
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and is critical in the sense that S := {x ∈ ∂Ω : q(x) = p∗(x)} 6= ∅.

As pointed out earlier, under condition (H), the compactness of the immersionW 1,p(x)(Ω)

↪→ Lq(x)(∂Ω) fails. So, in general, the Palais-Smale (PS, for short) condition is not sat-

isfied. To overcome this difficulty, we apply a version of the concentration-compactness

principle for the Sobolev trace immersion with variable exponents [7], so that a local

PS condition holds, which is sufficient for our proofs. In this paper, we consider the

existence of weak solutions of problem (1.1) in two cases:

p(x) < w(x) < p∗(x) on ∂Ω and 1 < w(x) < p(x) on ∂Ω.

For the first case, the mountain pass lemma is used to show problem (1.1) has at least one

nontrivial weak solution, and for the second case, a version of the dual fountain theorem

is utilized to prove that problem (1.1) has infinitely many weak solutions. Our results

improve and extend many known results in the literature.

The rest of this paper is organized as follows. Section 2 contains some preliminary

results, Section 3 contains the main results, and the proofs of the main results are given

in Section 4.

2. Preliminary results

In this section, we review some basic results for Lebesgue and Sobolev spaces with variable

exponents. These results can be found in, for example, [6, 7, 12–16,20].

For any bounded domain Ω ⊂ RN and p ∈ C(Ω) with p(x) ≥ 1 on Ω, the variable

exponent Lebesgue space Lp(x)(Ω) is defined by

Lp(x)(Ω) =

{
u : Ω→ R is measurable and

∫
Ω
|u(x)|p(x) dx <∞

}
.

Equipped with the so-called Luxemburg norm

‖u‖Lp(x)(Ω) = ‖u‖p(x) = inf

{
λ > 0 :

∫
Ω

∣∣∣u
λ

∣∣∣p(x)
dx ≤ 1

}
,

Lp(x)(Ω) is a separable and reflexive Banach space. It is clear that, when p(x) = p > 1 (a

positive constant), the space Lp(x)(Ω) becomes the well-known Lebesgue space Lp(Ω) and

the norm ‖u‖p(x) reduces to the standard norm ‖u‖p =
(∫

Ω |u|
p)1/p in Lp(Ω).

The variable exponent Sobolev space W 1,p(x)(Ω) is defined by

W 1,p(x)(Ω) =
{
u ∈ Lp(x)(Ω) : |∇u| ∈ Lp(x)(Ω)

}
.

Equipped with the norm

‖u‖ = ‖u‖p(x) + ‖∇u‖p(x) ,
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W 1,p(x)(Ω) is also a separable and reflexive Banach space. For any u ∈W 1,p(x)(Ω), let

(2.1) ‖u‖1,p(x) = inf

{
λ > 0 :

∫
Ω

(∣∣∣∣∇uλ
∣∣∣∣p(x)

+ a(x)
∣∣∣u
λ

∣∣∣p(x)
)
dx ≤ 1

}
.

In view of a(x) > 0 on Ω, we see that ‖u‖ and ‖u‖1,p(x) are equivalent norms in W 1,p(x)(Ω).

In this paper, for the convenience of the discussion, we use the norm ‖u‖1,p(x) forW 1,p(x)(Ω).

Throughout this paper, we use the notations

h+(Ω) := sup
x∈Ω

h(x) and h−(Ω) := inf
x∈Ω

h(x) for any h ∈ C(Ω),

h+(∂Ω) := sup
x∈Ω

h(x) and h−(∂Ω) := inf
x∈Ω

h(x) for any h ∈ C(∂Ω).

In the sequel, for simplicity, we often write both h+(Ω) and h+(∂Ω) as h+, and both

h−(Ω) and h−(∂Ω) as h− if their meanings are clear from the context of the content.

Proposition 2.1. Let

ρ(u) =

∫
Ω
|u|p(x) dx for any u ∈ Lp(x)(Ω)

and

ρ1,p(x)(u) =

∫
Ω

(
|∇u|p(x) + a(x) |u|p(x)

)
dx for any u ∈W 1,p(x)(Ω).

Then, we have

(a) if ‖u‖p(x) ≥ 1, then ‖u‖p
−

p(x) ≤ ρ(u) ≤ ‖u‖p
+

p(x);

(b) if ‖u‖p(x) ≤ 1, then ‖u‖p
+

p(x) ≤ ρ(u) ≤ ‖u‖p
−

p(x);

(c) if ‖u‖1,p(x) ≥ 1, then ‖u‖p
−

1,p(x) ≤ ρ1,p(x)(u) ≤ ‖u‖p
+

1,p(x);

(d) if ‖u‖1,p(x) ≤ 1, then ‖u‖p
+

1,p(x) ≤ ρ1,p(x)(u) ≤ ‖u‖p
−

1,p(x).

Parts (a) and (b) of Proposition 2.1 were proved in [16, Theorem 1.3]. Parts (c) and

(d) can be proved similarly. Proposition 2.2 below can be found in [15, Proposition 2.4].

Proposition 2.2. The conjugate space of Lp(x)(Ω) is Lp1(x)(Ω), where p1(x) is the conju-

gate of p(x), i.e., 1/p(x)+1/p1(x) = 1. Moreover, for any u ∈ Lp(x)(Ω) and v ∈ Lp1(x)(Ω),

we have the following Hölder-type inequality∣∣∣∣∫
Ω
uv dx

∣∣∣∣ ≤ ( 1

p−
+

1

p−1

)
‖u‖p(x) ‖v‖p1(x) ≤ 2 ‖u‖p(x) ‖v‖p1(x) .

The following proposition is a special case of [16, Theorem 2.3].
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Proposition 2.3. Assume that z ∈ C(Ω) satisfies 1 ≤ z(x) < p∗(x) on Ω. Then, there

exists a continuous and compact embedding W 1,p(x)(Ω) ↪→ Lz(x)(Ω).

In the sequel, we denote the boundary measure on ∂Ω by dS. For any z ∈ C(∂Ω) with

z(x) ≥ 1 on ∂Ω, we define the variable exponent Lebesgue space Lz(x)(∂Ω) on ∂Ω by

Lz(x)(∂Ω) =

{
u : ∂Ω→ R is measurable and

∫
∂Ω
|u(x)|z(x) dS <∞

}
.

The corresponding Luxemburg norm is given by

‖u‖r(x),∂Ω = inf

{
λ > 0 :

∫
∂Ω

∣∣∣u
λ

∣∣∣z(x)
dS ≤ 1

}
.

Remark 2.4. Similar to Propositions 2.1 and 2.2, the following results are true.

(i) Let ρ(u, ∂Ω) =
∫
∂Ω |u|

z(x) dS for any u ∈ Lz(x)(∂Ω). Then, we have (see, for example,

[10, Proposition 2.4])

(a) if ‖u‖z(x),∂Ω ≥ 1, then ‖u‖z
−

z(x),∂Ω ≤ ρ(u, ∂Ω) ≤ ‖u‖z
+

z(x),∂Ω;

(b) if ‖u‖z(x),∂Ω ≤ 1, then ‖u‖z
+

z(x),∂Ω ≤ ρ(u, ∂Ω) ≤ ‖u‖z
−

z(x),∂Ω.

(ii) For any u ∈ Lp(x)(∂Ω) and v ∈ Lp1(x)(∂Ω), where 1/p(x)+1/p1(x) = 1, the following

Hölder-type inequality holds∣∣∣∣∫
∂Ω
uv dS

∣∣∣∣ ≤ ( 1

p−
+

1

p−1

)
‖u‖p(x),∂Ω ‖v‖p1(x),∂Ω ≤ 2 ‖u‖p(x),∂Ω ‖v‖p1(x),∂Ω .

Parts (a) and (b) of Proposition 2.5 below give the Sobolev trace theorems for variable

exponent spaces and are taken from [14, Corollaries 2.1 and 2.2], respectively.

Proposition 2.5. Let Ω ⊆ RN be an open bounded domain with Lipschitz boundary.

Then,

(a) if p ∈ C(Ω) is such that p ∈ W 1,γ(Ω) with 1 ≤ p− ≤ p+ < N < γ, then there is a

continuous boundary trace embedding W 1,p(x)(Ω) ↪→ Lp∗(x)(∂Ω);

(b) if p ∈ C(Ω) is such that 1 < p(x) < N on Ω, then, for any z ∈ C(∂Ω) with

1 ≤ z(x) < p∗(x) on ∂Ω, there is a compact boundary trace embedding W 1,p(x)(Ω) ↪→
Lz(x)(∂Ω).

Consider Γ ⊂ ∂Ω, Γ 6= ∂Ω, a (possibly empty) closed set, and define

W
1,p(x)
Γ =

{
ψ ∈ C∞(Ω) : ψ vanishes in a neighbourhood of Γ

}
,
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where the closure is taken with respect to the norm defined in (2.1). Let q ∈ C(∂Ω) satisfy

condition (H). As in [7], we define the Sobolev trace constant in W
1,p(x)
Γ as

T (p(·), q(·),Ω,Γ) := inf
v∈W 1,p(x)

Γ

‖v‖1,p(x)

‖v‖q(x),∂Ω

= inf
v∈W 1,p(x)

Γ

‖v‖1,p(x)

‖v‖q(x),∂Ω\Γ
.

The following concentration-compactness principle was proved in [7, Theorem 4.1].

Proposition 2.6. Let {un}n∈N ⊂ W 1,p(x)(Ω) be a sequence such that un ⇀ u weakly in

W 1,p(x)(Ω). Then, there exist a countable set I, positive numbers {µi}i∈I and {νi}i∈I , and

points {xi}i∈I ⊂ S ⊂ ∂Ω such that

|un|q(x) dS ⇀ dν = |u|q(x) dS +
∑
i∈I

νiδxi weakly in the sense of measures,

|∇un|p(x) dx ⇀ dµ ≥ |∇u|p(x) dx+
∑
i∈I

µiδxi weakly in the sense of measures,

Siν
1

q(xi)

i ≤ µ
1

p(xi)

i ,

where Si = supε>0 T (p(·), q(·),Ωε,i,Γε,i) is the localized Sobolev trace constant with

Ωε,i = Ω ∩Bε(xi) and Γε,i = ∂Bε(xi) ∩ Ω.

Remark 2.7. Let S = min {1, infi∈I Si}. Then it is easy to see that 0 < S ≤ 1 and

Sν
1

q(xi)

i ≤ µ
1

p(xi)

i , i ∈ I.

Here, we just want to show that S > 0 since the rest part is obvious. It is clear that

T (p(·), q(·),Ω, ∅) > 0 by Proposition 2.5(a). Since Ω is bounded, there exits ε > 0 large

enough so that Ωε,i = Ω and Γε,i = ∅. Thus, Si ≥ T (p(·), q(·),Ω, ∅) > 0 for all i ∈
I. Assume, to the contrary, that S = 0. Then, there exists i0 ∈ I such that Si0 <

T (p(·), q(·),Ω, ∅), which is a contradiction. Hence, S > 0.

The following result can be approved by an argument similar to that of [13, Lemma 2.1].

Proposition 2.8. Let s1 ∈ C(∂Ω) and s2 ∈ L∞(∂Ω) be such that 1 ≤ s1(x)s2(x) ≤ ∞
for a.e. x ∈ ∂Ω. Let u ∈ Ls1(x)(∂Ω), u 6= 0. Then, we have

(a) if ‖u‖s1(x)s2(x),∂Ω ≤ 1, then ‖u‖s
+
2

s1(x)s2(x),∂Ω ≤
∥∥∥|u|s2(x)

∥∥∥
s1(x),∂Ω

≤ ‖u‖s
−
2

s1(x)s2(x),∂Ω;

(b) if ‖u‖s1(x)s2(x),∂Ω ≥ 1, then ‖u‖s
−
2

s1(x)s2(x),∂Ω ≤
∥∥∥|u|s2(x)

∥∥∥
s1(x),∂Ω

≤ ‖u‖s
+
2

s1(x)s2(x),∂Ω.
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3. Main results

In this paper, we need the following conditions:

(H1) Either p+(Ω) ≥ p−(Ω) ≥ 2 or 1 < p−(Ω) ≤ p+(Ω) < 2;

(H2) p(x) < w(x) < p∗(x) on ∂Ω and p+(Ω) < min {q−(∂Ω), w−(∂Ω)};

(H3) 1 < w(x) < p(x) on ∂Ω and w+(∂Ω) < p−(Ω);

(H4) there exist C > 0 and r ∈ C(Ω) with p(x) < r(x) < p∗(x) on Ω such that p+(Ω) <

r−(Ω) and

|f(x, t)| ≤ C
(

1 + |t|r(x)−1
)

for any x ∈ Ω and t ∈ R;

(H5) there exists α ∈ C(Ω) with α−(Ω) > p+(Ω) such that

0 < α(x)F (x, t) ≤ tf(x, t) for any x ∈ Ω and t ∈ R \ {0},

where F (x, t) =
∫ t

0 f(x, s) ds;

(H6) limt→0 f(x, t)/|t|p
+(Ω) = 0 uniformly for x ∈ Ω;

(H7) f(x, t) is odd with respect to t.

As mentioned in Section 2, in the remainder of the paper, we write p+(Ω) as p+, p−(Ω)

as p−, r−(Ω) as r−, q−(∂Ω) as q−, w+(∂Ω) as w+, w−(∂Ω) as w− for the sake of simplicity.

Define a functional φ : W 1,p(x)(Ω)→ R by

φ(u) =

∫
Ω

1

p(x)

(
|∇u|p(x) + a(x) |u|p(x)

)
dx−

∫
Ω
F (x, u) dx

−
∫
∂Ω

(
1

q(x)
|u|q(x) +

λ

w(x)
|u|w(x)

)
dS.

(3.1)

Then, under conditions (H), (H1) either (H2) or (H3), and (H4), we can see that φ ∈
C1(W 1,p(x)(Ω),R) and

〈
φ′(u), v

〉
=

∫
Ω

(
|∇u|p(x)−2∇u∇v + a(x) |u|p(x)−2 uv

)
dx−

∫
Ω
f(x, u)v dx

−
∫
∂Ω

(
|u|q(x)−2 uv + λ |u|w(x)−2 uv

)
dS

(3.2)

for any u, v ∈ W 1,p(x)(Ω). We say that u is a weak solution of problem (1.1) if u is the

critical point of φ on W 1,p(x)(Ω).

Now, we state our main theorems.
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Theorem 3.1. Assume that (H1), (H2), (H4), (H5) and (H6) hold. Then there exists

λ > 0, depending only on p, q, w, N and Ω, such that for all λ > λ, problem (1.1) has at

least one nontrivial solution in W 1,p(x)(Ω).

Theorem 3.2. Assume that (H1), (H3), (H4), (H5) and (H7) hold. Then there exists

λ > 0, depending only on p, q, w, N and Ω, such that for all 0 < λ < λ, problem (1.1)

has infinitely many solutions un ∈W 1,p(x)(Ω), n ∈ N, such that φ(un) < 0 and φ(un)→ 0

as n→∞.

Remark 3.3. We want to emphasize that condition (H6) is not needed in Theorem 3.2.

4. Proofs of main results

4.1. Proof of Theorem 3.1

In this subsection, we assume all the conditions of Theorem 3.1 are satisfied. To prove

Theorem 3.1, we need the following version of the mountain pass lemma whose proof can

be found in [5]. Below, let (X, ‖ · ‖) be a Banach space and X∗ its dual space.

Lemma 4.1. Let φ be a functional on X, φ ∈ C1(X,R). Assume that there exist r,R > 0

such that

(i) φ(u) > r for any u ∈ X with ‖u‖ = R,

(ii) φ(0) = 0 and φ(v0) < r for some v0 ∈ X with ‖v0‖ > R.

Define C = {g ∈ C([0, 1], X) : g(0) = 0, g(1) = v0} and

c = inf
g∈C

max
t∈[0,1]

φ(g(t)).

Then, there exists a sequence {un} ⊂ X such that φ(un)→ c and φ′(un)→ 0 in X∗.

Definition 4.2. Let c ∈ R. A functional φ ∈ C1(X,R) is said to satisfy the (PS)c condi-

tion if any sequence {un} ⊂ X such that

(4.1) φ(un)→ c, φ′(un)→ 0 in X∗, as n→∞,

contains a subsequence converging to a critical point of φ. Any sequence {un} satisfying

(4.1) is called a (PS)c sequence for φ with energy level c.

Lemma 4.3. Let {un} ⊂W 1,p(x)(Ω) be a (PS)c sequence for φ with energy level c, where

φ is defined by (3.1). Then, {un} is bounded in W 1,p(x)(Ω).
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Proof. Let {un} ⊂W 1,p(x)(Ω) be a (PS)c sequence for φ, i.e.,

φ(un)→ c, φ′(un)→ 0 in (W 1,p(x)(Ω))∗, as n→∞.

Choose β ∈ (p+,min {q−, w−, α−}). Then, for n sufficiently large, from Proposition 2.1,

(H5), (3.1) and (3.2), we obtain that

|c|+ 1 + ‖un‖1,p(x)

≥ φ(un)− 1

β

〈
φ′(un), un

〉
=

∫
Ω

(
1

p(x)
− 1

β

)(
|∇un|p(x) + a(x) |un|p(x)

)
dx+

∫
Ω

(
1

β
f(x, un)un − F (x, un)

)
dx

+

∫
∂Ω

(
1

β
− 1

q(x)

)
|un|q(x) dS + λ

∫
∂Ω

(
1

β
− 1

w(x)

)
|un|w(x) dS

≥
(

1

p+
− 1

β

)∫
Ω

(
|∇un|p(x) + a(x) |un|p(x)

)
dx+

(
1

β
− 1

q−

)∫
∂Ω
|un|q(x) dS

+ λ

(
1

β
− 1

w−

)∫
∂Ω
|un|w(x) dS

≥
(

1

p+
− 1

β

)
min

{
‖un‖p

−

1,p(x) , ‖un‖
p+

1,p(x)

}
+

(
1

β
− 1

q−

)∫
∂Ω
|un|q(x) dS

+ λ

(
1

β
− 1

w−

)∫
∂Ω
|un|w(x) dS.

Since

p+ ≥ p− > 1,
1

p+
− 1

β
> 0,

1

β
− 1

q−
> 0 and

1

β
− 1

w−
> 0,

we see that {un} is bounded in W 1,p(x)(Ω). This completes the proof of the lemma.

In the remainder of the paper, let p1(x), q1(x), w1(x) and r1(x) be the conjugates of

p(x), q(x), w(x) and r(x), respectively.

Lemma 4.4. Let {un} ⊂ W 1,p(x)(Ω) be a (PS)c sequence for φ with energy level c

and θ ∈ (p+,min {q−, w−, α−}) be fixed, where φ is defined by (3.1). If c < (1
θ −

1
q− )S(N−1)p+/(p−−1), where S is given in Remark 2.7, then there exists a subsequence of

{un} that converges strongly in W 1,p(x)(Ω).

Proof. Let {un} be given as in the lemma. By Lemma 4.3, {un} is bounded in W 1,p(x)(Ω).

Then, in view of Propositions 2.3, 2.5, 2.6 and Remark 2.7, up to a subsequence, we may
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assume that

(4.2)



un ⇀ u weakly in W 1,p(x)(Ω),

un → u strongly in Lr(x)(Ω), 1 < r(x) < p∗(x) on Ω,

un → u strongly in Lw(x)(∂Ω), 1 < w(x) < p∗(x) on ∂Ω,

un → u a.e. on Ω,

|un|q(x) dS ⇀ dν = |u|q(x) dS +
∑

i∈I νiδxi , νi > 0,

|∇un|p(x) dx ⇀ dµ ≥ |∇u|p(x) dx+
∑

i∈I µiδxi , µi > 0,

Sν
1

q(xi)

i ≤ µ
1

p(xi)

i , i ∈ I.

In the following, we show that I = ∅. Assume, to the contrary, that I 6= ∅. Let j ∈ I
be fixed and φ ∈ C∞0 (RN ) with the support in the unit ball of RN . For any ε > 0, let

φj,ε(x) = φ(
x−xj
ε ). Since φ′(un)→ 0 in (W 1,p(x)(Ω))∗, we have

lim
n→∞

〈
φ′(un), φj,εun

〉
= 0.

On the other hand, note from (3.2) that〈
φ′(un), φj,εun

〉
=

∫
Ω

(
|∇un|p(x)−2∇un∇(φj,εun) + a(x) |un|p(x) φj,ε

)
dx

−
∫

Ω
f(x, un)unφj,ε dx−

∫
∂Ω

(
|un|q(x) φj,ε + λ |un|w(x) φj,ε

)
dS

=

∫
Ω

(
|∇un|p(x) φj,ε + |∇un|p(x)−2∇un∇(φj,ε)un + a(x) |un|p(x) φj,ε

)
dx

−
∫

Ω
f(x, un)unφj,ε dx−

∫
∂Ω

(
|un|q(x) φj,ε + λ |un|w(x) φj,ε

)
dS.

Then, passing to the limit as n→∞, from (4.2), we see that

lim
n→∞

∫
Ω
|∇un|p(x)−2∇un∇(φj,ε)un dx

= −
∫

Ω
φj,ε dµ−

∫
Ω
a(x) |u|p(x) φj,ε dx+

∫
Ω
f(x, u)uφj,ε dx

+

∫
∂Ω
φj,ε dν + λ

∫
∂Ω
|u|w(x) φj,ε dS.

(4.3)

In virtue of Proposition 2.2, we obtain that∣∣∣∣∫
Ω
|∇un|p(x)−2∇un∇(φj,ε)un dx

∣∣∣∣ ≤ 2

ε
‖∇φ‖∞

∥∥∥|∇un|p(x)−1
∥∥∥
L
p1(x)
ε

‖un‖Lp(x)
ε

≤ d

ε
‖un‖Lp(x)

ε
,

where d = 2 ‖∇φ‖∞ supn∈N

∥∥∥|∇un|p(x)−1
∥∥∥
L
p1(x)
ε

, L
p1(x)
ε = Lp1(x)(Bε(xj)) and L

p(x)
ε =
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Lp(x)(Bε(xj)) with Bε(xj) being the ball of center xj and radius ε. From Propositions 2.1

and 2.2, and the fact that p− ≤ p+ < N , it follows that

lim
n→∞

∣∣∣∣∫
Ω
|∇un|p(x)−2∇un∇(φj,ε)un dx

∣∣∣∣
≤ d

ε
‖u‖

L
p(x)
ε

≤ d

ε

(∫
Bε(xj)

|u|p(x)

)1/p+

+
d

ε

(∫
Bε(xj)

|u|p(x)

)1/p−

=
d

ε
O(εN/p

+
) +

d

ε
O(εN/p

−
)→ 0 as ε→ 0.

Hence, letting ε→ 0 in (4.3), we have

0 ≤ −µj + νj ,

i.e., νj ≥ µj . Thus, from the last inequality in (4.2), we get that

Sν
1

q(xj)

j ≤ ν
1

p(xj)

j ,

and so,

νj ≥ S
p(xj)q(xj)

q(xj)−p(xj) .

Since xj ∈ S ⊂ ∂Ω, we have q(xj) = p∗(xj). This, together with the fact that 0 < S ≤ 1,

implies that

(4.4) νj ≥ S
(N−1)p(xj)

p(xj)−1 ≥ S
(N−1)p+

p−−1 .

In view of θ ∈ (p+,min {q−, w−, α−}), from (H5), (3.1), (3.2), (4.2) and (4.4), we obtain

that

c = lim
n→∞

φ(un) = lim
n→∞

(
φ(un)− 1

θ

〈
φ′(un), un

〉)
= lim

n→∞

[ ∫
Ω

(
1

p(x)
− 1

θ

)(
|∇un|p(x) + a(x) |un|p(x)

)
dx

+

∫
Ω

(
1

θ
f(x, un)un − F (x, un)

)
dx+

∫
∂Ω

(
1

θ
− 1

q(x)

)
|un|q(x) dS

+ λ

∫
∂Ω

(
1

θ
− 1

w(x)

)
|un|w(x) dS

]
≥
(

1

θ
− 1

q−

)(∫
∂Ω
|u|q(x) dS +

∑
i∈I

νiδxi

)

≥
(

1

θ
− 1

q−

)
νj ≥

(
1

θ
− 1

q−

)
S

(N−1)p+

p−−1 ,



1366 Lingju Kong

which contradicts the assumption that c < (1
θ −

1
q− )S(N−1)p+/(p−−1). Hence, I = ∅.

Therefore, we have

(4.5)

∫
∂Ω
|un|q(x) dS →

∫
∂Ω
|u|q(x) dS as n→∞,

i.e., un → u in Lq(x)(∂Ω).

In the sequel, we let

Θn(un, u) = −
∫

Ω
(f(x, un)− f(x, u)) (un − u) dx

−
∫
∂Ω

(
|un|q(x)−2 un − |u|q(x)−2 u

)
(un − u) dS

− λ
∫
∂Ω

(
|un|w(x)−2 un − |u|w(x)−2 u

)
(un − u) dS

and C1 = 2 supn∈N ‖f(x, un)− f(x, u)‖r1(x). Then, 0 ≤ C1 < ∞ by (H4). By Proposi-

tion 2.2, Remark 2.4, (4.2) and (4.5), we have∣∣∣∣∫
Ω

(f(x, un)− f(x, u)) (un − u) dx

∣∣∣∣ ≤ 2 ‖f(x, un)− f(x, u)‖r1(x) ‖un − u‖r(x)

≤ C1 ‖un − u‖r(x) → 0 as n→∞,

∣∣∣∣∫
∂Ω

(
|un|q(x)−2 un − |u|q(x)−2 u

)
(un − u) dS

∣∣∣∣
≤
∥∥∥|un|q(x)−2 un − |u|q(x)−2 u

∥∥∥
q1(x),∂Ω

‖un − u‖q(x),∂Ω → 0 as n→∞

and ∣∣∣∣∫
∂Ω

(
|un|w(x)−2 un − |u|w(x)−2 u

)
(un − u) dS

∣∣∣∣
≤
∥∥∥|un|w(x)−2 un − |u|w(x)−2 u

∥∥∥
w1(x),∂Ω

‖un − u‖w(x),∂Ω → 0 as n→∞.

Hence,

(4.6) Θn(un, u)→ 0 as n→∞.

Moreover, it is easy to check that

(4.7)
〈
φ′(un)− φ′(u), un − u

〉
→ 0 as n→∞.

On the other hand, from (3.2), we see that〈
φ′(un)− φ′(u), un − u

〉
=

∫
Ω

(
|∇un|p(x)−2∇un − |∇u|p(x)−2∇u

)
(∇un −∇u) dx

+

∫
Ω
a(x)

(
|un|p(x)−2 un − |u|p(x)−2 u

)
(un − u) dx+ Θn(un, u).

(4.8)
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Recall the following well known inequalities (see, for example (2.2) in [25])

(4.9)
(
|x|p−2

x− |y|p−2
y, x− y

)
≥


1

2p
|x− y|p if p ≥ 2,

(p− 1) |x− y|2

(|x|+ |y|)2−p if 1 < p < 2,
for x, y ∈ Rk with k ∈ N,

where (· , ·) is the inner product in Rk.
If p+ ≥ p− ≥ 2, then, from Proposition 2.1, (4.8) and (4.9), we have〈
φ′(un)− φ′(u), un − u

〉
≥ 1

2p(x)

∫
Ω

(
|∇un −∇u|p(x) + a(x) |un − u|p(x)

)
dx+ Θn(un, u)

≥ 1

2p(x)
min

{
‖un − u‖p

−

1,p(x) , ‖un − u‖
p+

1,p(x)

}
+ Θn(un, u).

Then, from (4.6) and (4.7), we have ‖un − u‖1,p(x) → 0 as n → ∞, i.e., un → u in

W 1,p(x)(Ω).

If 1 < p− ≤ p+ < 2, then, in view of Propositions 2.1 and 2.2, we obtain that∫
Ω

a(x) |un − u|p(x)
dx

=

∫
Ω

(
(a(x))p(x)/2 |un − u|p(x)

(|un|+ |u|)p(x)(2−p(x))/2

)(
(a(x))(2−p(x))/2(|un|+ |u|)p(x)(2−p(x))/2

)
dx

≤

∥∥∥∥∥ ap(x)/2 |un − u|p(x)

(|un|+ |u|)p(x)(2−p(x))/2

∥∥∥∥∥
L2/p(x)(Ω)

∥∥∥a(2−p(x))/2(|un|+ |u|)p(x)(2−p(x))/2
∥∥∥
L2/(2−p(x))(Ω)

≤

(∫
Ω

a(x) |un − u|2

(|un|+ |u|)2−p(x)
dx

)κ1 (∫
Ω

a(x)(|un|+ |u|)p(x) dx

)κ2

≤ 2κ2p
+

(∫
Ω

a(x) |un − u|2

(|un|+ |u|)2−p(x)
dx

)κ1 (∫
Ω

a(x)(|un|p(x)
+ |u|p(x)

) dx

)κ2

≤ 2κ2p
+

(∫
Ω

a(x) |un − u|2

(|un|+ |u|)2−p(x)
dx

)κ1 (
ρ1,p(x)(un) + ρ1,p(x)(u)

)κ2

≤ 2κ2p
+

(∫
Ω

a(x) |un − u|2

(|un|+ |u|)2−p(x)
dx

)κ1

(ν(un, u))κ2 ,

(4.10)

where

κ1 =


p+

2
if
∥∥∥ ap(x)/2|un−u|p(x)

(|un|+|u|)p(x)(2−p(x))/2

∥∥∥
L2/p(x)(Ω)

≥ 1,

p−

2
if
∥∥∥ ap(x)/2|un−u|p(x)

(|un|+|u|)p(x)(2−p(x))/2

∥∥∥
L2/p(x)(Ω)

< 1,

κ2 =


2− p−

2
if
∥∥a(2−p(x))/2(|un|+ |u|)p(x)(2−p(x))/2

∥∥
L2/(2−p(x))(Ω)

≥ 1,

2− p+

2
if
∥∥a(2−p(x))/2(|un|+ |u|)p(x)(2−p(x))/2

∥∥
L2/(2−p(x))(Ω)

< 1

and

ν(un, u) = max
{
‖un‖p

−

1,p(x) , ‖un‖
p+

1,p(x)

}
+ max

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
.
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Similarly, we can obtain that

(4.11)

∫
Ω
|∇un −∇u|p(x) dx ≤ 2κ2p+

(∫
Ω

|∇un −∇u|2

(|∇un|+ |∇u|)2−p(x)
dx

)κ1

(ν(un, u))κ2 .

From (4.8), (4.9), (4.10), (4.11) and Proposition 2.1, it follows that〈
φ′(un)− φ′(u), un − u

〉
≥ (p− 1)

∫
Ω

(
|∇un −∇u|2

(|∇un|+ |∇u|)2−p(x)
+

∫
Ω

a(x) |un − u|2

(|un|+ |u|)2−p(x)

)
dx+ Θn(un, u)

≥ (p− 1)

2
κ2
κ1
p+

(∫
Ω |∇un −∇u|

p(x) dx
)1/κ1

+
(∫

Ω a(x) |un − u|p(x) dx
)1/κ1

ν(un, u))κ2/κ1
+ Θn(un, u)

≥ (p− 1)

2
1
κ1

(1+κ2p+)

(∫
Ω |∇un −∇u|

p(x) + a(x) |un − u|p(x) dx
)1/κ1

(ν(un, u))κ2/κ1
+ Θn(un, u)

≥ (p− 1)

2
1
κ1

(1+κ2p+)

(
min

{
‖un − u‖p

−

1,p(x) , ‖un − u‖
p+

1,p(x)

})1/κ1

(ν(un, u))κ2/κ1
+ Θn(un, u).

Combining this with (4.6) and (4.7), we have ‖un − u‖1,p(x) → 0 as n → ∞, i.e., un → u

in W 1,p(x)(Ω). This completes the proof of the lemma.

Now, we are ready to prove Theorem 3.1.

Proof of Theorem 3.1. We will apply Lemmas 4.1 and 4.4 to prove Theorem 3.1. To apply

Lemma 4.1, we need to verify that there exist r,R > 0 such that

(i) φ(u) > r for any u ∈W 1,p(x)(Ω) with ‖u‖ = R,

(ii) φ(0) = 0 and φ(v0) < r for some v0 ∈W 1,p(x)(Ω) with ‖v0‖ > R.

We first check condition (i). By (H4) and (H6), there exists C2 > 0 such that

(4.12) F (x, t) ≤ ε |t|p
+

+ C2 |t|r(x) for all x ∈ Ω and t ∈ R,

where ε → 0 as t → 0. For any u ∈ W 1,p(x)(Ω) with ‖u‖1,p(x) < 1, we may assume that

‖u‖r(x) < 1, ‖u‖q(x),∂Ω < 1 and ‖u‖w(x),∂Ω < 1. The other cases can be treated similarly.

Then, in view of Propositions 2.1, 2.3 and 2.5, Remark 2.4, (3.1) and (4.12), there exist

positive constants C3, C4, C5, C6 such that

φ(u) ≥ 1

p+
‖u‖p

+

1,p(x) − ε
∫

Ω
|u|p

+

dx− C2

∫
Ω
|u|r(x) dx

− 1

q−

∫
∂Ω
|u|q(x) dx− λ

w−

∫
∂Ω
|u|w(x) dx
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≥ 1

p+
‖u‖p

+

1,p(x) − εC3 ‖u‖p
+

1,p(x) − C2 ‖u‖r
−

r(x) −
1

q−
‖u‖q

−

q(x),∂Ω −
λ

w−
‖u‖w

−

w(x),∂Ω

≥
(

1

p+
− εC3

)
‖u‖p

+

1,p(x) − C4 ‖u‖r
−

1,p(x) − C5 ‖u‖q
−

1,p(x) − C6 ‖u‖w
−

1,p(x) .

Let h(t) = ( 1
p+ − εC3)tp

+ − C3t
r− − C4t

q− − C5t
w−

. Since p+ < min {r−, q−, w−}, we see

that there exist r,R > 0 such that h(R) > r. This proves (i).

On the other hand, from p+ < max {r+, q+, w+}, we have limt→∞ φ(tu0) = −∞ for

a fixed u0 ∈ W 1,p(x)(Ω) with ‖u0‖1,p(x) 6= 0. This, together with the fact that φ(0) = 0,

implies that condition (ii) holds.

By Lemma 4.1, there exists a sequence {un} ⊂ W 1,p(x)(Ω) such that φ(un) → c

and φ′(un) → 0 in (W 1,p(x)(Ω))∗, where c = infg∈C maxt∈[0,1] φ(g(t)) with C = {g ∈
C([0, 1],W 1,p(x)(Ω)) : g(0) = 0, g(1) = v0}.

Now, in virtue of Lemma 4.4, the proof will be finished if we can show that

(4.13) c <

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1).

Below, we show that (4.13) holds for all large λ. For v ∈ W 1,p(x)(Ω) such that

‖v‖1,p(x) ≤ 1. Then, for 0 < t < 1, from Proposition 2.1 and (3.1), we have

φ(tv) ≤ 1

p−

∫
Ω
tp(x)

(
|∇v|p(x) + a(x) |v|p(x)

)
dx− λ

w+

∫
∂Ω
tw(x) |v|w(x) dS

≤ tp
−

p−
‖v‖1,p(x) −

λtw
+

w+

∫
∂Ω
|v|w(x) dS = h(t),

where h(t) = a1t
p− −λa2t

w+
with a1 = 1

p− ‖v‖1,p(x) and a2 = λ
w+

∫
∂Ω |v|

w(x) dS. Note that

the maximum of h(t) is achieved at tλ = ( p−a1

λa2w+ )1/(w+−p−). Then, there exists λ > 0 such

that (4.13) holds for all λ > λ. This completes the proof of the theorem.

4.2. Proof of Theorem 3.2

In this subsection, we assume all the conditions of Theorem 3.2 are satisfied. To prove

Theorem 3.2, we need to recall the dual fountain theorem. To this end, let X be a reflexive

and separable Banach space with the norm ‖ · ‖X and X∗ its dual space. Then, it is well

known (see, for example, [28, p. 233]) that there exist ei ∈ X and e∗i ∈ X∗ such that

X = span {ei : i = 1, 2, . . .}, X∗ = span {e∗i : i = 1, 2, . . .}w
∗

and

〈e∗i , ej〉 =

1 if i = j,

0 if i 6= j.
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For convenience, we write

(4.14) Xi = span {ei} , Yk =
k⊕
i=1

Xi and Zk =
∞⊕
i=k

Xi.

Definition 4.5. Let c ∈ R. A functional φ ∈ C1(X,R) is said to satisfy the (PS)∗c condi-

tion (with respect to {Yn}) if any sequence
{
unj
}
⊂ X such that

φ(unj )→ c, φ′|Ynj (unj )→ 0 in X∗, as nj →∞,

contains a subsequence converging to a critical point of φ.

Obviously, (PS)c condition implies (PS)∗c condition. The following dual fountain the-

orem can be found in [26, Theorem 3.18].

Lemma 4.6. Let φ ∈ C1(X,R) be an even functional. Assume that, for any k ≥ k0 ∈ N,

there exist ρk > γk > 0 such that

(B1) ak := infu∈Zk,‖u‖X=ρk φ(u) ≥ 0;

(B2) bk := supu∈Yk,‖u‖X=γk
φ(u) < 0;

(B3) dk := infu∈Zk,‖u‖X≤ρk φ(u)→ 0 as k →∞;

(B4) φ satisfies the (PS)∗c condition for every c ∈ [dk0 , 0).

Then, I has a sequence of negative critical values converging to 0.

In the sequel, we let Yk and Zk be defined by (4.14) with X = W 1,p(x)(Ω).

Lemma 4.7. The following conclusions are true.

(a) For k ∈ N, define

βk = sup
u∈Zk

‖u‖1,p(x)=1

‖u‖L1(Ω) .

Then, limk→∞ βk = 0.

(b) For k ∈ N, define

σk = sup
u∈Zk

‖u‖1,p(x)=1

‖u‖w(x),∂Ω .

Then, limk→∞ σk = 0.
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Proof. The proofs of parts (a) and (b) are similar. Below, we just prove part (b). Obvi-

ously, 0 < σk+1 < σk. Then, there exists σ ≥ 0 such that limk→∞ σk = σ. For any k ∈ N,

let uk ∈ Zn be such that

(4.15) ‖uk‖1,p(x) = 1 and 0 ≤ σk − ‖uk‖w(x),∂Ω <
1

k
.

Since W 1,p(x)(Ω) is reflexive, there exists a subsequence of {uk} (which is still denoted

by {uk}) and u ∈ W 1,p(x)(Ω) such that uk ⇀ u. We claim u = 0. In fact, for any

e∗m ∈ {e∗k : k ∈ N}, we have 〈e∗m, uk〉 = 0 when k > m. Hence,

〈e∗m, u〉 = lim
k→∞

〈e∗m, uk〉 = 0 for m ∈ N.

Therefore, u = 0, i.e., uk ⇀ 0. By Proposition 2.5, W 1,p(x)(Ω) ↪→ Lw(x)(∂Ω) is compact.

Hence, uk → 0 in Lw(x)(∂Ω). Then, from (4.15), limk→∞ σk = 0. This completes the proof

of the lemma.

Lemma 4.8. Let {un} ⊂W 1,p(x)(Ω) be a (PS)c sequence for φ with energy level c, where

φ is defined by (3.1). Then, {un} is bounded in W 1,p(x)(Ω).

The proof of this lemma is similar to that of Lemma 4.3.

Proof. Let {un} ⊂W 1,p(x)(Ω) be a (PS)c sequence for φ, i.e.,

φ(un)→ c, φ′(un)→ 0 in (W 1,p(x)(Ω))∗ as n→∞.

Choose β ∈ (p+,min {q−, α−}). Then, for n sufficiently large, from Propositions 2.1 and

2.5, Remark 2.4, (H5), (3.1) and (3.2), we obtain that

|c|+ 1 + ‖un‖1,p(x)

≥ φ(un)− 1

β

〈
φ′(un), un

〉
=

∫
Ω

(
1

p(x)
− 1

β

)(
|∇un|p(x) + a(x) |un|p(x)

)
dx+

∫
Ω

(
1

β
f(x, un)un − F (x, un)

)
dx

+

∫
∂Ω

(
1

β
− 1

q(x)

)
|un|q(x) dS + λ

∫
∂Ω

(
1

β
− 1

w(x)

)
|un|w(x) dS

≥
(

1

p+
− 1

β

)∫
Ω

(
|∇un|p(x) + a(x) |un|p(x)

)
dx+

(
1

β
− 1

q−

)∫
∂Ω
|un|q(x) dS

+ λ

(
1

β
− 1

w−

)
max

{
‖un‖w

−

w(x),∂Ω , ‖un‖
w+

w(x),∂Ω

}
≥
(

1

p+
− 1

β

)
min

{
‖un‖p

−

1,p(x) , ‖un‖
p+

1,p(x)

}
+

(
1

β
− 1

q−

)∫
∂Ω
|un|q(x) dS

+ λC6

(
1

β
− 1

w−

)
max

{
‖un‖w

−

1,p(x) , ‖un‖
w+

1,p(x)

}
,
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where C6 > 0 is an appropriate constant. Since

p+ ≥ p− > w+ ≥ w− > 1,
1

p+
− β > 0 and

1

β
− 1

q−
> 0,

we get that {un} is bounded in W 1,p(x)(Ω). This completes the proof of the lemma.

Now, let θ ∈ (p+,min {q−, α−}) be fixed. To present the next lemma, we first introduce

the following notations:

b1 =
1

θ
− 1

q−
> 0, b2 =

(
1

w−
− 1

θ

)
‖1‖q(x)/(q(x)−w(x)),∂Ω > 0,

K1 =
b1b2(w+ − q−)

q−b1

(
w+b2
q−b1

)q−/(q−−w+)

< 0,

K2 =
b1b2(w− − q+)

q+b1

(
w−b2
q+b1

)q+/(q+−w−)

< 0

and

K = min {K1,K2} < 0.

Clearly, K depends only on q, w, θ and Ω.

Lemma 4.9. Let {un} ⊂ W 1,p(x)(Ω) be a (PS)c sequence for φ with energy level c and

θ ∈ (p+,min {q−, α−}) be fixed, where φ is defined by (3.1). If

(4.16) c <

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +K max

{
λq

−/(q−−w+), λq
+/(q+−w−)

}
,

where S is given in Remark 2.4, then there exists a subsequence of {un} that converges

strongly in W 1,p(x)(Ω).

The proof of Lemma 4.9 is similar to that of Lemma 4.4. In what follows, we give a

sketch of the proof.

Proof. Let {un} be given as in the lemma. By Lemma 4.8, {un} is bounded in W 1,p(x)(Ω).

Then, up to a subsequence, we may assume that (4.2) holds. Let I be the set appeared in

(4.2). Below, we show that I = ∅. Assume, to the contrary, that I 6= ∅. Let j ∈ I be fixed

and φ ∈ C∞0 (RN ) with the support in the unit ball of RN . Then, arguing as in the proof

of Lemma 4.4, we can show that (4.4) holds. From (H5), (3.1), (3.2), (4.2), (4.4) and the

fact that θ ∈ (p+,min {q−, α−}), it follows that

c = lim
n→∞

φ(un) = lim
n→∞

(
φ(un)− 1

θ

〈
φ′(un), un

〉)
= lim

n→∞

[ ∫
Ω

(
1

p(x)
− 1

θ

)(
|∇un|p(x) + a(x) |un|p(x)

)
dx
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+

∫
Ω

(
1

θ
f(x, un)un − F (x, un)

)
dx+

∫
∂Ω

(
1

θ
− 1

q(x)

)
|un|q(x) dS

+ λ

∫
∂Ω

(
1

θ
− 1

w(x)

)
|un|w(x) dS

]
≥
(

1

θ
− 1

q−

)∫
∂Ω
|u|q(x) dS +

(
1

θ
− 1

q−

)
νj + λ

(
1

θ
− 1

w−

)∫
∂Ω
|u|w(x) dS

≥
(

1

θ
− 1

q−

)∫
∂Ω
|u|q(x) dS +

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1)

+ λ

(
1

θ
− 1

w−

)∫
∂Ω
|u|w(x) dS.

Now, in view of Remark 2.4, we obtain that

c ≥
(

1

θ
− 1

q−

)∫
∂Ω
|u|q(x) dS +

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1)

+ λ

(
1

θ
− 1

w−

)
‖1‖q(x)/(q(x)−w(x)),∂Ω

∥∥∥uw(x)
∥∥∥
q(x)/w(x),∂Ω

.

(4.17)

If ‖u‖q(x),∂Ω ≥ 1, from Remark 2.4, Proposition 2.8 and (4.17), we have

c ≥
(

1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +

(
1

θ
− 1

q−

)
‖u‖q

−

q(x),∂Ω

+ λ

(
1

θ
− 1

w−

)
‖1‖q(x)/(q(x)−w(x)),∂Ω ‖u‖

w+

q(x),∂Ω

=

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1) + b1 ‖u‖q

−

q(x),∂Ω − λb2 ‖u‖
w+

q(x),∂Ω .

Let

h1(t) = b1t
q− − λb2tw

+
, t > 0.

Since h1(t) achieves its absolute minimum at t0 =
(
λw+b2
q−b1

)1/(q−−w+)
, we have

h1(t) ≥ h1(t0) =
b1b2(w+ − q−)

q−b1

(
w+b2
q−b1

)q−/(q−−w+)

λq
−/(q−−w+) = K1λ

q−/(q−−w+).

Hence,

(4.18) c ≥
(

1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +K1λ

q−/(q−−w+).

On the other hand, if ‖u‖q(x),∂Ω ≤ 1, again from Remark 2.4, Proposition 2.8 and

(4.17),

c ≥
(

1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +

(
1

θ
− 1

q−

)
‖u‖q

+

q(x),∂Ω

+ λ

(
1

θ
− 1

w−

)
‖1‖q(x)/(q(x)−w(x)),∂Ω ‖u‖

w−

q(x),∂Ω

=

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1) + b1 ‖u‖q

+

q(x),∂Ω − λb2 ‖u‖
w−

q(x),∂Ω .



1374 Lingju Kong

Let

h2(t) = b1t
q+ − λb2tw

−
, t > 0.

Since h2(t) achieves its absolute minimum at t0 =
(
λw−b2
q+b1

)1/(q+−w−)
, we have

h1(t) ≥ h1(t0) =
b1b2(w− − q+)

q+b1

(
w−b2
q+b1

)q+/(q+−w−)

λq
+/(q+−w−) = K2λ

q+/(q+−w−).

Thus,

(4.19) c ≥
(

1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +K2λ

q+/(q+−w−).

From (4.18) and (4.19), we see that

c ≥
(

1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +K max

{
λq

−/(q−−w+), λq
+/(q+−w−)

}
,

which contradicts (4.16). Therefore, I = ∅. This, in turn, implies that (4.5) holds. Now,

by following exactly the same argument as in the proof of Lemma 4.4, we can finish the

proof of the lemma.

Lemma 4.10. There exists λ > 0 such that if 0 < λ < λ, then φ satisfies a local

(PS)c condition for any c ≤ 0.

Proof. Let c ≤ 0. Clearly, there exists λ > 0 such that if 0 < λ < λ, then

c ≤ 0 <

(
1

θ
− 1

q−

)
S(N−1)p+/(p−−1) +K max

{
λq

−/(q−−w+), λq
+/(q+−w−)

}
.

Then, by Lemma 4.8, φ satisfies a local (PS)c condition when 0 < λ < λ.

Now, we are in a position to prove Theorem 3.2.

Proof of Theorem 3.2. Let λ be given as in Lemma 4.10 and 0 < λ < λ. We will apply

Lemma 4.6 to prove Theorem 3.2. From (H7), φ is even. Below, we verify the condi-

tions (B1)–(B4) of Lemma 4.6.

From (H4), there exists D1 > 0 such that

F (x, u) ≤ D1

(
|u|+ |u|r(x)

)
for all x ∈ Ω and u ∈W 1,p(x)(Ω).

Let k ∈ N and u ∈ Zk. Then, from Proposition 2.1, Remark 2.4 and (3.1), we have

φ(u) ≥ 1

p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D1

∫
Ω

(
|u|+ |u|r(x)

)
dx

− 1

q−

∫
∂Ω
|u|q(x) dS − λ

w−

∫
∂Ω
|u|w(x) dS

≥ 1

p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D1 ‖u‖L1(Ω) −D1 max

{
‖u‖r

−

r(x) , ‖u‖
r+

r(x)

}
− 1

q−
max

{
‖u‖q

−

q(x),∂Ω , ‖u‖
q+

q(x),∂Ω

}
− λ

w−
max

{
‖u‖w

−

w(x),∂Ω , ‖u‖
w+

w(x),∂Ω

}
.
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Now, by Propositions 2.3 and 2.5 and Lemma 4.7, there exist D2, D3 > 0 such that

φ(u) ≥ 1

p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D1βk ‖u‖1,p(x) −D2 max

{
‖u‖r

−

1,p(x) , ‖u‖
r+

1,p(x)

}
−D3 max

{
‖u‖q

−

1,p(x) , ‖u‖
q+

1,p(x)

}
− λ

w−
max

{
σw

−
k ‖u‖w

−

1,p(x) , σ
w+

k ‖u‖w
+

1,p(x)

}
=

(
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D1βk ‖u‖1,p(x)

)
+

(
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
− λ

w−
max

{
σw

−
k ‖u‖w

−

1,p(x) , σ
w+

k ‖u‖w
+

1,p(x)

})
+

(
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D2 max

{
‖u‖r

−

1,p(x) , ‖u‖
r+

1,p(x)

})
+

(
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D3 max

{
‖u‖q

−

1,p(x) , ‖u‖
q+

1,p(x)

})
.

Since p− ≤ p+ < r− ≤ r+ and p− ≤ p+ < q− ≤ q+, there exists 0 < ρ < 1 such that

1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D2 max

{
‖u‖r

−

1,p(x) , ‖u‖
r+

1,p(x)

}
≥ 0

and
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D3 max

{
‖u‖q

−

1,p(x) , ‖u‖
q+

1,p(x)

}
≥ 0

for any ‖u‖1,p(x) ≤ ρ. From Lemma 4.7, limk→∞ σk = 0. Then, there exists k1 ∈ N such

that 0 < σk < 1 for all k ≥ k1. Thus, if ‖u‖1,p(x) ≤ ρ < 1 and k ≥ k1, we have

φ(u) ≥
(

1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D1βk ‖u‖1,p(x)

)
+

(
1

4p+
min

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
− λ

w− max
{
σw

−

k ‖u‖w
−

1,p(x) , σ
w+

k ‖u‖w
+

1,p(x)

})
≥
(

1

4p+
‖u‖p

+

1,p(x) −D1βk ‖u‖1,p(x)

)
+

(
1

4p+
‖u‖p

+

1,p(x) −
λ

w−σ
w−

k ‖u‖w
−

1,p(x)

)
.

(4.20)

Let

ρk = max

(4p+D1βk)
1/(p+−1),

(
4λp+σw

−
k

w−

)1/(p+−w−)
 .

Then, ρk > 0, and for any u ∈ Zk with ‖u‖1,p(x) = ρk, it is easy to verify that

1

4p+
‖u‖p

+

1,p(x) −D1βk ‖u‖1,p(x) ≥ 0,

1

4p+
‖u‖p

+

1,p(x) −
λ

w−
σw

−
k ‖u‖w

−

1,p(x) ≥ 0.

(4.21)

Moreover, ρk → 0 by Lemma 4.7. Thus, there exists k2 ∈ N such that 0 < ρk < ρ < 1 for

k ≥ k2. Let k0 = max {k1, k2}. Then, for all k ≥ k0 and u ∈ Zk with ‖u‖1,p(x) = ρk, from

(4.20) and (4.21), we see that φ(u) ≥ 0, i.e., condition (B1) holds.



1376 Lingju Kong

From (H5), there exists D4 > 0 such that F (x, u) ≥ D4(|u|α(x) − 1) for all x ∈ Ω and

u ∈W 1,p(x)(Ω). Then, for any u ∈W 1,p(x)(Ω), from Proposition 2.1 and (3.1),

φ(u) ≤ 1

p−
max

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D4

∫
Ω
|u|α(x) dx−D4 meas(Ω)

− 1

q+

∫
∂Ω
|u|q(x) dS − λ

w+

∫
∂Ω
|u|w(x) dS

≤ 1

p+
max

{
‖u‖p

−

1,p(x) , ‖u‖
p+

1,p(x)

}
−D4

∫
Ω
|u|α(x) dx−D4 meas(Ω)

− 1

q−

∫
∂Ω
|u|q(x) dS − λ

w−
min

{
‖u‖w

−

w(x) , ‖u‖
w+

w(x)

}
,

(4.22)

where meas(·) stands for the Lebesgue measure of a set. Note that all norms of the finite

dimensional Yk are equivalent. Then, since w− ≤ w+ < p− ≤ p+, from (4.22), we can

choose γk > 0 small enough so that γk < ρk and φ(u) < 0 for all u ∈ Yk with ‖u‖1,p(x) = γk.

This verifies condition (B2).

From (4.20), we see that, for all k ≥ k0 and u ∈ Zk with ‖u‖1,p(x) ≤ ρk,

φ(u) ≥ −D1βkρk −
λ

w−
σw

−
k ρw

−
k .

As βk → 0, σk → 0 and ρk → 0 by Lemma 4.7, condition (B3) is also satisfied.

Finally, by Lemma 4.10, φ satisfies (PS)c condition for any c ≤ 0. This obviously

implies that condition (B4) holds.

We have verified that all the conditions of Lemma 4.6 are satisfied. Therefore, the

conclusion of the theorem follows from Lemma 4.6. This completes the proof of the

theorem.
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[20] O. Kováčik and Rákosńık, On spaces Lp(x) and W k,p(x), Czechoslovak Math. J. 41

(1991), no. 4, 592–618.

[21] A. Ourraoui, Multiplicity results for Steklov problem with variable exponent, Appl.

Math. Comput. 277 (2016), 34–43. https://doi.org/10.1016/j.amc.2015.12.043

[22] C. D. Pagani and D. Pierotti, Multiple variational solutions to nonlinear Steklov

problems, NoDEA Nonlinear Differential Equations Appl. 19 (2012), no. 4, 417–436.

https://doi.org/10.1007/s00030-011-0136-z
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