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Considering that common subsynchronous resonance controllers cannot adapt to the characteristics of the time-varying and
nonlinear behavior of a power system, the cosine migration model, the improved migration operator, and the mutative scale
of chaos and Cauchy mutation strategy are introduced into an improved biogeography-based optimization (IBBO) algorithm
in order to design an optimal subsynchronous damping controller based on the mechanism of suppressing SSR by static var
compensator (SVC).The effectiveness of the improved controller is verified by eigenvalue analysis and electromagnetic simulations.
The simulation results of Jinjie plant indicate that the subsynchronous damping controller optimized by the IBBO algorithm can
remarkably improve the damping of torsional modes and thus effectively depress SSR, and ensure the safety and stability of units
and power grid operation. Moreover, the IBBO algorithm has the merits of a faster searching speed and higher searching accuracy
in seeking the optimal control parameters over traditional algorithms, such as BBO algorithm, PSO algorithm, and GA algorithm.

1. Introduction

Series capacitor compensation has been widely implemented
in order to improve the transmission capacity of transmission
line, but the employment of series compensators could
potentially lead to subsynchronous resonance (SSR). SSR
is an abnormal electric power system operation condition
where the electrical network exchanges energy with a turbine
generator (T-G) at one or more frequencies below the
synchronous frequency of the system [1]. Subsynchronous
resonance creates instability within a system’s oscillation,
which may directly result in serious damages to the rotor
shafting of large steam turbine generators directly. Since 1970,
there have been many accidents caused by SSR and this has
seriously jeopardized the safe operation of power systems [2].

As the first batch of FACTS devices was put into practical
use, in 1980, static var compensator (SVC) was recommended
as one of the most effective devices for suppressing SSO
by Subsynchronous Oscillation Working Group (SSRWG)
founded by IEEE [3, 4]. The subsynchronous damping
controller (SSDC) designed for SSR can effectively suppress
subsynchronous resonance; however, the common design
methods of the controller, such as mode of control [5] and

PID control [6], are not able to be well adapted to the
characteristics of a time-varying andnonlinear power system,
which causes the designed controller to be incapable of
obtaining a good inhibition effect.

The cosine migration model, the improved migration
operator, and the mutative scale of chaos and Cauchy muta-
tion strategy are introduced into the improved biogeography-
based optimization algorithm based on the basic BBO
algorithm in this paper. The series compensation output
system of Jinjie plant is regarded as a research objective to
design an optimal SVC subsynchronous damping controller
with the proposed improved algorithm, which improves the
modal damping of unit torsional vibration significantly, and
suppresses subsynchronous resonance effectively.

2. Mechanism of SVC Suppressing
Subsynchronous Resonance

The static var compensator (SVC) can be seen as a reactive
component with variable admittance value. Its main compo-
nent is the thyristor controlled reactor (TCR) and the reactive
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Figure 1: Structure diagram of SSDC.

power absorption of the SVC can be adjusted by the trigger
angle of the thyristor.

By applying SVC to suppress subsynchronous resonance,
if the reactive current of SVC is modulated to obtain an angle
deviation of 180∘ with respect to the generator rotor speed,
the positive damping would be guaranteed [7]. As the rotor
speed increases, the decrease of the inductive current in SVC
may lead to the increase of the generator’s output power. For
a constant mechanical input, the increase would cause the
decease of the rotor’s kinetic energy, which would eventually
result in the reduction of rotor speed [8].

The structure diagram of SVC-SSDC is shown in Figure 1
[9]. Here, Δ𝜔 is per unit of the generator rotor’s angular
velocity deviation. Δ𝜔 is screened as the 𝑛 oscillatory compo-
nents, respectively, corresponding to the shaftmodes through
a band-pass filter, which are thenmade to be the increment of
trigger angle, Δ𝛼. Moreover, it is combined with the steady-
state instruction of the triggering angle 𝛼

0
, which is turned to

be the instruction of the triggering angle changing with the
subsynchronous resonance signal after the unit of amplitude
limiting. This causes the SVC to increase or decrease the
reactive power as needed, so that the electrical damping
of system is improved and subsynchronous resonance is
suppressed.

There are three parameters, namely, 𝐺
𝑖
, 𝑇
𝑎𝑖

, and 𝑇
𝑏𝑖
. In

each modal 𝑖, 3𝑛 parameters should be designed according to
𝑛 shafting oscillationmode, which has a decisive influence on
the performance of SVC. The IBBO algorithm is adopted to
design and set these parameters.

3. BBO Algorithm and Its Improvement

3.1. The Principle of Basic BBO Algorithm. BBO algorithm
is a new type of evolutionary algorithm that applies the
biogeography theory to solve optimization problems. Its basic
idea is as follows: a number of relatively independent habitats
are constructed as candidate solutions. The information
sharing is realized based on the species’ migration between
habitats and the information update is realized by the species’
mutation. In this way, the fitness of the habitat is improved
and the optimal solution of the problem is obtained [10, 11].

In BBO algorithm, the habitat suitability index (HIS) is
used to describe the suitable extent of the habitat for creatures
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Figure 2: Species migration model.

and the suitable index vectors (SIV) of habitat are formed
by the factors associated with HIS. The algorithm primarily
includes migration and mutation operations [12–15].

3.1.1. Migration Operation. The migration operation is used
for information exchange with other habitats and the search-
ing of the solution space in a wide area.The common species’
migration model of single habitat is shown in Figure 2.

In Figure 2, I denotes the largest immigration rate, 𝐸 is
the biggest emigration rate, and 𝑆

0
and 𝑆

𝑚
express balance

and saturation point, respectively. The calculation method of
𝜆(𝑆) and 𝜇(𝑆) is shown in the following:

𝜆 (𝑆) = 𝐼 × (1 −
𝑆

𝑆
𝑚

) , (1)

𝜇 (𝑆) = 𝐸 ×
𝑆

𝑆
𝑚

. (2)

3.1.2. Mutation Operation. Mutation operation is used to
increase the diversity of population. The probability of the
habitat with number of species 𝑆 is written as𝑃

𝑠
.The variation

rate is obtained with the following formula:

𝑀(𝑆) = 𝑀max (1 −
𝑃
𝑠

𝑃
𝑚

) , (3)

where 𝑀max is the biggest mutation rate, a parameter set in
accordance with the requirements of different users, and 𝑃

𝑚

is the maximum of 𝑃
𝑠
.

𝜆(𝑆) and 𝜇(𝑆) are simplified as 𝜆
𝑠
and 𝜇
𝑠
, respectively, and

𝑃
𝑠
is defined as follows:
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(4)

Mutation operation causes the solution of lower HIS to
improve by variation and causes the higher HIS to obtain the
opportunity of improving their solutions [16].
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3.2. The Improvement of BBO Algorithm

3.2.1. The Improvement of Migration Model. Because of that
the linear species migration model shown in Figure 2 can-
not accurately simulate the material migration’s complex
process of the actual biological geographical environment
and therefore the cosine migration model, which is more
conforming to the nature, is used to calculate migration rate.
The expression of immigration rate 𝜆(𝑆) and emigration rate
𝜇(𝑆) is as follows:

𝜆 (𝑆) =
𝐼

2
(cos(𝑆𝜋

𝑆
𝑚

) + 1) ,

𝜇 (𝑆) =
𝐸

2
(− cos(𝑆𝜋

𝑆
𝑚

) + 1) .

(5)

In this migration model, when there are less or more
species in the habitat, the immigration and emigration rates
change smoothly, while when habitat has a certain number of
species, they change relatively quickly.

3.2.2. The Improved Migration Operator. In BBO algorithm,
the migration operation plays a key role in promoting
the evolution of the algorithm. Since the traditional dis-
crete migration operator is difficult to converge, the mixed
migration operator is proposed in order to carry out the
migration operation. The suitable index vectors (SIV) of 𝑋

𝑗

in approaching habitat and the SIV of 𝑋
𝑖
itself are combined

with the weight factor, which would replace the original SIV.
The specific expression is as follows:

Ω
∗

(𝜆, 𝜇) : 𝑋
𝑖
(SIV) = 𝛼 × 𝑋

𝑖
(SIV) + (1 − 𝛼) × 𝑋

𝑗
(SIV) .

(6)

Here, Ω∗(𝜆, 𝜇) is the mixed migration operator and 𝛼 is
the weighting coefficient, defined as a constant or variable
coefficient according to the actual situation.

The mixed migration operator not only ensures that
the habitat with higher HIS is unabated in the migration
operation, but it also causes the habitat with lower HIS
to enjoy the habitat’s SIV with higher HIS more, which is
conducive to optimize the solution set and enhances the
convergence of the algorithm.

3.2.3. The Mutative Scale of Chaos and Cauchy Mutation
Strategy Is Introduced. The mutation strategy of BBO algo-
rithmdirectly affects whether the algorithmwill fall into local
optimum and convergence precision. The mutative scale of
chaos and Cauchy mutation strategy are introduced in this
paper. In the early evolution of BBO algorithm, the ergodicity
of chaos is used for random search in the vast space, which
is helpful for solving the problem of local optimum and aids
in convergence towards a global optimal solution. In the last
stage of evolution, the center distribution characteristics of
the Cauchy iteration are used for a careful search closely
around the optimal solution, thus improving the convergence
precision.

The segmented logistic chaotic iterative equation is
adopted in this paper [17, 18]:

𝑧
𝑘+1

𝑗

= {
4 × 𝜇 × 𝑧

𝑘

𝑗

× (0.5 − 𝑧
𝑘

𝑗

) , 0 ≤ 𝑧
𝑘

𝑗

≤ 0.5,

4 × 𝜇 × (𝑧
𝑘

𝑗

− 0.5) × (1 − 𝑧
𝑘

𝑗

) , 0.5 ≤ 𝑧
𝑘

𝑗

≤ 1,

(7)

where 𝑧
𝑗
is the 𝑗th chaotic variable and 𝐾 is the iterations of

the chaos iteration. When this meets 3.5699456 ≤ 𝜇 ≤ 4, the
system enters into a chaotic state. Usually take 𝜇 = 4.

The distribution function of Cauchy distribution is as
follows:

𝑃 (𝑥) =
1

2
+

1

𝜋 ∗ arctan𝑥
. (8)

The formula of the mutative scale of chaos and Cauchy
mutation is as follows:

𝑋
󸀠(𝑘)

𝑗

= (1 − 𝜆
𝑘
)𝑋
(𝑘)

𝑗

+ 𝜆
𝑘
𝑃
𝑐
, (9)

where 𝑋
󸀠(𝑘)

𝑗

is the newly generated optimized individual
and 𝑋

(𝑘)

𝑗

is the best individual obtained from the current
optimization sequence. If the suitability of𝑋󸀠(𝑘)

𝑗

is better than
that of the original best individual, it will remain. Otherwise,
it will be abandoned. 𝑃

𝑐
is the chaos or Cauchy iteration

variable mapped to the parameters of the search space. 𝜆
𝑘

is the variable scale factor, which can be obtained with the
following formula:

𝜆
𝑘
= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

(𝑘 − 1)

𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑟

, (10)

where 𝑟 is used to control the convergence speed.
The high probability area of chaos iteration distribution

is close to the edge, while the high probability area of Cauchy
distribution is near the center.

At the beginning of the BBO algorithm’s evolution, the
value of 𝑘 is smaller and 𝜆

𝑘
tends to be 1 and 𝑃

𝑐
is selected as

chaos iteration variable, which can make the algorithm jump
out of a local convergence as soon as possible. At the end of
the algorithm, the value of 𝑘 is bigger and 𝜆

𝑘
tends to be 0 and

𝑃
𝑐
takes Cauchy iteration variable, which can fix the optimal

solution and improve the accuracy of the algorithm.

4. The Optimal Design of SVC-SSDC Based on
IBBO Algorithm

4.1. The Design Thought of SVC-SSDC Optimal Control. The
optimal design of SVC-SSDC aims to suppress multimodal
SSO adaptively and ensures that the parameters of the
controller are reasonable and easy to implement. Therefore,
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the design problem of SSDC is converted into a nonlinear
constrained optimization problem:

max 𝑓 =
1

𝑛
× ‖R‖

1

s.t. R = (𝜂
1
, 𝜂
2
, . . . , 𝜂

𝑖
, . . . , 𝜂

𝑛
)
𝑇

‖R‖
1
=

𝑛

∑

𝑖=1

𝜂
𝑖

𝜂
𝑖
> 0

󵄨󵄨󵄨󵄨𝐺𝑘
󵄨󵄨󵄨󵄨 ≤ 𝐺
𝑚𝑘

0 ≤ 𝑇
𝑘
≤ 𝑇
𝑚𝑘

,

(11)

where 𝜂
𝑖
is the worst damping value of the modal 𝑖, 𝑓 is the

performance function which is used to evaluate the control
effect of SVC-SSDC, and ‖R‖

1
is 1 norm of vector R. The

constraint condition of 𝜂
𝑖

> 0 is used to ensure that the
optimally designed SVC-SSDC can suppress all modal of
SSO,𝐺

𝑚𝑘
= 10.15 is themaximumof gain𝐺

𝑘
’s absolute value,

and 𝑇
𝑚𝑘

= 0.1 s is the upper limit of time constant 𝑇
𝑘
.

4.2. The Optimal Design of SSDC’s Parameters Based on
IBBO Algorithm. The cosine migration model, the improved
migration operator, and the mutative scale of chaos and
Cauchy mutation strategy are introduced into IBBO algo-
rithm to solve the multimodal, multimodel, and nonlinear
constrained optimization problems shown in formula (11).
The process algorithm is shown in Figure 3.The specific steps
are as follows.

Step 1. The control parameters of BBO algorithm are initial-
ized as follows: the size of population is set as𝑁 = 50, 𝑘max =

50 is themaximumnumber of iterations, the biggestmutation
rate is set as𝑀max = 0.01, the maximum of immigration rate
and emigration rate is set as 𝐼 = 𝐸 = 1, the elite reserve𝑍 = 2,
global mobility 𝑃mod = 1, and the coefficient for controlling
the convergence rate is 𝑟 = 5. The modal parameters such as
𝐺
𝑖
, 𝑇
𝑎𝑖

, and 𝑇
𝑏𝑖

are regarded as SIV of each habitat and the
initial population 𝑊 which meets the constraint conditions
is randomly generated in the searching scope of 𝐺

𝑖
, 𝑇
𝑎𝑖

, and
𝑇
𝑏𝑖

.

Step 2. The suitability index of the habitat is calculated and
sorted. The individual optimal solution, 𝑓best, is saved and
then determinewhether itmeets the end condition. If itmeets
the end condition, the results are output and then converted
to backbone grid scheme. In that case, the program is over.
Otherwise, continue to Step 3.

Step 3. The cosine migration model is established. The
habitat’s species number, immigration rate, and emigration
rate are calculated.

Step 4. Themigration operation as formula (6) is performed
in order to form a new population𝑊

1
.The suitability index of

the habitat is recalculated and then the optimal solution𝑓best1
is updated.

Initialize the parameters of BBO
algorithm

The initial population W that meets
the constraint condition is randomly

generated

The suitability index of the habitat is
calculated and sorted. The individual

Judge whether it meets the
constraint conditions

Establish cosine migration model,
and calculate immigration rate and

emigration rate

Perform migration operation, and

Recalculate the suitability index of
the habitat, and update the optimal

Perform the mutation operation

Judge whether it meets the
maximum number of iterations

Output the control parameters

Start

End

Y

N

N

Y

Update the optimal solution of the

solution fbest1

optimal solution fbest is saved

population fbest2

form a new population W1

Figure 3: Flow chart of SSDC parameter optimization based on
IBBO algorithm.

Step 5. The mutative scale of chaos and Cauchy mutation is
carried out according to formula (9) and then the optimal
solution of the population 𝑓best2 is updated.

Step 6. Determine whether it meets themaximumnumber of
iterations. If this is satisfied, the results are output and then
converted to core backbone grid scheme. In that case, the
program is over. Otherwise, go to Step 2.

5. The Simulation of Suppressing Jinjie Plant
SSO by SVC

5.1. Introduction of Jinjie Plant. The series compensated
system of Jinjie plant is shown in Figure 4; its generator
shafting models adopt four periods of the concentrated mass
spring model. A detailed description is introduced in [19].
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Figure 4: Single-line diagram of Jinjie power plant.

There are three modal frequencies in the shafting, namely,
13.19Hz, 22.82Hz, and 28.19Hz. Modal 1 is stable and modal
2 is stable under normal operation, but it would present the
phenomenon of instability or of being weakly damped under
certain ways with a smaller output of generating units and
a portion of the lines shut down. The damping of modal
3 is weakest, which is under the risk of subsynchronous
resonance divergence in most operation regions.

5.2. The Simulation Analysis of Suppressing SSO. In order to
suppress subsynchronous resonance, four parallel SVC are
installed on the high side of the Jinjie plant’s step-up trans-
former’s bus bar and each SVC has a capacity of 100MVar.
Therefore, there are a total of 400MVar. Since there are 3
oscillation modes in the generator shaft, 9 parameters should
be set. IBBO algorithm is used to search for the optimal
solution of the nine parameters after independently running
50 times. The suitability index of the optimal program is
shown in Figure 5. In order to verify IBBO algorithm’s
performance, the traditional BBO algorithm, PSO algorithm,
BACA algorithm, and GA algorithm are used to search
the optimal scheme of the performance function 𝑓. Their
population size and their maximum number of iterations are
set as the same as IBBO algorithm. The optimal solution
contrast of suitability index curves of each of the 4 algorithms
is shown in Figure 5.

Figure 5 shows that IBBO algorithm can find better
solutions with a lower number of iterations compared to
the other three traditional algorithms. This has obvious
advantages in convergence speed and convergence precision.
The gain and time constant of SSDC’s optimal solution solved
by IBBO algorithm are, respectively, as follows: 𝐺

1
= 10.15,

𝐺
2

= 10.15, 𝐺
3

= 10.15, 𝑇
𝑎1

= 0.0083, 𝑇
𝑎2

= 0.0827,
𝑇
𝑎3

= 0.0021, 𝑇
𝑏1

= 0.0182, 𝑇
𝑏2

= 0.0006, and 𝑇
𝑏3

= 0.0156.
The real part of eigenvalues associated with the shaft

modal under four operating conditions is shown in Table 1.
Operating condition 1 is as follows: six generators of Jinjie

plant and Fugu plant are operating with rated power and lines
and series compensation are normal.

Operating condition 2 is as follows: one generator of Jinjie
plant is empty running; the other three generators of Jinjie
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Figure 5: Contrast of suitability index curve of 4 kinds of algorithm
optimal solution.

plant and the two units of Fugu plant are operating with 50%
rated power and lines and series compensation are normal.

Operating condition 3 is as follows: six generators of Jinjie
plant and Fugu plant are operating with rated power, the two
round lines of Xinzhou-Shibei are operating, and the rest of
the lines and series compensation are normal.

Operating condition 4 is as follows: one generator of Jinjie
plant is idle running, the other three generators of Jinjie plant
and the two units of Fugu plant are operating with 50% rated
power, the two round lines of Xinzhou-Shibei are operating,
and the rest lines and series compensation are normal.

Table 1 shows that modal 3 contains negative damping
under the four kinds of operating conditions when there
is no SVC, which would cause subsynchronous resonance.
But all modals contain damping when SVC controlled by
SSDC is installed. This indicates that the phenomena of
subsynchronous resonance are suppressed.

In order to further verify the effect of optimal designed
SVCdamping controller, the simulation analysis is performed
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Table 1: Real parts of SSO shaft modes.

Operating conditions Modal 1/13.19Hz Modal 2/22.82Hz Modal 3/28.19Hz
Without SVC With SVC Without SVC With SVC Without SVC With SVC

1 −0.058 −0.079 −0.012 −0.039 0.048 −0.021
2 −0.070 −0.085 −0.016 −0.045 0.053 −0.020
3 −0.050 −0.076 −0.009 −0.036 0.058 −0.025
4 −0.068 −0.083 −0.006 −0.041 0.057 −0.023
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Figure 6: The generator speed deviation without SVC.
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Figure 7: The torque of the generator shaft without SVC.

in PSCAD/EMTDC.Operating condition 2 is selected, three-
phase short-circuit fault is set at one round line of Xinzhou-
Shibei, and the fault lasts for 0.075 s. The generator speed
deviation and the torque of the generator shaft (take HP-LPA
for an example) without SVC are shown in Figures 6 and 7,
respectively.

As it can be seen from Figures 6 and 7, the generator
torque between the shafts is divergent after a three-phase
short-circuit fault, which endangers the safety of the gener-
ator shaft. The generator speed deviation and the generator
torque between the shafts after the SVC damping controller
optimally designed by IBBO algorithm are, respectively,
shown in Figures 8 and 9 with the same operating condition
and the same fault. In contrast, the generator speed deviation
and the generator torque between the shafts after the SVC
optimally designed by the PSO algorithm are shown in
Figures 10 and 11, respectively.
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Figure 8: The generator speed deviation with SVC optimized by
IBBO algorithm.

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1
0 1 2 3 4 5 6 7 8 9

Time (s)

To
rq

ue
 o

f H
P-

LP
A

 (p
.u

.)

Figure 9: The inhibitory effect of SVC optimized by IBBO algo-
rithm.

Figure 8 through Figure 11 show that the shaft torque
presents the trend of stable attenuation after the SVC damp-
ing controller is installed.This indicates that subsynchronous
resonance has been suppressed effectively. Compared with
the inhibition effect of SVC damping controller optimized
by PSO algorithm, the SVC damping controller optimized
by IBBO algorithm causes the torque to dampen down in a
shorter period of time. And the maximal amplitude of the
torque is smaller, which can quickly quell oscillation when
subsynchronous resonance occurs, thus reducing damage to
the generator shaft.

The triggering angle curve of SVC designed optimally by
IBBO algorithm is shown in Figure 12. It can be seen from
Figure 12 that the triggering angle is in the limiting state at
the beginning of the short-circuit because of the large torque
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PSO algorithm.
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Figure 11:The inhibitory effect of SVCoptimized by PSO algorithm.

and the triggering angle is turned to be stabilized after the
subsidence of torque. This shows that SVC with this control
modal can change its reactive power by tracking the change
of the torque in order to achieve stable torque.

6. Conclusion

(1) The optimal designed SVC subsynchronous damping
controller by IBBO algorithm can effectively restrain
shafting torsional vibration with characteristics of a
short reaction time and thorough robustness.

(2) IBBO algorithm converges quickly and it is not easy
to fall into local optimum. It can search the optimal
solution of control parameters with a fewer number
of iterations. Moreover, it has the advantages of better
convergence speed and convergence precision over
traditional methods such as BBO algorithm, PSO
algorithm, and GA algorithm.

(3) Theproposedmethod is applied to the series compen-
sated system of Jinjie plant. The effectiveness of the
SVC subsynchronous damping controller optimized
by IBBO algorithm is verified by the eigenvalue
analysis and time domain simulation results.
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Figure 12: Curve of SVC’s firing angle.
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