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We study a linear discrete pursuit game problem of one pursuer and one evader. Control vectors of the players are subjected to total
constraints which are discrete analogs of the integral constraints. By definition pursuit can be completed in the game if there exists
a strategy of the pursuer such that for any control of the evader the state of system 𝑧(𝑡) reaches the origin at some time. We obtain
sufficient conditions of completion of the game from any initial position of the state space. Strategy of the pursuer is defined as a
function of the current state of system and value of control parameter of the evader.

1. Introduction

Pursuit and evasion differential game problems with integral
constraints for continuous time dynamical systems were
investigated in many works, (see, for example, [1–14]). Such
constraints represent the constraints on resource, energy, fuel,
and so forth. Discrete analog of integral constraint is called
total constraint.

There are many works on discrete controlled systems
where controls are subjected to total or geometric constraints.
Sirotin [15] studied some conditions of 0-controllability and
asymptotical controllability of discrete time linear systems.
In this work, the control is bounded in Holder norm. In
particular, he obtained necessary and sufficient conditions
of 0-controllability and asymptotical controllability of the
system.

Sazanova [16] studied the problem of steering the state of
a linear discrete system from the given point at a given time
to another given point at a given time by a control which
minimizes a given functional. She constructed an optimal
program control.

However, discrete linear pursuit games with total con-
straints on control vectors of players were studied in a few
works, for example, [17–20]. Satimov et al. [19] examined
linear discrete pursuit games of many objects under total

constraints on controls of players. Game is described by the
following systems:

𝑧
𝑖 (𝑛 + 1) = 𝐶𝑖𝑧𝑖 (𝑛) + 𝑢𝑖 (𝑛) − V (𝑛) ,

𝑧
𝑖 (0) = 𝑧𝑖0, 𝑖 = 1, . . . , 𝑚.

(1)

It is assumed that the eigenvalues of matrices 𝐶
𝑖
are real.

Sufficient conditions of completion of pursuit were obtained.
The paper of Satimov and Ibragimov [20] was also

devoted to discrete time pursuit games of several players
described by the same linear systems.They obtained sufficient
conditions of completion of the game for any matrices 𝐶

𝑖
. It

should be noted that in case of one pursuer these conditions
are also necessary. In particular, they obtained necessary and
sufficient conditions of 0-controllability when the coefficient
matrix of control is an identity matrix.

Azamov and Kuchkarov [17] obtained necessary and suf-
ficient conditions of solvability of both the 0-controllability
problem and pursuit problem for a linear discrete system
when the control parameter of pursuer is subjected to
geometric constraint and that of evader is subjected to total
constraint.

In the monograph of Azamov [21], the fundamentals of
theory of discrete time pursuit and evasion dynamic games
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are given systematically. The main notions of the theory of
discrete games were explained by interesting examples.

In the present paper, we study a linear discrete pursuit
game problem described by the linear equation with constant
coefficients of general form. Controls of both pursuer and
evader are subjected to total constraints. We give sufficient
conditions of completion of pursuit from any initial position.

2. Statement of the Problem

We consider a discrete pursuit game described by the follow-
ing equation:

𝑧 (𝑡 + 1) = 𝐴𝑧 (𝑡) + 𝐵𝑢 (𝑡) + 𝐶V (𝑡) , (2)

where 𝑡 is a step number which belongs to the set of
nonnegative integers, 𝑧(𝑡) ∈ R𝑛, 𝐴, 𝐵, and 𝐶 are 𝑛 × 𝑛, 𝑛 ×𝑚,
and 𝑛×𝑙 constantmatrices, respectively, 𝑢 ∈ R𝑚 is the control
parameter of pursuer, and V ∈ R𝑙 is that of evader.

Definition 1. Sequences 𝑢(⋅) : 𝑁 → R𝑚 and V(⋅) : 𝑁 → R𝑙,
subjected to the following total constraints:

‖𝑢 (⋅)‖𝑙𝑝
= (

∞

∑

𝑡=0

|𝑢(𝑡)|
𝑝
)

1/𝑝

≤ 𝜌, (3)

‖V(⋅)‖𝑙𝑝 = (
∞

∑

𝑡=0

|V(𝑡)|𝑝)
1/𝑝

≤ 𝜎, (4)

are referred to as the controls of the pursuer and evader,
respectively, where𝑁 is the set of nonnegative integers, 𝜌 > 0
and 𝜎 ≥ 0 are given numbers, and 𝑝 > 1.

The conditions (3) and (4) are the discrete analogs of
integral constraints, and they are called total constraints.

Definition 2. A function 𝑈(𝑧, V), 𝑈 : R𝑛 × R𝑙 → R𝑚, is
called strategy of the pursuer.The triple (𝑧

0
, 𝑈, V(⋅)) consisting

of a given initial point 𝑧
0
, the strategy 𝑈, and a control of the

evader V(⋅) generates the unique trajectory 𝑧(𝑡) defined by the
following formula:

𝑧 (𝑡 + 1) = 𝐴𝑧 (𝑡) + 𝐵𝑈 (𝑧 (𝑡) , V (𝑡)) + 𝐶V (𝑡) ,

𝑧 (0) = 𝑧0.

(5)

The sequence 𝑢(𝑡) = 𝑈(𝑧(𝑡), V(𝑡)), 𝑡 ∈ 𝑁, is referred to as the
realization of the strategy 𝑈. The strategy of the pursuer 𝑈 is
called admissible if all its realizations with fixed 𝑧

0
satisfy the

condition (3).

Definition 3. Pursuit is said to be completed in the game (2)–
(4) from the initial position 𝑧

0
if there exists a strategy of

the pursuer 𝑈 such that for any control of the evader V(⋅) the
trajectory generated by 𝑧

0
, 𝑈, and V(⋅) satisfies the condition

𝑧(𝑡) = 0 at some 𝑡, 𝑡 ∈ 𝑁.

The aim of the pursuer is to realize the equality 𝑧(𝑡) =
0 as earlier as possible. Thus we deal with pursuit problem.

The pursuer uses a strategy, and the evader uses any control
V(⋅). By Definition 2 at any time 𝑡 the value of the strategy is
constructed based on the state 𝑧(𝑡) and value of the control
parameter of the evader V(𝑡).

Problem 1. Find the conditions under which pursuit can be
completed in the game (2)–(4) from any initial position.

3. Main Result

To prove the main result, we first prove two lemmas. Let
𝜆
1
, 𝜆
2
, . . . , 𝜆

𝑛
be the eigenvalues of the matrix 𝐴. Denote

𝛽 = max
1≤𝑖≤𝑛

󵄨
󵄨
󵄨
󵄨
𝜆
𝑖

󵄨
󵄨
󵄨
󵄨
, ‖𝐶‖ = max

|𝑧|=1

|𝐶𝑧| ,

𝑞 =

𝑝

𝑝 − 1

.

(6)

Let𝑉 be the set of all sequences V(⋅) that satisfy the constraint
(4).

Lemma 1. If 𝛽 < 1, then

(a) for all 𝑡 = 1, 2, . . . the set

𝑋(𝑡) = {

𝑡

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡 − 𝑖) | V (⋅) ∈ 𝑉} (7)

is contained in a ball 𝑆𝑛
𝑟
= {𝑥 ∈ R𝑛 | |𝑥| ≤ 𝑟};

(b) for any triple consisting of V(⋅) ∈ 𝑉, 𝜀 > 0, and 𝑡
0
∈

{0, 1, 2, . . .} there exists a number 𝑡∗, 𝑡∗ > 𝑡
0
, such that

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑡
∗

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡∗ − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ 𝜀. (8)

Proof. Since 𝛽 < 1, then ‖𝐴𝑡‖ → 0 as 𝑡 → ∞; therefore
there exists a positive integer ℎ, such that 𝜇 def

= ‖𝐴
ℎ
‖ < 1.

Then according to the property of norm, we have

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
ℎ𝑘󵄩󵄩
󵄩
󵄩
󵄩
≤

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
ℎ󵄩󵄩
󵄩
󵄩
󵄩

𝑘

< 𝜇
𝑘
, 𝑘 = 1, 2, . . . . (9)

Clearly,

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑘ℎ

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑘ℎ − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑘

∑

𝑖=0

𝐴
ℎ𝑖

ℎ−1

∑

𝑗=0

𝐴
𝑗
𝐶V ((𝑘 − 𝑖) ℎ − 𝑗)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

𝑘

∑

𝑖=0

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
ℎ𝑖󵄩󵄩
󵄩
󵄩
󵄩

ℎ−1

∑

𝑗=0

(

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
𝑗󵄩󵄩
󵄩
󵄩
󵄩
⋅ ‖𝐶‖ ⋅

󵄨
󵄨
󵄨
󵄨
V ((𝑘 − 𝑖) ℎ − 𝑗)󵄨󵄨󵄨

󵄨
) ,

𝑘 = 1, 2, . . . .

(10)
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Using the Holder inequality, we obtain for any V(⋅) ∈ 𝑉 that

ℎ−1

∑

𝑗=0

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
𝑗󵄩󵄩
󵄩
󵄩
󵄩
⋅
󵄨
󵄨
󵄨
󵄨
V ((𝑘 − 𝑖) ℎ − 𝑗)󵄨󵄨󵄨

󵄨

≤ (

ℎ−1

∑

𝑗=0

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
𝑗󵄩󵄩
󵄩
󵄩
󵄩

𝑞

)

1/𝑞

(

ℎ−1

∑

𝑗=0

󵄨
󵄨
󵄨
󵄨
V((𝑘 − 𝑖)ℎ − 𝑗)󵄨󵄨󵄨

󵄨

𝑝
)

1/𝑝

≤ 𝑎𝜎, 𝑘 = 1, 2, . . . ; 𝑎 = (

ℎ−1

∑

𝑗=0

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
𝑗󵄩󵄩
󵄩
󵄩
󵄩

𝑞

)

1/𝑞

.

(11)

It follows from (9)–(11) that
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑘ℎ

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑘ℎ − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ 𝑎𝜎 ‖𝐶‖

𝑘

∑

𝑖=0

𝜇
𝑖
= 𝑎𝜎 ‖𝐶‖

1 − 𝜇
𝑘+1

1 − 𝜇

≤

𝑎𝜎 ‖𝐶‖

1 − 𝜇

(12)

for all 𝑘 = 1, 2, . . .. Let 𝑟 = 𝑎𝜎‖𝐶‖(1 − 𝜇)
−1. It is easy to

check that if 0 < 𝑡
1
< 𝑡
2
, then 𝑋(𝑡

1
) ⊂ 𝑋(𝑡

2
). Therefore,

the inequality (12) implies that
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑡

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡 − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ 𝑟, 𝑡 = 1, . . . , 𝑘ℎ. (13)

Since (12) holds for any positive integer 𝑘, then the statement
(a) of Lemma 1 follows.

We now turn to the statement (b) of the lemma. Assume
the contrary: there exist a control V(⋅) ∈ 𝑉 and positive
numbers 𝜀, 𝑡

0
such that
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑡

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡 − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

> 𝜀, ∀𝑡 ≥ 𝑡
0
. (14)

It follows from (9) that

max
𝑢∈𝑆
𝑛
𝑟

󵄨
󵄨
󵄨
󵄨
󵄨
𝐴
ℎ𝑡
𝑢

󵄨
󵄨
󵄨
󵄨
󵄨
≤ max
𝑢∈𝑆
𝑛
𝑟

(

󵄩
󵄩
󵄩
󵄩
󵄩
𝐴
ℎ𝑡󵄩󵄩
󵄩
󵄩
󵄩
⋅ |𝑢|) ≤ 𝜇

𝑡
𝑟,

𝑡 = 0, 1, 2, . . . .

(15)

Since 0 ≤ 𝜇 < 1, then we can conclude that there exists a
positive integer 𝑇, 𝑇 ≥ 𝑡

0
+ 1, such that

max
𝑢∈𝑆
𝑛
𝑟

󵄨
󵄨
󵄨
󵄨
󵄨
𝐴
𝑡
𝑢

󵄨
󵄨
󵄨
󵄨
󵄨
≤

𝜀

2

∀ 𝑡 ≥ 𝑇. (16)

Clearly, (14) implies that

𝜀 <

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

(𝑘+1)𝑇−1

∑

𝑖=0

𝐴
𝑖
𝐶V ((𝑘 + 1) 𝑇 − 1 − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤ 𝐼
1
+ 𝐼
2
,

𝐼
1
=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑇−1

∑

𝑖=0

𝐴
𝑖
𝐶V ((𝑘 + 1) 𝑇 − 1 − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

,

𝐼
2
=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝐴
𝑇

(𝑘+1)𝑇−1

∑

𝑖=𝑇

𝐴
𝑖−𝑇
𝐶V ((𝑘 + 1) 𝑇 − 1 − 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

.

(17)

Setting 𝑗 = 𝑖 − 𝑇, we get

(𝑘+1)𝑇−1

∑

𝑖=𝑇

𝐴
𝑖−𝑇
𝐶V ((𝑘 + 1) 𝑇 − 1 − 𝑖)

=

𝑘𝑇−1

∑

𝑖=0

𝐴
𝑗
𝐶V (𝑘𝑇 − 1 − 𝑗) .

(18)

According to the part (a) of Lemma 1, this vector belongs to
𝑆
𝑛

𝑟
. Then by (16), 𝐼

2
≤ 𝜀/2. Hence, from (17), we obtain that

𝜀 < 𝐼
1
+ (𝜀/2). Therefore, using the Holder inequality yields

𝜀

2

< 𝐼
1
≤ 𝑏(

𝑇−1

∑

𝑖=0

|V((𝑘 + 1)𝑇 − 1 − 𝑖)|𝑝)

1/𝑝

, (19)

where 𝑏 = (∑𝑇−1
𝑖=0

‖𝐴
𝑖
𝐶‖

𝑞

)

1/𝑞

. This gives

𝑇−1

∑

𝑖=0

|V((𝑘 + 1)𝑇 − 1 − 𝑖)|𝑝 > (
𝜀

2𝑏

)

𝑝

. (20)

Substituting 𝑗 = (𝑘 + 1)𝑇 − 1 − 𝑖 and then replacing 𝑗 by 𝑖
again, we obtain

(𝑘+1)𝑇−1

∑

𝑖=𝑘𝑇

|V (𝑖)|𝑝 > (
𝜀

2𝑏

)

𝑝

, ∀𝑘 = 1, 2, . . . . (21)

We conclude from these inequalities that

(𝑘+1)𝑇−1

∑

𝑖=𝑇

|V(𝑖)|𝑝 > 𝑘(
𝜀

2𝑏

)

𝑝

, 𝑘 = 1, 2, . . . . (22)

According to (4) for any 𝑘, the left hand side of this inequality
is bounded by𝜎𝑝, while the right hand side → ∞ as 𝑘 → ∞.
Contradiction. The proof of Lemma 1 is complete.

Lemma 2. If 𝛽 < 1, then for any V(⋅) ∈ 𝑉 the solution 𝑧(⋅) =
𝑧(⋅, V(⋅), 𝑧

0
) of the system

𝑧 (𝑡 + 1) = 𝐴𝑧 (𝑡) + 𝐶V (𝑡) , 𝑧 (0) = 𝑧0, (23)

satisfies the equality

𝛾 (𝑧 (⋅, V (⋅) , 𝑧0)) = inf
𝑡≥0

󵄨
󵄨
󵄨
󵄨
𝑧 (𝑡, V (⋅) , 𝑧0)

󵄨
󵄨
󵄨
󵄨
= 0. (24)

Proof. Let V(⋅) ∈ 𝑉 and 𝜀 be an arbitrary positive number.
Since𝛽 < 1, then the system 𝑧(𝑡+1) = 𝐴𝑧(𝑡) is asymptotically
stable. Therefore for any 𝑧

0
there exists a number 𝑡

1
such that

󵄨
󵄨
󵄨
󵄨
󵄨
𝐴
𝑡
𝑧
0

󵄨
󵄨
󵄨
󵄨
󵄨
<

𝜀

2

, 𝑡 ≥ 𝑡
1
. (25)

Next, by Lemma 1 there exists a number 𝑡
2
(𝑡
2
≥ 𝑡
1
) such

that
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑡2

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡
2
− 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

𝜀

2

. (26)
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Using (25) and (26), we have

𝛾 (𝑧 (𝑡, V (⋅) , 𝑧0))

≤
󵄨
󵄨
󵄨
󵄨
𝑧 (𝑡
2
, V (⋅) , 𝑧0)

󵄨
󵄨
󵄨
󵄨

=

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝐴
𝑡2
𝑧
0
+

𝑡2

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡
2
− 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

≤

󵄨
󵄨
󵄨
󵄨
󵄨
𝐴
𝑡2
𝑧
0

󵄨
󵄨
󵄨
󵄨
󵄨
+

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑡2

∑

𝑖=0

𝐴
𝑖
𝐶V (𝑡
2
− 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

<

𝜀

2

+

𝜀

2

= 𝜀.

(27)

As the number 𝜀 is arbitrary, then 𝛾(𝑧(𝑡, V(⋅), 𝑧
0
)) = 0, and

Lemma 2 follows.

Theorem 3. If 𝛽 < 1 and dim𝐵𝑆𝑚
1
= 𝑛, then pursuit can be

completed in the game (2)–(4) from any initial position 𝑧
0
∈

R𝑛.

Proof. Define the strategy of the pursuer as follows:

𝐵𝑈 (𝑧, V) = {
0, if 𝐴𝑧 + 𝐶V ∉ 𝐵𝑆𝑚

𝜌
,

−𝐴𝑧 − 𝐶V, if 𝐴𝑧 + 𝐶V ∈ 𝐵𝑆𝑚
𝜌
.

(28)

Since dim𝐵𝑆𝑚
1
= 𝑛, the set𝐵𝑆𝑚

𝜌
contains a ball 𝑆𝑛

𝛿
of radius

𝛿 > 0 of the spaceR𝑛. It follows from Lemma 2 that for every
control V(⋅) ∈ 𝑉 there exists a step 𝑡 ∈ 𝑁 such that |𝐴𝑧(𝑡) +
𝐶V(𝑡)| ≤ 𝛿. Consequently, for some 𝜏

𝐴𝑧 (𝜏) + 𝐶V (𝜏) ∈ 𝐵𝑆𝑚
𝜌
. (29)

Then by (28) we have 𝐵𝑈(𝑧(𝜏), V(𝜏)) = −𝐴𝑧(𝜏) − 𝐶V(𝜏), and
therefore

𝑧 (𝜏 + 1) = 𝐴𝑧 (𝜏) + 𝐵𝑈 (𝑧 (𝜏) , V (𝜏)) + 𝐶V (𝜏) = 0. (30)

This proves the theorem.

We now give an illustrative example.

Example 4. Consider the following discrete system in R2:

𝑧 (𝑡 + 1) = [
0.3 −0.4

0.4 0.3
] 𝑧 (𝑡)

+ [
1 2 0

−1 1 3
] 𝑢 (𝑡) + [

1 2 −1 3

3 1 4 5
] V (𝑡) ,

(31)

where 𝑧(𝑡) ∈ R2, 𝑢(𝑡) = (𝑢
1
(𝑡), 𝑢
2
(𝑡), 𝑢
3
(𝑡)), and V(𝑡) =

(V
1
(𝑡), V
2
(𝑡), V
3
(𝑡), V
4
(𝑡)). Eigenvalues of the matrix

𝐴 = [
0.3 −0.4

0.4 0.3
] (32)

are 𝜆
1,2
= 0.3 ± 0.4𝑖, and |𝜆

1,2
| = 0.5 < 1. Next, it is not

difficult to verify that dim𝐵𝑆3
1
= 2, where

𝐵𝑆
3

1
= {𝐵𝜉 | 𝜉 = (𝜉

1
, 𝜉
2
, 𝜉
3
) , 𝜉
2

1
+ 𝜉
2

2
+ 𝜉
2

3
≤ 1} . (33)

Thus, all hypotheses ofTheorem 3 are satisfied, and therefore
pursuit can be completed from any initial position 𝑧

0
∈ R2.

4. Conclusion

In the present paper, we have studied a linear discrete pursuit
game problem under total constraints. We have obtained
conditions under which pursuit starting from any initial
position can be completed in a finite number of steps. We
have described a strategy for the pursuer which is constructed
based on the information about the position 𝑧(𝑡) and value
of the control parameter of the evader V(𝑡) at each step 𝑡. It
should be noted that the resource of the pursuer 𝜌 does not
need to be greater than that of the evader 𝜎.
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