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We prove an integral inequality with singularity, which complements some known results. This
inequality enables us to study the dependence of the solution on the initial condition to a fractional
differential equation in the weighted space.

1. Introduction

Integral inequalities provide an excellent tool for the properties of solutions to differential
equations, such as boundedness, existence, uniqueness, and stability (e.g., see [1-10]). For
this reason, the study of integral inequalities has been emphasized by many authors. For
example, in 1919, Gronwall in [11] proved a remarkable inequality which can be described
by the following.

Suppose that x(t) satisfies the relation

x(t) < h(t) + ft k(s)x(s)ds, to<t<T, (1.1)

to

where all the functions involved are continuous on the interval [¢y,T), T < oo, and k(t) > 0.
Consider

x(t) < h(t) + ’[t h(s)k(s) exp <r k(T)dT) ds, ty<t<T. (1.2)
to

s



2 Abstract and Applied Analysis

The inequality has attracted and continues to attract considerable attention in the literature.
In 2007, Ye et al. [12] reported an integral inequality with singular kernel. The inequality can
be stated as follows.

If p >0, a(t) is a nonnegative and locally integrable on 0 < t < T, g(t) is a nonnegative,
nondecreasing continuous functionon 0 <t < T, and g(t) < M, where T < oo, M is a positive
constant. Further suppose that u(t) is nonnegative and locally integrable on 0 < t < T with

1dﬂ§aa)+gﬁxrﬁ—swlu@ﬁk, 0<t<T. (1.3)
0
Then

u(t) < a(t) + 2% ﬂ (t-s)"la(s)ds, 0<t<T. (1.4)

Besides the above-mentioned inequalities, there are still many inequalities (e.g., see [13-15]).

But in the analysis of the dependence of the solution on the initial condition of a
fractional differential equation in the weighted space, the bounds provided by the existing
inequalities are not adequate. So it is natural and necessary to seek new inequality in order
to obtain our desired results. In this paper, we present a new integral inequality, and then
apply our inequality to investigate the dependence of the solution on the initial condition of
a fractional differential equations in the weighted space.

2. An Integral Inequality

In this section, our main aim is to establish an integral inequality with singularity. Before
proceeding, we give some useful definitions and lemmas.

Definition 2.1 (see [14, 16]). The gamma function is defined by I'(z) = [;° e”'t*"'dt, z > 0.

Definition 2.2 (see [14, 16]). The beta function is defined by B(z, w) =
[y A= ldt, z,w > 0.

The beta function is connected with gamma function by the following relation [3, 14]:

_ Il (w)

Bzw) = rrw)

z,w > 0. (2.1)

Lemma 2.3 (see [14]). Let z > 0, a,b € R. Then the quotient expansion of two gamma functions at
infinity can be represented as follows:

g o). <o
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Lemma 2.4. Let z >0, a,b € R. Then one has

I'(z+a) o
m = O(Z b>, zZ —> 00. (23)

Proof. By Lemma 2.3, we have lim, o, (T'(z + a)/T(z + b)) /2% = lim,_ (1 + O(1/z)) =
1, which proves that T'(z + a) /T(z + b) = O(z°?) as z — oo. The proof of this lemma is
completed. O

Based on Lemma 2.4, we can define a function.

Definition 2.5. Letb > a >0, p > 0. Then the following definition:
Fpap(2) = >ckz", z€R (2.4)
k=0

is well defined, where ¢ is a positive constant, and cx41 = (I'(kp + a) /I'(kp + b))ck.

Proof. We only need to show that the series in (2.4) is uniformly convergent for z € R. By
Lemma 2.4, we know that cx.1/ck = I'(kp + a)/T'(kp + b) = O((kp)“"b) as k — oo. Since
b>a>0, crs1/ck — 0ask — oo. Thisimplies that the series in (2.4) is uniformly convergent
for z € R. It follows that the definition is well defined. O

Lemma 2.6. Let z,w >0, t,5 € Rand t#s. Then one has

ft (t—1)" Nt -s)“dr = (t - s)zﬂﬂ%. (2.5)

Proof. Making the substitution 7 = s + ¢(t — s) and combining the relation (2.1), we obtain

1
J<t (t - T)Z‘l (T B s)w_ldT _ (t _ S)z+w—l f (1 _ g)z—lgw—ldé
s 0 (2.6)
zr0-1 L (2)T(w)

= (t-s)"“'B(z,w) = (t - 5) Trw)

The proof of this lemma is completed. O
Now we can state the integral inequality.

Theorem 2.7. Leta, B,y >0, 6 =a+y-1>0, v = f+y-1>0, a >0, and let b(t) be a nonnegative,
nondecreasing continuous function on 0 < t < T, b(t) < M, where T < oo, M is a positive constant.
Further suppose that u(t) is nonnegative and t"~'u(t) is locally integrable on 0 < t < T with

u(t) < at*' +b(t) J‘t (t—s)P s u(s)ds, 0<t<T. (2.7)
0
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Then one has

w(t) < at" P (T(BLMOF), 0<t<T. (2.8)

Proof. For convenience, we define an operator

(Ru)(t) = b(t) JZ (t- s)ﬂ_lsy‘lu(s)ds. (2.9)

Then (2.7) can be rewritten in the form

u(t) < at™' + (Ru)(t). (2.10)

Since b(t) and u(t) are nonnegative, it is easy to induce that

n

u(t) < Z(Rkat"“l)(t) + (R"+1u>(t), neN. (2.11)

k=0

Let us prove that the following relation

b b n- 1n 1 F(IV)
QIQCOLONN U b oy

o (2.12)
(T(B)b(t))" DD
I'(np)

t
f (t—s)" Vs’ u(s)ds, 0<y<1,

[ e=srrtortueas, r>1,

holds for any n € N*, where H?zll =1,and (R"u)(t) - 0asn — coforeachtin0<t<T.



Abstract and Applied Analysis 5

Obviously, inequality (2.12) is valid for n = 1, due to [T~,1 = 1. Suppose that the
inequality is satisfied for any fixed n € N*. Let us verify that it is also satisfied for n + 1. We
first prove the case 0 < y < 1. According to the induction hypothesis and Lemma 2.6, we have

(R"“u) (t) = b(t) ﬂ (t - s)P 171 (R™u) (s)ds

< B0y (r(p)bo) TT -
i=1

t s
8 Syrn J‘ (t—s)P v fo (s — 7)™V lu(r)drds

=0 (1) (T(B)b()" ]ijr (Fii:) 5 ;Tylu(T)dT ﬁ (t— )P e (s — 7)™ Vds

< B2(t) (T (B)b(t) “ﬁ L)
i=1

i F(l + ﬁ) t TY_lu(T)dT It (t - S)ﬂ_l(s _ T)nv—lds

T

1 t
_ 12 n 1 - r(“)) -1 _nvp-1 r(ﬂ)r(nv)
=ROCEvO) e | 7 ume-nm L mms
= bOT(B)b)"] [ f (=) ),

i L@+ p) Jo
(2.13)
which is estimated with the help of
1< (s—-7)!, 0<T<s, 0<y<l. (2.14)

So, for the case 0 < y < 1, inequality (2.12) is true for any n € N*. Now we prove the case
y > 1. Similarly, according to the induction hypothesis and Lemma 2.6, we get

<7€"+1u> (t) = b(t) j; (t - 5)P s (R™w) (s)ds

(T(B)b(s))"sDO-D
I(np)

= b(t) (F(ﬂ)b( )" TY_lu(T)dT r (t - )P 1s"0 V(s — 7)1 gs
0 T

t
< b(t) fo (t—s)Plsr? fo (s — )" 1 \u(r)drds

S I(np)

L(B)b(t))" 01t t (2.15)
< b(t)( (ﬂ)rén);) fo TY_lu(T)de (t—s)P (s —7)"Pds
(T D s LB (nP)

S ML G 7

_(T(B)b()" 0D
- I((n+1)p)

j () (¢ - 1) VP g
0
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which is calculated with the help of
"0 <7D 0<s<t, y>1, ne N*. (2.16)

So, for the case y > 1, inequality (2.12) is true for any n € N*. Based on this analysis, we
conclude that inequality (2.12) holds for any n € N*.

Next, we show that (R"u)(t) — 0 asn — oo. Now, we go back to inequality
(2.12). For the case 0 < y < 1, we denote K,(t,s) = Bu(t - s)"", where B, =
b(t)(T(B)b(t)" 'TT (T(iv) /T (iv + B)). Note that

B,. r
By = b(t), Bnl = r(ﬁ)b(ﬂ%. (2.17)

Since b(t) < M, by Lemma 2.4, we obtain B,.1/B, — 0 as n — oo. This implies that
K,(t,s) — 0asn — oo. It follows that (R"u)(f) — Oasn — oo for thecase 0 < y < 1.
For the case y > 1, we denote Kau(t,s) =B, (t - s)"ﬁ_l, where B, = (T(B)b(1))"t=DU=V /T (np).
Note that

Bi = b(b), Buat _ F(ﬂ)b(t)tHM (2.18)

B, T(np+p)

Using the same arguments as above, we know that En(t, s) — Oasn — oo. It follows that
(R"u)(t) — 0asn — oo for the case y > 1. So, it has (R"u)(t) — 0asn — oo for the two
cases 0 <y <1and y > 1. This, together with (2.11), leads to u(t) < Z,;";O(Rkat“‘l)(t).

Finally, we show that

<Rkat“‘1>(t) <a(T(B)b(t)) ckt* ', keN, (2.19)

where ¢ = 1, ¢ = [TEA(T(@iv + 6) /T(iv + 6 + ), k € N*.

Obviously, inequality (2.19) is true for k = 0. Suppose that the inequality is satisfied
for any fixed k € N. Let us verify that it is also satisfied for k + 1. According to the induction
hypothesis and Lemma 2.6, we obtain

(Rk+1at“‘1> (t) < b(t) f (t - s)f Lo <Rka5"“1> (s)ds
0

< a(T(B)b(t)) cib(t) f ; (t — )P Lskv+o-1g4g 220

T(B)T (kv + 5)

~ k kvtb+p-1_\NT/7 N7 77
= a(T(B)b(t)) ckb(t)t T(kv+6 +p)

= a(T(B)b()) " et kDY,
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This proves that inequality (2.19) is satisfied for any k € N. In other words, we have proved
that

u(t) < ia(l‘(ﬂ)b(t))kckt“’lt"”, (2.21)
k=0

where ¢y =1, ¢x = Hg:ol (T@v+06)/I'(iv+ 6 + P)), k € N*. By virtue of Definition 2.5, we can
arrive at inequality (2.8) and the proof of this theorem is completed. O

For the case b(t) = b > 0 in Theorem 2.7, we can obtain the following corollary, which
can be found in [17].

Corollary 2.8. Leta, B,y >0, 6=a+y—-1>0,v=p+y-1>0, a,b> 0. And suppose that u(t)
is nonnegative and tY"\u(t) is locally integrable on 0 < t < T (T < o) with

t
u(t) <at*'+b f (t—s)fts"u(s)ds, 0<t<T. (2.22)
0

Then one has

u(t) < at™ o505 (r(ﬁ)btl’), 0<t<T. (2.23)

For a = y = 1 in Theorem 2.7, we can arrive at the following corollary, which can be
found in [12].

Corollary 2.9. Let , a > 0, b(t) be a nonnegative, nondecreasing continuous functionon 0 <t <T,
b(t) < M, where T < oo, M is a positive constant. And suppose that u(t) is nonnegative and locally
integrable on 0 < t < T with

u(t) < a+b(t) f t (t—s)Plu(s)ds, 0<t<T. (2.24)
0

Then one has

u(t) < aEg (r(p)b(t)tﬂ), 0<t<T. (2.25)

3. Application

In this section, we will apply our established result to study the dependence of the solution
on the initial condition of a fractional differential equation with the Riemann-Liouville
derivative.

For the reader’s convenience, we first recall several definitions of the Reimann-
Liouville integral and derivative. From now on, we assume that T is a finite positive constant,
thatis, T # co.
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Definition 3.1 (see [14,16]). Let0 < p < 1. The Riemann-Liouville integral of order p is defined
by

<Ig+x> (t) = r(l_p) f; (t-s)"'x(s)ds, 0<t<T. (3.1)

Definition 3.2 (see [14, 16]). Let 0 < p < 1. The Riemann-Liouville derivative of order p is
defined by

Df __t af Px(s)ds, 0<t<T 2
( 0+x>(t)—mafo(t—s) x(s)ds, 0<t<T. (3.2)

Now we consider the following initial value problem of the form

. 1-
(Dgix) () = fLx(®),  lim (Iof’x) (H=x), 0<p<1, 0<t<T, xo€R. (3.3)

With regard to problem (3.3), the existence and uniqueness of the solution can be
found in the book by Kilbas et al. [14]. For the completeness of this paper, we give the
existence and uniqueness of the solution to (3.3) in the weighted space C;_, ([0, T]). The space
C1-p([0, T]) consists of all functions x € C((0,T]) such that t'=Px(t) € C([0,T]), which turns
out to be a Banach space when endowed with the norm |x|;, = maxo<<r |t Px(t)].

Theorem 3.3 (see [14]). Let 0 < p < 1, and f(t,x) : (0,T] x R — R be a function such that for
any x € R, f(t,x) € C1,([0,T]). Further assume that for any t € (0,T], x,y € R, the following
inequality

|f(tx) = f(ty)| < LIx -y (34)
holds, where L > 0 is a constant. Then there exists a unique solution x(t) to problem (3.3) in the space
Cip([0,T]).

Theorem 3.4. Let 0 < p < 1,and f(t,x) : (0,T] x R — R be a function such that for any x € R,
f(t,x) € Ci_p([0,T]). Further assume that for any t € (0,T], x,y € R, the following inequality

|f(t, %)~ f(t,y)| <L|x-y| (3.5)

holds, where L > 0 is a constant. Assume that x and y are the solutions of problem (3.3) and

(D§+y) 6 =f(Ly®), lim (Iéf” y)(f) =yo, 0<t<T, y€R, (3.6)



Abstract and Applied Analysis 9

respectively. Then, for 0 <t < T, one has

[ |x0 = ol 1
—FZ—l,,Z (Lt), —<p<1,0StST,
T(p) pP=Lp.p 2
X0 — 1
tl_p|x(t) - y(t)l <9 MFme—l,pm,me (L*t), O0<p< 5 0<t<l, (3.7)
I'(p)
|x0 = yol 1

WF2p+q’—l,p+q’,2p+q’(L’t)/ 0< P < E/ 1 <t< T/

where q,q', L*, L' are positive constants such that

1- 2p<q<logL/L, 0<p§%,0<t<1,
. (3.8)
q >max{1 2p,logL/L}, 0<p§§, 1<t<T.

Proof. The proof is rather technical. We first prove the case 1/2 < p < 1and 0 <t < T. Since
x(t) and y(t) are the solutions of (3.3) and (3.6), we have

20 = s [ = s x) )
LA S P
¥ = Ko o |, ¢ Gye)as (310)
Subtracting (3.10) from (3.9) and using the Lipschitz condition (3.5), we obtain
|x0 = yo|tP~! L 4
|x(t) —y(t)] < ) + ) J‘o (t=s)P7 |x(s) — y(s)|ds. (3.11)

Taking into account that x(t), y (t) € C1-,([0, T]), we multiply at both sides of inequality (3.11)
by t7 to get

|x0 —yo| Lt'P
+
I'(p)  T(p)

P |x(t) -y ()] < t (t - )P 'sP 151 P | x(s) — y(s)|ds. (3.12)

Denote u(t) = t17P|x(t) — y(t)|. Then, (3.12) can be written as

IxO—yo LtP

I(p)  T(p)

u(t) < f (t = s)PLsP u(s)ds. (3.13)
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Putting a = |xo — yo|/T(p), b(t) = Lt*P/T(p),a = 1, = p, ¥ = p, we see that a, f,y > 0,
6=a+y-1=p>0,v=Pp+y-1=2p-1>0,a>0,and b(t) is a nondecreasing continuous
function due to p, L > 0. So, applying Theorem 2.7 to (3.13), we obtain

|0 — yol
I'(p)

1
u(t) < FZP—LP,ZP(Lt)I 5 <p<1l, 0<t<T. (3.14)

Next, we prove the case 0 < p <1/2 and 0 <t < 1. Notice that the Lipschitz condition
(3.5) holds for each t in t € (0,T]. Since t > 0 and L > 0, we can always choose two positive
constants g, L* such that

1-2p<g<log’t, 0<t<1. (3.15)

Condition (3.15) means that 0 < 1 -2p < g and L < L*t9. That is to say, if the Lipschitz
condition (3.5) holds for each tin t € (0, T], then we can always choose two positive constants
q, L* such that the following condition

0<1-2p<gq, |f(tu)-f(tv)| <Ltu-1] (3.16)

holds for each tint € (0,T].
Subtracting (3.10) from (3.9) and using condition (3.16), we obtain

xo — Yo|tP~!
|x(t) -y ()] < | Or(y;)| F(p),[ (t-s)P's7|x(s) - y(s)|ds. (3.17)
Multiplying t!"7 on both sides of (3.17), we get
_ *11-p
u(t) < |x1(i(p])/0| l;(tp) f (t—s)P 1Py (s)ds, (3.18)

where u(t) is defined as before. Now, putting a = |xo — yo|/T(p), b(t) = L*t'7/T(p), a = 1,
p=p,y=p+qg weseethata,f,y>0,0=a+y-1=p+q>0,v=p0+y-1=2p+qg-1=
q—-(1-2p) >0,a > 0, b(t) is a nondecreasing continuous function due to p,L* > 0. So,
applying Theorem 2.7 to (3.18), we have

|0 = o

t) <
05T

. 1
F2p+q—1,p+q,2p+q(L t), 0< p < E, 0 <t< 1. (319)

Finally, we prove the case 0 < p <1/2and 1<t < T.Sincet > 0and L > 0, we can
always choose two positive constants g, L' such that

q > max{l 2p,logL/L }, 1<t<T. (3.20)
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Condition (3.20) means that 0 < 1-2p < ¢’ and L < L't1. Using the same arguments as above,
we can obtain that

|x0 - y0| 1
u(t) < WF%HQ'*LP*Q’QPHT (L,t), 0< 14 < E, 1<t<T, (321)
where u(t) is defined as before. So the conclusion of this theorem is true. O

From the proof of Theorem 3.4, we can see that the integral inequality in Theorem 2.7
is very useful. This demonstrates that our investigation is meaningful.
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