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i. In t roduc t ion .  The subject  of this pape r  is to develop the analy t ic  

t h e o r y  of a q-difference s y s t e m  

Y(q  x) = A(x)  Y(x),  Y(x)  = (yii(x)), 
(i) 

A(x)  = (a~j(x)), [A(x)[  ~ 0 (i, j =  i , . . .  ?t) 

or, which is an essent ia l ly  equivalent  mat te r ,  the analyt ic  theory, of  a single 

q-difference equat ion 

( I a) L.(Y) =--- Y(q TM) + al (x)'y(q n-l~) +"" + an(x) y(x) = o 

(~n(X) ~ o). 

I t  as assumed tha t  the  coefficients a ( x ) i n  (I) or (I a) are analyt ic  for  Ix [  =~ Q, 

being representable  for  these values of x as follows 

x The author began this work while he was a National Research Fellow at Harvard Uni- 
versity. 

]--3343. Aeta mathematica. 61. Imprira6 le 18 f6vrier 1933. 
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aij(x) = a i j  -~- ai 'Jx ~- ai 'Jx 2 -~ ' ' '  
(~ b) 

(I ( ~ )  I ~ o); 

(~ c) .,(x) = .~o + , ~  + . i ~  ~ + " ( i = ~ , . . .  ~), 

( i ; j = I , . . .  n) 

where not all the a~0 are zero. In the past the main contributions to the subject 

were made by Carmichael and by Birkhoff. ~ Carmichael successfully develops 

the theory under the supposition that  the roots of the characteristic equation 

of  (I a), 

(2) -E(e) ------ e~ + ~'o e "-I + - - -  + d ~  -~  e+~'~ = o, 

are all finite and different from zero. ~ He demonstrates existence of a full set 

of analytic solutions which actually are the 'formal series solutions'. Birkhoff 

solves the corresponding Riemann problem. The proof of the existence result 

of Carmichael has been simplified by Adams3, who also investigated the nature 

of the formal series solutions in the general case when no restrictions are made 

concerning the roots of (2). The purpose of the present paper is to develop the 

analytic theory when the roots of the characteristic equation are not restricted 

in any way. We then obviously may have several characteristic equations in 

place of the single one (2). 

In view of the fact pointed out in the beginning of (C) and since the 

complete analytic theory of difference equations has been already developed in a 

paper by Birkhoff and myself 4 the present paper assumes added interest. Without  

any loss of generality it will be assumed that I ql > 1.5 Moreover, in the greater 

part of the text the theory is developed for the vicinity of the origin. On the 

basis of such developments it will follow at once that  a structurally identical 

theory would hold for the neighborhood of x = ~ provided that  the coefficients 

i R. D. Carmichael ,  The general theory of linear q-difference equations, Amer .  Journ .  Math . ,  

vol. 34 (t912), PP. I 4 7 - - I 6 8 .  T h i s  paper  will  be referred to as (C). G. D. Birkhoff,  The Generalized 
Riemann Problem for Linear D~erential Equalions and the Allied Problems for Linear Difference 
and q-Difference Equations, Proc. Am.  Acad.  Ar t s  and  Sciences, vol. 49 (I914), PP. 52 I - -568 .  Th i s  
paper  wil l  be referred to as (B). 

2 He supposes  ~lso t h a t  no root  of (2) is equal  to t he  p roduc t  of ano the r  by an  in tegra l  

power  of q. Th i s  res t r ic t ion,  however ,  is no t  f u n d a m e n t a l .  

3 C. R. Adams ,  On the Linear Ordinary q-Difference Equation, A n n a l s  of Math. ,  vol. JO, 

No. 2, April ,  1929, pp. I 9 5 - - 2 o  5. T h i s  paper  wil l  be referred to as (A). 
4 G. D. Birkhoff and  W. J. T r j i t z insky ,  Analytic Theory og Singular D~l~erence Equations, 

Ac~a m a t h e m a t i c a ,  6o: I - - 2 ,  pp,  1- -89,  hereaf te r  referred to ~s (BT) 

The  case w h e n  I q ] =  I ha s  been  sa t i s fac tor i ly  t rea ted  in (C). 
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in (I) or  (I a) a re  r e p r e s e n t a b l e  (near  x = ~ )  by series in n e g a t i v e  p o w e r s  of  x 

wi th ,  p o s s i b l y ,  a few pos i t ive  powers  presen t .  All  t he  resu l t s  of  th is  p a p e r  wil l  

con t i nue  to  hold,  wi th  no essen t i a l  modi f ica t ions ,  also w h e n  in (I b), (I c) x is 
1 

r ep l aced  by  x * (s, in teger )  and  w h e n  a finite n u m b e r  of  n e g a t i v e  power s  of  x (1) 
or x ~ is a d m i t t e d  in  (I b) and  (I c). A c o r r e s p o n d i n g  s t a t e m e n t  can  be m a d e  

c o n c e r n i n g  the  v ic in i ty  of  x ~ ~ .  

w 2. S e t t i n g  o f  t h e  P r o b l e m .  On the  bas i s  of  (A) i t  can  be a s se r t ed  t h a t  

(I a; w I) is sat isf ied by  n l inea r ly  i n d e p e n d e n t  ~ f o r m a l  so lu t ions  

t ~ 

(,) q ' J~x~; . ) ( . )  

where  l o g x  is g iven  a su i tab le  d e t e r m i n a t i o n  a n d  

(i  a) 

t log  x ,  n )  
= iog q" J=~"'" 

~ ( x ) = ~ j 0  ~ + t~) ' . + + t ~  ~ , 

-j,o ~,i q- § ' "  

We shall term a series o(x) of  the type given by (I u) a mseries. A series 

( l og.~, 
s(t) such that s( t )=a(x)  t =  log q] where (~(x) is a a-se,'ies, will be also called a 

a series. 

T h e  series (i) we o rder  so t h a t  

( I b )  # , ~ . , = < -  " ~ t * , .  2 

~--] (sj > o), the  f r a c t i on  be ing  w r i t t e n  in i ts  lowes t  t e rms .  W h e n  t t j = t t  i H e r e  ttj = sa" 

we t ake  s j =  ~. I n  genera l ,  the  tea. f o r m  a ( >  I) g r o u p s  

(I C) 
m i = # ~ = # ~  . . . . .  #v, < m.~=/*rl+ i . . . . . .  #v., < �9 �9 �9 < m ~ =  #va_ i + 1 . . . . .  ~ro. 

( I < F ~ < F ~ < . . .  < V o = ~ ) :  

U n d e r  the  suppos i t i on  t h a t  the  series (~) a re  su i t ab ly  o rde r ed  the  fo l l owing  

1 It  will be said that gl(x), g2(x),...gn(X) are linearly independent if the determinant 
kqj(qi--lx))[ is not identically zero. 

The Ixj(J= I . . . .  n) are all equal if and only if the roots of (2; w I) are all finite and dif- 

ferent from zero, 
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can be said concerning the ~7 and the integers k~. 

(2) 
and w r i t e  

(2 a) 

In  general, the Q,+~ 

group of Q~+~,, 

(3) 

is specified as follows: 

(3 a )  

(3 b) 

m t ~ 

?, 1 q ~ x ,~+,,, o'~+,,, ( .)  

- - -  + _ Oa+w. 1 r a + w  
2 

( w = I , . . f l )  can be 

Consider all the series be- 

( w = i ,  2 , . . .  ~) 

parti t ioned into several groups. 

( O ) = I , . .  ~1), 

8 

(w = 2 , . . .  fl~; o ~ g,,+2 ~ "" =< ~,~+~,; the g,~+~, integers); 

�9 . a ,  + fl~). ( ~ 0 ,  I, 2 , . . . ;  

d' 
qe,~+t,, # q ec~' + x + ~ 

A 

The kj, occurring in the oy(x) which correspond to the group (3), have the values 

When  #1--#~ . . . . .  #,~ then, according to the existence result of Carmichael 

the power series factors in the formal solutions (I) will all converge for I*l----< el 

(Q~ > o). The formal  solutions are then also 'actual '  solutions, s When  not  all 

the #j are equal the power series factors in the series (i), which belong to 

m~ ( ~ / ~  . . . . .  St1), will converge for Ix] ~ Qas; accordingly, I ' ,  'actual '  solut ions  

will be known. The power series involved in (I), for j > F~, may converge or 

they may diverge. 

Wri te  q = ] q ] e v:~i q and l e t  o ~ q < 2 z. The t ransformations 

(4) x - -  e ' log ~, (x=l.le~:x-; t=u+ V-Tiv) 

The Clqa+w(w= I , . . . , 8 )  are the  roots of the  character is t ic  equat ion which  belongs to the  
ment ioned  group of ,uj. 

of. (G). 
According to (A), O~ = Iq lo  at  least  when the  coefficients are in posi t ive  powers  of x, 
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will be now applied. The system (I; w I) will assume the form 

(5) z ( t +  i) = B(t) z ( t )  

(A(e tl~ = B(t); Y ( d  '~ = Z(t))  

and the equation (I a; w 1) will be transformed into an ordinary difference equation 

(5 a) M~(~) -= ~ ( t+  ~ )+  b l ( t ) 4 t + - -  i ) + . . .  + b.(t)~(t) = o 

(aj(e t'~ = bj(t), ( j =  I , . . .  n); y(e tl~ = z(t)). 

The coefficients of the difference system (5) or of the equation (5 a) are analytic 

(except, possibly, at t = ~ )  on and to the left of the line 

(6) q v = log Iqlu-log e. 

In this region /~ the coefficients are of period 

(6a) 27t: - + V  i l o g ] q ] ) - - 2 ~ / : ~ I  
j i~-?-I  ~ (q log q 

The region 
Ixl_-<Q (o_-< ~_-< 2~) 

will correspond to a strip S0,1, in the t-plane, with its boundary consisting of 

the part of the line (6) enclosed between the points 

tO(=U o + V - - - i  v0; x = • ) ,  t l ( = U  1 + V ~ I  Vl; x = oeV-12~), 

-0 = log e log I q l l  log q I -~,  v0 = - q lo~ e I log q I-L 

u,=(logeloglql + 2~)llogql-L v~=(2~loglql q!oge)llogql-L 

and of the parts of the lines through to, ti, lying in R and at right angles with 

the line i6). 
The  formal series solutions of (5 a) will be 

(7) e~J (t) e'~Jl~ Qi(t) - t~ttj log q, 
2 

a/t)  = a](t) § ta)(t) + ... + tk~a~(t), 

a~(t) = a'~ ~e ~ ] ( m = o , I , . . . k j ; ] = I , . . . n ) :  
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The equation (5 a) is seen to be simply related to the systeIn 1 

~(-(t -}- I) = D(t)  Y( t ) ,  

[ o, b o, . . .  o ~ 

\ - -  b,~, - -  b n _ _ l ,  �9 �9 �9 - - b l /  

which is satisfied by a formal mutrix 

(8 a) 

Here 

(8b) 

s(t)  ~ (eQ~('+'-~) e('+'-~)~J 'o~ ~ ,~j(t + i - -  ~)) 

= (eQP) e"r,~ ,~,J(t)), 

Now, the series a~(t) 

as the series 

(9) 

converge 

the first 

~ i j  = [(i - -  I )~ t j  -Jr" rj] l o g  q. 

k. k i ~j(t) = o~.(t) + t~b(t) + + t~ ~r (t), 

- "  e ~J + . . .  ( m = o ,  . ~ ; j = I , . . . n ) .  (7~(t) = ff(~;0 H- ($~3;le s j  H- . . .  ~ -  ~ i j ; k  �9 �9 

( re=o,  I , . . .  k j ; . j ~ - I , . . .  I'~), occurring in (7), as well 

a;~(t) (m~-o ,  I, . . . kj; j - -  I , . . . /~1)  

on and to the left of a line D parallel to the line (6). Accordingly, 

F~ columns of S(t )  constitute I'~ solutions of (8) whose elements are 

analytic (except possibly at t : ~ )  on and to the left of a line D. 

Related to (8) there is the associated difference system of order C "~ (~ < k =< n) s k 

(Io) 

where 

(~o ~) 

r~(t + ~)= 9~(t) y~(t)  

Dk(t )  = (d~ . . . .  ,k;j  . . . .  j~(t)) 

( i~ , . . .  ik, j~ . . . .  .jk - - I , . . .  n;  i~ < i,, < . - .  < ik; Jl  < .J2 < < jk). "~ 

' Cf. (BT; ,~ I; (6), (6a)). 
'2 Cf. (BT; w 3; (9), (9a), (IO)). For  k =  I we h~ve the  sys tem (8). 
3 In  ag reement  w i th  (BT) we le t  h i . . . .  i k ; J  . . . .  Jk  denote  the  d e t e r m i n a n t  I ( h i r , J c ) l  where  in 

the  m a t r i x  (hir, jc) (r, c =  I . . . .  k) the  t e rm d isp layed  is in  the  r - th  row ,~nd c-th column.  On 

the  o ther  hand,  ( h i , . . . i k ; j t  " . . J k )  wil l  denote  a m a t r i x  of order C~ in  which  the  set  of subscr ip t s  

( i t . . .  ik )  refers to a row and the  set  of subscr ip ts  ( j ~ . . . j # )  refers to a column.  :~t is clear th~$ 

I Dk (l)] ~ o. 
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System 0o) will be satisfied by the formal  matr ix 

( I O  13) S k ( t ) =  (e Qj'(t)+ . . . .  EQjk(t) et(r j '+ ' ' '+r jk) l~ j . . . .  jk(t)) 

where 

1 , log q ) I ( I O  C) k ~ t ( t r - - 1 ) ' j c  ~ , "  �9 �9 ~ ) .  o, . . . .  ;~;j . . . . .  j~( t )  = ~ ~ ,,,,..~(t) (,., ~ = i  

/c 
The o, .. . .  ;k;J . . . .  jk(t) are of the same nature as the a,j(t) s i n c e  ( i r - - I )~] j  c is a non 

negative integer; 

power. In  fact, 

(Iod) 

[~( t )  

here t enters as a factor to at most the (Ji).,+kj~+.--+kjk)-th 

k 
at . . . .  ik;J . . . .  j k ( t ) - = a ~  + ta ' ( t )  + . . .  § tloz(t) 

o )] 
= (l i . . . .  ik; j . . . .  jk( t ) ;  ~ f t = O ,  I ,  . . .  ~ ( = ] C j , +  " + ]C jk  , 

t logg 2 t a~ 
(~oe) ~ ( t ) = , ~ m  + O ~  ~ + O ~  ~ + 

((Tm m . , . 
- ~ ( ~ i l . . . i k ; J j . . . j k  ~ V ~ O ,  I 2 ,  . . )  

where s ( = s j  . . . . .  ii~) is the lowest common multiple of s~.,, s j ~ , . . ,  sj~.. In view of 

the fact  tha t  to the system (io) there corresponds a single equation of order C~. 

(cf. BT; w I; (I), (2), (3), (4)) we conclude tha t  the series a~;"...ik; j . . . .  jk(t), occurring 

in the columns of Sk(t)  for which #j, + #.j~ + .-. + #Jk is smallest, all converge to the 

left  of a l ine  D parallel to the line (6). The sets of subscripts (Jl, J-~,... jk)wil l  

be supposed to be so ordered tha t  the values 

# = ~'Jl + #J'., q -  ' " " "+ ,I t jk 

as they occur  in the successive columns of Sk(t) ,  are in ascending order of mag- 

nitude. Accordingly, i t  may and will be assumed tha t  in the first column of 

,%(t) we have ( / , , . . . j k ) = ( I ,  2 , , . .  k). 

Throughout  the paper W will denote the part  of the t-plane bounded above 

by a portion of a line with the slope 

$ 

- - ~ - - ] l o g  q] (<  o) 
( '~) ~ =  l og lq l  

and bounded below by a portion o f  a line with the slope 
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I l o g q l  
( , ,  a) a, -= - -ig  I q I 

(> o) 

The slopes (ii), ( i i  a) are those of the two lines I'2, Tx given by the equation 

(II b) 9~ Q(t) = o. (~ # o) 

The exact nature of the boundary of iV near t = o  is not essential. A part of 

W on and above a line, below the axis of reals and parallel to this axis, will 

be denoted by W(u). More explicitly, we shall write W(u) - -W(u ;  --c) if on 

the lower boundary of W(u) ~ t :  c. Similarly, a part of IV on and below a 

line, situated above the  axis of reals and parallel to the axis, will be denoted 

by W(1) (or by W(/; c) if ~ t=c  on the upper boundary of W(1)). Moreover, 

we shall let W~(u) (or W' (u ; - -c ) )  denote a subregion of W(u) with the right 

boundary, sufficiently far from t--o, consisting of a portion of a line with the 

slope a,~+e(e > o). On the other hand, W*(l) (or)V~(1; c)) will denote a sub- 

region of W(l) bounded on the right, for It] sufficiently great, by a portion of 

a line with slope a~--e(e > o). Throughout, it will be possible to take , arbi- 

trarily small. The combined region W'(u)+ IV*(/) will be denoted by W *. Simi- 

larly, to the right of a line with the slope lgg ]-q ] we define, with respect to the 
q 

slopes al and a,~, corresponding regions V, V(u) (above a line parallel to the 

axis of reals), V(l) (below a line parallel to the axis of reals), V*(,e), V*(1) and 

v,(-- w(u)+ 
The results of this paper stated for W~(~.), for instance, could be extended 

without modification to more general regions. For instance, we might require 

that, for It I sufficiently great, the right boundary of W~(u) should consist of a 

portion of a curve C such that, when t' is on C and t (~t  '=:~t) is on 1'~, 

t '  = t - t ) ,  

(e > o: ~ :> o; e arbitrarily small). 

I t  is clear that, with ~ < I, the limiting direction of C at t=00 is as. Corres- 

ponding extensions can be also made for WE(l), V~(u), V*(l). 

w 3- Formal q=Summation. In view of the purposes at hand it is essential 

to solve the formal equation 

(I) y(qx) -- y(x) : V(x), 



(I a) 
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[( ) ( ) -1. 1 

V ( x )  e ~ ' ~ ' ~  ~ v , , + ~ , x . ~  ,o . + t ' ' x ~  + " V o + V ,  " "  

+ ... + ,~ (~o~ + ~,~ x,'-+ ...)] 

= s '  *~ >- o, s ~ I ; 7/, s, integers; t=~ - , 

( I  b )  y ( x )  = Z V ( I " ) .  
I ' ~  ,'C 

The operation implied in the second member of (I b)wil l  be termed q-summation. 

Suppose rj ~ I. Let  

(~) 
~ [( , ) ( , ) 

g 0 , 0 - -  1 1 y(x)==e 2t~i~ q x  r .~'O'i-.r ~ - . . . .  ~- t ,%-~-SlXS-~ - ' ' "  + " '"  

1 

+ ,,~ (.,,,.+ .~,  + ...)]. 

Substi tut ing (2) in (I), by a laborious though s t ra ightforward computation, we get 

(2 a) ,,'.~ - -  - % ( j - ~ o , ,  . . . .  , ~ - ,  ; i -  , . . . .  k) 

( d i s ~  + i+1 ~i, 1 C1: s,~.) _ si  = v i (2b) g q  ~ ,  i , ,  C~ ,,,, = " + i ,i+m ~,+m 

'• q 
n ~ = : O ,  I , . . . ;  i = O ,  I , . . .  k ;  g = e  2 q ~ l ,  

where the (/{ are binomial coefficients. Equations (2 b) can be solved in succes- 

sion uniquely for the s j ( j -  - v ,  ~ + i ,  . . .; i =  ~, . . . k ) .  

Suppose now tha t  V = o  while for no integer ~ ( ~  o) 

r +  
q ~ = J .  

(I). The s ~ ( m = o ,  I , . . . )  will be defined by the 

(3) 

We substitute again (2) in 

equations 

(q~ +'• ) 
(4) s __! s k == ,k 

m Vm 

2--3343.  A c t a  ma thema t i c s .  61. [mprim6 le 18 f6vricr 1933. 

r e = o ,  I ,  . . .). 

where not  all the v~ ( i=o ,  I , . . .  k) are zero and the series are, in general, diver- 

gent. For  an equivalent form of (I) we shall take 



10 W . J .  Trjitzinsky. 

The s ~-~ (m==o, I .) will then be determined uniquely by the equations 
? n  ~ " " 

' ~ ' - - -  k ~. . k - ,  ( m - o ,  I ,  . . ) ;  (4 a) ~ - -  I sl:--Im ~- q s Clr 1 8m : ?/m �9 

and so on. Thus, in succession are determined uniquely all the 

s ~ ( i = k ,  k - - I  o; ~,--o, ~, .). 
m ~ . . . . .  

I t  remains to consider the case when ~1~o ~nd for some integer m ( ~  o) 

(3)  holds. An e=pression like (2) c~nnot be made to satisfy (I). We let 

1 1 m 
. - -  0 , , 0  . . . . .  - . . ~ ' q -  1 8 "  . 

Comparison of coefficients gives the equations 

s C i  9i [~k ~k~ oi : :  Vi ( S a )  q ( . , , , ,  + "+'r (~ i ' ~,+, + " + 'J i ~  n ,, 

( / = : O ,  I , . . . k ;  ~ = 0 ,  l , . . . m - - l , . m + I ,  m + 2 , . . . ) ,  

((, '+~-- I 8~+ ~- f + l  ,i+1 [ ' k . k  ~_ Ck- t -18k+l  /)i 
) C i s m + "'-  -~- t~ iOm ' i m == m '  

~ - -  I~ 9~l -L I ,  .) and * ~  

(5 b) 

For  i = k  (5 ~), (5 b) define Uniquely the s.~i (~--o, T, 

but lenve s ~' undefined. For  i = - k - - I  we have 

q ~ - - I  1 +  C~._I. ~ ~ ? ~ 0 ~  I ,  . . . ~ - -  I ~  ~ - F  I~  . . .), 

( ] k - - l _ _  i ) 8 k  I _ ~ ,k 8 k ( , k + l o k + l  ,./,'--J 
Vk- -1  (~'l:--I m "~- tJk- - I  ~ ~ bm " 

These equations definie the s &--1 (n=o ,  i, m - - I  m + I  .) and s~ leaving 

s~,~ -t undefined. Thus, using (5 a), (5 b) in succession for i - -k ,  k ~ , . . .  ~ it is 

seen thut  the s i ( i - - k , k - - i , . . . . r ;  n- -o ,  I. m - - I  ~n+I ,  .) are defined; so 

are the constants ~ i  ~k--1 + 'm , ,%. However, s 1 will be left undefined. Now 

the last set of equations (5 a), (5 b), formed for i= =o, is 

( ,  ..... ) 
,,, + " + 6,, s.] -= v,~ 

b , = o ,  , . . . .  m -  , ,  m §  . . . .  ) ,  

( ro ' ) 8 ~ , ~ - ' 1  1-1- ' ( J k s k - v - ~ ' k + t ~ + l = v ~  6o-- C ,, s m  , ' " ,,, . ~ o ' . ,  ,~" 
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These equations define the s~ ~ (n=:o, I , . . .  m-- I , m + I , . . . )  and s,;, but s ~ will 

be left undefined. Thus equations (5 a), (5 b) serve to define all the coefficients 

Arbitrariness of s~ corresponds, of course, to the rela- occurring in (5) except sO. 

tion 

which takes place whenever  q 

g (q x) --  g (x) - o 

8 ~  I .  

0 r +  q(x)=s~ "2) 

Lemma.  The formal equation 

y ( q x )  - y ( ~ )  = v ( z ) ,  

where V(x) is given by (I a), always possesses a formal solution 

1 . ) (  1 ) 
e,31og~ [ { ~  .~ x; + + t  s~ +s~x~ + + y(x) ~-- e 2 x r  l ~So "J- 61 " ' "  1 . . . . . .  

(m >= o), 

r +  m 

where , , k + l # o  i f  and only i f  /t : o and q ~ : i. I f  u ~ o, the coefficients are O~l t 

~frt 

uniquely defined by (ca), (2b). I f  ,u=o, but for.no integer m(>=o) q = I ,  the 

,k+I # o the formal coefficients are uniquely determined by (4), (4a) . . . . .  When s m 

solution is specified uniquely, except for the arbitrariness of s ~ by the equations 

(5 a), (5 b). 

w 4. Lemmas on Analyti c q-Summat ion .  Consider first the equation 

(,) y(qx)-y(x)-.(x) = eQ(t)x.h(x) (Q(t) ='-2 t~log q) 

with H ( x ) = V ( x )  where  V(x) is given by (i a; w 3), # being not zero and the 

( l~ 
involved series being all convergent  for t t = l - o g q /  on and to ~he left of a 

line D* whose slope is l~ I q] Whenever  ~ = o, it is taken parallel to the axis 
q 

of imaginaries. An analytic solution of (I), 
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a) = Z H (r) 

(cf. (I b;  @ 3)), will  be f o u n d  u n d e r  the  s t a t ed  conditions. 

Let  L (~) be a line either coincident with D* or parallel to and Situated to 

the left  of D*. Let  L (1) be a line parallel and to the left of L (2) at  a suitably small 

distance co(r o). Let  D O be a line parallel to D *, say, midway L a) and L ('2). A 

closed region U is then defined as the part  of the complex plane bounded on 

the r ight  by Do. We have 

( (2) ~,  H ( / )  = H ( e  ~~ q) t = 1T-g-g q] '  
/ ' - - X  

where the symbol in the second member is tha t  of ordinary difference summa- 

tion. That  is, 

~ v : t  ~- 1 qz=t  

Consider the set of all lines parallel to L (1) and congruent  to L (1) from the 

left. Enclose each of these lines, including L(~ ), in a strip of width w, with 

boundaries parallel to L(~); let each of these lines be in the middle of the strip 

in which it lies. ~ The total i ty of these strips will be denoted by S (1). Similarly, 

denote by S (2) the total i ty of strips, of width ~o, containing the lines parallel 

and congruent  from the left  to L (2). Wi th  co sufficiently small, 

(3) U = S  (1)+ S (2)+ S (3), 

where S (~) is a set of strips, each bounded on the r ight  by the left boundary of 

a strip of SI~) and bounded on the left  by the r ight  boundary of a strip of S (2). 

Let  L be a s t ra ight  line whose position depends on t as follows. When t is in 

a strip S (1) or on the 'left side' of the r ight  boundary of such a strip, L is L (~). 

On the other hand,  if t is in a strip of S (2) or on the ' r ight  side' of the left  

boundary of such a strip, L is L C1). Thus, for the left  approach to the common 

boundary of a strip of S (~) and a strip of S (2) we have L ~ - L  (2), while for the 

r ight  approach L=L(! ) .  For  t in S (8) we take L ~ L  (1) or L = L  (2). With  L so 

defined is follows tha t  no point t in U is at  a distance < (o from a position of 
2 

i The latter condition is assumed only for convenience. 
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congruency to L. Also, every t in U is to the left of L. Let t+kt denote the 

point furthest to the right belonging to the set of points t, t+  I , . . .  and lying 

to the left of L (t in U). I t  is clear t h a t  kt is uniquely defined in U and does 

not depend on the choice of L when t is in S (a). The function of t,/ct, depends 

only on the two positions of L (L (1) and L(2)). Let It denote a loop enclosing 

the points t, t + I , . . ,  t+kt, not enclosing t - - I  and passing between t+kt and L. 

Such a loop is defined, of course, only for t in U. 

Consider the expression 

;e~q~ w 
(4) j ~ _ ~ v - 1  ( t - w )  

L t 
where 

Lt = L + It, 

wi~h L described upwaMs and It described in the clockwise direction. For t in 

U and w on L 

I < d (d  > 0).  
(4 a) I I - e I =  

Now the equation of L is of the form 

U - -  
q v  

l o g l q l  + ~' 

Accordingly, for w on L the real part of ~- w"log q will be 
2 

(4b) ~ [~w2 logq]  ~ Ii~ 
2 

In view of the fact that along L ]h(e~'~ does not increase faster than Iwl ~ 

it follows, by (4a) and (4b), that  the component of the  integral (4), along L, 

is absolutely convergent for t in U. The integrals along h and L each repre- 

sent functions of t analytic in the strips separated from each other by the 

common boundaries of the strips of S (1) and the strips of S (2). In  other words, 

these are strips whose boundaries D consist of D O (the right boundary of U) 

and of all the lines congruent to Do from the left. Each of these integrals 

represent two different analytic functions on the left and the right side of 
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line D (excepting Do), respectively. With t in U there is occasion to consider 

only the left side of Do; along this side the two integrals are analytic. We have 

:f (5) = - -  H ( e t l ~  - -  H ( e ( t + l ) l ~  . . . . . .  H ( e ( t + k t ) l ~  - -  99( t ) .  

I t 

The sum of the  t w o  integrals is, however, analytic in U. In fact, let t be on 

a line D (different from Do).  Let kt, for an approach to t from the left, be 

denoted by k~; for an approach from the right let it be denoted as k[. Then 

Hence, on applying the corresponding notation to q~(t), we have 

(5 a) ~gl(t) = ~r(t ) __ H(~(t+ k~ + 1) log q ) .  

Moreover, for a left approach to t 
/ 

and, for a right approach, 

To demonstrate that 

we note that 

f =f =f 
L L(2) L 

L L(1) L 

/) 
L . L 

G(t)= --H(e(t+k~)l~ ( f -- f ) �9 
z(2) L(1) 

The common integrand of the two integrals above is analytic in the closed 

region bounded by L (1) and L (2) except for a pole at t + k ~  (this point is on Do). 

/ f  Accordingly, -- is representable as an integral described in the counter 

L(2) L(1) 

clockwise direction along a small loop enclosing the point w = t + k  I. I t  follows 

that 
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L(2) L(1) 

The difference of the analytic function represented by (4) is equal to H(etl~ 

We shall define the opera~ion of (2) as follows 

(6) f e ~w~'l~ e u'rl~ h(e ~1~ dw  
y(x) = Z H ( F ) :  " I - -  e 2 ~ Z ~  

F--X 
L t 

The properties of this analytic solution of the equation (I) will be further in- 

vestigated. For the component consisting of the integral clong It it follows that 

(7) e-a(t)-"tl~ -~ --  h(e tl~ --  eq(t+~)-Q(t)e~l~176 . . . .  

__ e Q (t+kt)--Q(t) erkt log q h(e(t+ ~'t)log q). 

For convenience the following notation will be introduced: 

t log q i~+r i log q 
e s ----w, gi-~-e p ~ e  s (7 a) 

T h e n  

(7 b) e q(t+i)-Q(t) er~ ~~ = g~ w %  

Let m be an integer (m ~ o) of the form m = ( F +  I)~--~ (F, an integer). With 

m and F supposed fixed we assume, for the present and unless stated otherwise, 

that t is on and to the l e f t  of a line D--k'(m), parallel to D O and to the left from 

D O at a distance (in the direction of the axis of reals) equal to k'(m). Here k'(m) 

is such that, for t restricted as above, 

We have 
k t >  F. 

k 
(7 O) h(~  tlOgq) = Z t a [ v g  ~- "'" ~- V .  

so that 

(7 d) 

(I b~(t) l < b.~ for t in U) 

e q (t§ ertlog q h(e(t+i)log q) 
k 

= ~ (t + i)~ g, [Vo ~ w ~  + + vo,~o,- w'~+~] 

k 

+ w m + l ~  e Q(t+~)-e(t) eri!~ + i) ~ b~(t + i )p  ~(~+~). 
( ~ 0  
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H o w  
k 

(7 e) F, (t + ,,) g, L J  
d ~ O  

where 

(r f) 

k 

:-: y ,  (i~ + c ~, i o - ,  t ~ . . . .  + c ~.,~ t o), ~, [v~ ~,/', + . . .  + v S p ' "  w', ,+ , , l  
0 " - - 0  

=--]~i'(t) + tZ)( t )  + . . .  + tk~t~(t), 

11 i *i + m 
z T ( t )  - -  ~,,,o.~,,., + ~,q,o,~, +~ ~ . . . . .  ~ 1,., ,,~ , 

k 
li 11 =-= g i ~ ) i t  E (~'lI~~ (r--1 ~)[.o 

( H : = o , I , . . . k ;  ] - ~ o , ~ , . . . m ;  i==o,  1 . . . .  kt). 

Accordingly, we ma,y write 

- e - ~ ( ' ) - ' t ' ' , ~ q  ~(t)  = S,,,(t) + r , , ( t)  + /~m(t). (8) 
Here we let 

1" k 

( 8 , )  Sin(t) = y ,  y~ (t + i )"  y, [~,~, ,,,"" ~-. ' �9 ' + ,..,'~ p ' ' , r  ~ .  
i ~ 0  a~O 

+ l t , F L~I,(t), = -  L~,( t )  t L , , ( , )  + . J- 

(Sb) 
1" 

L~ ( t ) ~  ~ )~[z(t)=-. U + " J- pz w"- '  o,o lo, l 'W , + o , , ; - ]  
L -o 

I1 / / !1 )  W'Z+] " ( IH' + lit I - -~- ( l l l  -~- /1/t, 0 )'/+'r/ @ (/O,,lk-i -~- "~ ' "  + 0,2,;--1 lt:2~ \ 0,~ , 1, ~--1; 

.{- . . . . . . . . . . . . . .  , . . . .  , . . . . . . .  

2_ (1 u + 11, 

+ (1" + " 1 H ~w ~r+~)':-~ + -q"(t). "0,(I '41)~--1 11,1',;--1 + "'" [- "1',~;--I~ ' 

The expression ~n(t) consist of a sum of terms of the form 

~, t4; r (l, c o n s t a n t ;  r > m +  I). 

The number of these terms is independent of t. Thus 

// 
(s ~) a - ( t )  = w " , ,  ~,,(t~, , , , .  (19", ( t ) l  _-< L~m). 
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The function l",,(t) will be defined as 

Thus, by (7 b), 

(8 d) 

kt k 

r,,,(t) = F ,  y ~ ( t  + i)~'q~[~,~,,,,,,~ + . .  ~-.,,o , , m , , - , + , , i  
�9 ' * I t  . i .  " �9 ~ 

i - I ' +  1 a - -O 

k kt 

.= , , ?,) t/,'o .~- . .  - ;-  m l 

a- -O i = l ' - .  1 

. so that,  in view of the inequalities 

Ivg ~- ' "  + t p 'w" I < N m  (i -_< kt), 

(s e) 
k kt 

] I',,, (t)[ < N',, Z I i] ̀ ~' Z I e(2 (t+i!--(t ;t) e,.ilo~q I 
a = e  i - - l ' + 1  

k kt--L"--t  

=< N,,:I ,,,~+~ I Zltl~'~,leO.<'~.*/i-<e<".e"J'~ I 
a = O  j =  0 

( t r = t  + 1"+ i); 

},ere [ is t or t+kt ,  according �9 a.s to whichever of the two munbers Itl and It+~;,I 

is the greatest. In deriving (8 e) use is made of the fact tha t  there exists 

constant  a such tha t  

I i l  _-_<..I t l  . 

Before proceeding fur ther  certain inequalities involving Q(t)wil l  be esta- 

blished. Let (~ be the distance from t to Do. Then 

(t l o g  q) - -  - (e - ho) l o g  [ q I 

where 

origin). 

h o depends only oal the position of Do(ho=O when D O goes through the 

Accordingly, 

9t [Q( t  + i) - Q(t)~ ; :  ~ i [ i  - 2 (Q - -  ho) ] log Iql. 
2 

X o w  ~ = k, + ,,,, (] ~t ] ~ 3) so  t h a t  
3 - - 3 3 4 3 .  A c t a  m a t h e m a t i c a .  61.  l n p r i m 4  le  18  f 6 v r i e r  1 9 3 3 .  



18 W. J. Trjitzinsky. 

(9) 
# �9 

~ [ Q ( t  + i) Q(t)l <= 'tAilk~ - 2(k~ + q,,-- h0)]log [q [ ~ . . . .  i (k~- -  h') loo. [ q I 
2 2 

Similarly, it is possible to show that 

(9 a) [Q (tr + j) - Q (tr)] < --  2-3 [kt - - / 7  - -  i - -  h t] log ] q ] 

(j = o, ~ , . . .  k, - -  v - - ~ ) .  

In virtue of (9 a) from (8 e) it follows that 

k 

I Fm (t) I g(")I w " l  It[" 
0"=0 

whenever t is sufficiently far to the left, that is whenever t is on and to the 
left of a line D-k',( , , )  (k"(m) sufficiently great). In fact, with the inequality 

k t - -  I ' - -  I - -  h' :~ )~ ( >  o) 

secured for ~ suitably great it would follow that 

Ict--l'~l 

j = O  

<" e-j(~), l og  I q I-- .qt(r  l og  q) x t - r - 1  "~ ) I 

= - ~  - -  # ). l og  ~ q I + ,~ (r log  q) 
j = 0  I - -  e 2 

provided that ~- • log [ q[ - -  ~ (r log q) > o. 
2 

It remains to consider the last term in (8) 

k kt 

(iob) IR,~(tlw-"'-ll < ~ ~le~(t+~)=~(t)e~l~ + i) b;~(t + i)p'l~'+l' I 
o '~0  i ~ 0  

" ktleQ(t+i)--Q(t)e~l~ I. 
a ~ O  i ~ O  

Applying (6) and using the reasoning employed in deriving (Io a) we conclude that 
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k 
(~o c) I Rm(t) l ~ g(;'n) I wm+ll ~ I tl '~ 

o'~0 

for t on a n d  t o t h e  left  of a line D-~.,"(m). 

By virtue of (8), (8 a), (Sb), (8 c), (Io) and (IOC) the function q)(t) is seen 

to be expressible in the form 

k 

(I I) ~D(t) = e(~(t) e rtl~ q ~ tu q~u(t). 
H=O 

There exists a set of lines D-~(,~), parallel to D 0, such that  

(m~) > k (m,) > o (for m e > ml) 

and such that  for t on and to the left  of D--k(m) 

t log q 

(11 a) ~?u(~-) _ ~/o / "dr ff/t/e s @ . . .  ( U = o ,  I , . . .  ~) 

to m terms in the sense that  

(II b) 
t lof fq  m;t log q (m+l)tlogq 

s , H e H s ~ - ( t )  = ~ + ~,"~ + ... ~ - ~  ~ + ~o~(t) 

(Iq) ( t) l .  =< f~H for t on and to the left  of D--k(~)). 

For  t in U the functions qr ( H = o  I . . . .  /c)'are bounded. 

Let  U s denote a subregion of U bounded on the right by curves C ~, Ct 

with limiting directions at infinity, extending upward  sand downwards  from the 

point P of intersection of D O and of the axis of reals and such that  if t is on 

C u (or C t) and t' (with ` 3 t ' = ~ t )  is on 1)o, we have 

(as ,3 t ~ ~ (or `3 t ~ - -  ~ ) ) .  

In  U ~ the asymptot ic  relation (II a) holds to infinitely many terms (that is, in 

t;he usua l  sense). 

Consider the funct ion represented by the integral along L;  denote  it by 

g(t). Let  ` 3 t ' = ` 3 t ,  while t' is on L. Designate  the parts of L above and below 

t' by L ! and L2, respectively. Not ing  that  
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and using (4 a) we have 

a~O 

(I h~(t) l < h in U) 

L1 L1 

Suppose, for the present, that .~t > o. On taking note 'of  (4 b) it is seen 1:hat 

the integrand in any of ~he k + i  integrals above diminishes, as ~1' approaches 

infinity, rapidly.enough to insure the inequality 

L1 o'~0 

k 

_ h' I e'~(~')+r~'lo.. I ~  It' I ~. (,~ t ~- o) 
if== 0 

On the other hand, 

i/I <= dh~__j le~(r)+rrl~176176 

the maximum of an integrand above being attained near the axis of reals. Such 

an integrand diminishes sufficiently rapidly, away from the axis of reals, upwards 

and downwards, so that 

For ~ t ~ o the rbles of the integrals along L 1 and along L~ are interchanged. 

Thus, for t in U, 

(I2 b) Ig(t) l ~< ~. 

By a special example it can be shown that, in general, Ig(t) l cannot satisfy 

an inequality like (t2). 
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The function defined by (5), y(x)=qD(t)+g(t), will be now considered. 

observed that along the lines 

( I 3 )  v = a , u ,  

v=a u ( t = u  + V-5 v) 

21 

I t  is 

(cf. w z) the real part of Q(t)vanishes. The asymptotes of the hyperbola 

(I 3 a) ~R [Q(t) + r t l og  q] --- o 

are parallel to the lines (13) , respectiveiy. The hyperbola degenerates into the 

pair of lines (I3) when r = o .  The portions of these asymptotes, which lie in U, 

will be denoted by B~ (above the negative axis) and by B~ (below the negative 

axis). The subregion of U enclosed by B~ and Bl (and, in some eases, by a 

part of Do) will be denoted by W in accordance with w 4. Moreover, letting 

B o denote the complete boundary of W, we take B--k to designate B 0 shifted to 

the left (in the direction of the negative axis) through the distance k. 

Taking into consideration the established properties of ~(t), (IZ b) and the 

way in which ~ [Q(t)+rtlogql increases, as I tl increases in W, and of the f a c t  

that in U - - W  the function ~[Q( t )+r t logq]  approaches minus infinity (as 

I t l -~  ~ )  we establish the lemma. 

Lemma 1. The function 

( I4 )  y ( x )  = e Q(t)+rtl~ q ~ (t), 

defined by (6), is a solution of (I) for t in U. I t  is a ,  alytic in U and it has the 

following properties. 

There exists a set oa t' curves B-k(~) (congruent fi'om the left to the boundary 

of a region W), 
k (m2) > k (ml) > o 

such that, on writing 
k 

(I4a) ~ (t)-- ~ tiltH(t), 
H=0 

the asymptotic relations 
t log q 2 t log q 

(when m~ > rnl), 

(I4b) •tI(t) 9 ~ +  ~0~e s +clUe ~ + - ( H = o , i , . . . ] c )  

hold to m terms, provided that t is on or to the left of B-l:(m); in a region W ~ the 
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to infinitely many asymptotic relations ( I4b)  hoht terms. In W 

]V~(t)] are bounded. In the region U - - W  the solution (14) is bounded. 

The series in the second members of (14 b) are in general divergent. 

formal expression 

e Q(t)+rt l~ t H 9~o + ~ e  s + . . .  

H=O 

is clearly a formal solution of the equation (I); it is identical with the formal 

series solution of Lemma I (w 3). The lemma continues to hold true, when 

V(x) (K(x) given by (I a; w 3)) is not convergent  for t in U, provided that  H(x) 

is defined, for every integer m ( ~  o), by an expression 

k 

H (.)  = [vg + . . .  + w "  + (t) wm+q 
o'~0 

(Ib (t)l < for t in U). 

the functions 

The 

then the functions ]hH(t)] are bounded in a region W(u) (eft w 2). In W*(u) 

t logq 2t logq 
(ISa) hH(t) v~[, + vile ~ + v~le ~ + ..-.* 

As before it is assumed that # > o; moreover, H(x) is analytic in t for t in W(u) 

(and t # ~ ). 

Denote  the lower boundary of W(u) by h. Let T be a point on h. A 

solution of (I) analytic in t for t in a region W~(u) slightly interior to W(u), 

will be defined by the integral 

[ !,~og q~ 
f d~(r) erraogqe2~V-l~(t-r)h~ e s ] d F  

(I6) y(t) . . . . . . . . . . . . . . . . .  i- - - e2,~i;:L_i (t_r) . . . . . .  
L t 

(i, a suitable integer). 

1 Un les s  s ta ted  to the  cont rary ,  a symp t o t i c  re la t ions  are tgken  in  t he  o rd inary  sense,  t h a t  
is, to inf in i te ly  m a n y  t e rms ,  

I t)og q\ 
(I5) h~e ~ ] = ~ tHh*~(t) 

H=0 

I t  will be now assumed that the function H(x)[= e(~(t)x r h(x)], involved in (I), 
has the following pvoperties. I f  we write 
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We need only to take Lt=L+It, where L is formed exactly as before except 

that  it is in W(u) and that the two positions of L are terminated below in the 

fixed point T. The contour It (and Lt) is defined for t in W(u) on and to the 

left of a line L 0 extending from T upwards between the two positions of L; 

moreover, t is to be on and above a line h' parallel to the line h and slightly 

above it. I t  may be assumed that  the portions above h' of L 0 and of the two 

positions of L can be obtained by translation of the right boundary of W(u) 
in the direction of the negative axis. 1 The part of W(u) bounded on the right 

by L 0 and bounded on the left by h' will de denoted by Wl(u) (which is a 

region of type W(u)). The definitions of It and o f  L, for t restricted as above, 

are entirely analogous to those given before. Moreover, L and the integer 

can and will be supposed to be so chosen that, along each of the two positions 

of L, 

( I 6 a )  ~}~[Q(F ' )  - -  2J#|/--i (Z--- I)~F'  1 -----> - -  ~ ,  

~ ({ [Q( iP)  2 7 g ] / - -  I Z / ' ]  ---> q - 

as the imaginary part of 1' increases. I t  is clear then that  the integral (I6) 

converges absolutely for the specified values of t. I t  is noteworthy that  a 

translation (in the direction of the axis of reals) of L may necessitate a change 

in L This is unlike any corresponding situation of the paper (BT). The fact 

is thus peculiar to the theory of q-difference equations; it constitutes one of the 

reasons why some of the summation methods of (BT) do no t  apply in the 

present paper. 

A reasoning closely similar to that  used before in deriving the asymptotic 

form of 9 ( t ) ] = / ' ]  will show that, on writing (II), the asymptotic relations 
I_ t] J 

JL t 

(II a) will be valid in the ordinary sense in a region W~(u; --c') (cf. w 2). Here 

--c' is the distance of h' from the axis of reals. On the other hand; on taking 

account of (4a) (valid fo r  w on L and for t on and to the left of L 0 and on 

and above h'), of (i6a) and of the fact that  ~ Q(t) increases sufficiently rapidly 

as t moves to the left in the direction parallel to the axis of reals, it follows 

that each of the integrals in the second member of the relation 

1 Compare with certain analogous situations in (BT). 
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i:i+i 
1, T t' 

if added to q~(t), will not produce a change in the asymptotic form when t is in 

IVY(u; --c'). Thus the function y(t), defined by (I6), is asymptotic in W~(u; - c ' )  

to a formal expression which necessarily will be the one whose existence was 

established (for the corresponding formal problem) in Lemma x (8 3). 

If (~ I ) i s  written for T(t) it can be concluded that  the [~u(t)] are bounded 

in lVl(u ). Consideration of the integral along L, when t lies between L 0 and 

the right boundary of W~(u; --c') leads us, in view of the properties of ,9~ Q(t) 

and i n  conjunction with the above property of ~(t), to the conclusion that y(t) 

is of the form (I4), (14a) where the ],t]u(t)[ are bounded in Wx(u). 

Lenlma 2. Let H (x) of equation (1) satisJy the hypotheses of the stateme~# 

in italics in com~ection with (I5) aml (i 5 a). 1'he function 

(I7) 

defined by (x6), will then be a solutio~ of  (i) for t in a region W~(u), slightly in- 

terior to W(u). This solution is a'nalytic in IVl(u ). Moreover, 

k 

(~ 7 a) ,~ (t) = y ,  t" ~" (t) 
1 I - - 0  

where 
t log q 

+ ( n - o , . . .  k) 

,~z a region IV ~(u). 0,~ th, e other haml, the fu,netions Iv"(t)  l a,'~ bounded in lI~(u). 

w 5. Factorization. As remarked in w 2, under the transformation (4; w 2) 

the q-difference equation (I a; w I) assumes the form of a difference equation 

(5 ~; .~ ~), 
( I ) /11,(y) ~ y(t + ,~) + bl (t) y(t + J~--- x ) + ' " + b~(t) y(t) = o, 

which has a set of n formal series solutions (7; w 2). Let I =  < 1"< m The 

system (Io, Ioa ;  w 2; with k=F) ,  of order Cl~, and associated with the system 

(8; w 2) (which, in turn, corresponds to (I)), possesses a formal matrix solution 

(Iob;  w 2), 
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�9 ,og~ t jar)). St(t) ~ -  ( e  qj~(t)'+" "+qjr ( t )  e t(rj t+" " "+r jr )  (7i . . . .  i t ;  j . . . . .  

In the first column ( j ~ . . . j t ) = ( ~  . . .  r) and the value of ~ ( - - ~ , +  . . - + ~ t ) c o r -  
responding to this column is equal, to or is less than  any of the other values 

# ( ~ t t j , +  ttj.4- .. 4-tt jr; Jl  < J~ ~ "'" ( j r ) .  The elements of this column, 

(2) u,:, . i t ( t ) =  e q'(t) + . . .  + Qr(t) e t(~,+. �9 - +~t),ogq a~:.., it; , . . .  t (t), 

,~i.. ,t; ~ . . . t ( t ) =  ~(~-')~-~c-%o(t)! (,., ~=~,....v), 

converge in a closed region U bounded on the r ight  by a line D (cf. w 2). 1 

These elements constitute therefore an actual solution of the system (I0; w 2). 

Accordingly, there exist I" solutions of the system (8; w 2), 

(~a) w~(t)=.v.( t  + i -  i )  

( j  = I . . . .  I ' ;  i = ~ , . . .  n), 

such tha t  the elements (2) are correspondingly equal to the 'determinants 

(2b). I(yr = I(yl, c( t  + i r - -  I))l 

( r ,  C = - I , . . .  I ' ;  i I < i 2 < "'" < i j ~ -  I ,  2 ,  . . .  ~ ) .  

noted tha~ an element given by (2) is also representable by the I t  is to be 

determinant  

(2 C) I (e Qc(t+ir--1) e ( t + i r - 1 ) r c l ~  ( l l , c ( t  ~- r - -  I ) l  

(~, c =  i , . . r )  
the F series 

being formal solutions of the equation (I). 

Consider the operator 

(3) M~(y) = y(t + F ) +  c~ (t)y(t-+ F - -  I) + . . .  + cr(t) y(t),  

'(C-~- I~.  

C i ( t )  - - -  ( -  I )i Ul, 2 . . . .  I - - i .  t - - i + 2  . . . .  F+I  (t) 

U l . . .  P( t )  
( i = I ,  2,  . 

�9 I ' )  

�9 F ) .  

1 Some of t he  air , c m a y  diverge.  However ,  fo rmal  c o m p u t a t i o n  of (2) will  . a lways  g ive  a 

conve rgen t  r e su l t  i n a s m u c h  as /2~ + �9 �9 �9 + , u r =  < ttjl + lzj~ + �9 �9 " + ,ujr  (J l  < J :  < �9 �9 " < J t ) "  

4--3343.  Acta  mathematica.  61. Imprim6 le 18 f6vrier 1933. 
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The coefficients c~(t) will be of the same type as theb~(t) ( i - ~ , . . .  ~), in (l), at  

least when 

(3 a) !tr < !tr+l. 

As the more general case, when !tz,=!tr~ ~, will not  be needed for the purposes 

at hand (3 a) will be assumed. The t ru th  of the s tatement  concerning the na- 

ture of the c~(t) is a consequence of the following considerations. The elements 

of the determinant  u~...r(t) may contain positive integral powers of t (el. 2 c); 

these enter in the consecutive columns in such tr way tha t  by suitably combining 

the columns it is possible to show tha t  in the formal series expression for 

m. . . r ( t )  no such powers actually enter (compare with analogous situations in 

(BT)). In  this connection it is also essential tha t  any ,u is a positive rat ional  

fraction. In  view of the linear independence of the formal series we have 

U l . . . r ( t ) ~ o .  For  same reason or(t) will not  be identically zero. Hence the 

difference operator Mr(y) is actually of order 1'. 

Since the u~ ... .  ~r(t) are representable by the determinants  (2 c), respectively, 

it follows that,  except for a factor, Mr(y)  is of the form 

(3 b) 

.,t ( t )  (') r  o , , ,  ( t )  

u ( t + i )  . . . 

y (t -{- 11"), eQ, (t+ 1') c(t-{ t-')r, b,g '/ 0"1, , (t -~ ] '), 

�9 . e(~r(') d~ .r  1~ r (t) 

�9 . e q r  ',t'~r) e ( t~  r ) r r l ~  + 1") 

Consequently the series (2 d) 

solutions of the equation 

constitute a set 

(4 )  :~I,,  (y)  : o .  

of linearly independent  formal 

As the .u.~ ... .  it(t) are also representable by the determinants  (2 b) it is concluded 

tha t  there exist solutions yl(.(t) ( c = I , . . .  F) of the equation 3L,(y)=:o which 

also satisfy the equation (4). 

I f  we write 

(4 a) .~1,, (y) = M,,-r  31r (y), 

M,-r(Z)  will be a difference operator of order n - - s  

(4b) : U ~ - - r ( Z ) = z ( t + , ~ - - l ' ) + d , ( t ) z ( t + , , - - l ' - - I ) - F  . . . .  ,"d,. ,.(t)z(t). 
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coefficients d:(t) ( i : - : I , . . . , n - - l ' )  can be obtained by comparison and they The 

are of the same nature  as the hi(t). The equation 

(4 e) M, , - , . (z )  - - o  

possesses a linearly independent set of formal solutions 

(s) .~,. (e<~,+: e/~+'>,'o~', ~,, , ,+,  (t)) ( i=  i , . . .  , - 1 9 .  

Lennna.  Suppose that 

!t t :<- :t~ -<_ - < !t,, <: fev+1 < - -  ~ .u,~ 

(I ~ I ' 4  l i O. 

The eqm#ion ( I )  wiU be then necessarily f i~ctorable, 

M,,  (,j) =-  . ~L , - .  ~ . ,  (y), 

i , ,  .s.,,eh a way that the d,:#,'e,,ee o2,e,'ato,'s :~i.,.(:,/)(of o,'d,:,' I") a.,,d M,,_ r o e ) ( o f  

order n -  I') have a~mlytic coe/ficie, ts of  the, same nature as those of fin(y). More- 

over, the first 1" formal series solutio,J~s of th, e equatio~ :IL~(y)=-o will also satisJ}/ 

:ts,.(y) . :  o, 

while the series ($) will co,nstitute a set qf./'orvml solutio'~s oj' fhe equation 

~t._~ (D = o. 

w 6. The Pre l iminary  Lemma.  We now proceed to the actual  construe- 

t, ion of solutions. 

The equation :ll,~(y)= o (i;  w 5) can be factored in the sense of the Lemma 

of w 5 if, as will be supposed, there are more than one !ugroups; tha t  is, if we 

have (i c; w 2) with ~ > I. The contrary ease has been already treated by Car- 

michael and Birkhoff. Several successive applications of the factorization Lemma 

will result in the following faetorization (valid in U; el. w 5) 

(~) : u , , ( v )  - -  :~ t , , : , .o_ ,  :l.s,, _ . , _ , , ~ _ ~ . . .  ;~s,:,_,; _]I,,, (v) (s'~ = ,D. 

Here the a factors correspond to the a /t groups. Now the equation 3L,(y)-- o 

possesses u linearly independent  formal series solutions eQJ ttl e~Jtl~ (3"= I .. . .  ~), 

where the aj(t) are a-series (cf. w 2). An equation 
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(I a) 

will be of order f ' i - - l ' i -~ .  
formal  solutions 

(I b) 

where the a),~-l(t) are 

these series converge in 

W. J. Trjitzinsky. 

:vV[F)_._l,).___l (y)., ).- -1) = O �9 ( I  =<~).  ~ "  a ;  1 o = O  ) 

I t  will be satisfied by 1"~--I"~._~ linearly independent  

eUj(t)e~it~~ i-~(t) (j - 1 " i _ , +  I , . . .  1"~.), 

a-series. The values of ,u in (I b) are all equal and so 

U. The right boundary of U will be taken suitably far 

to the left  so as to enable taking the same region U for all equation (I a). 

First  the equation 

(2)  : ~ , ,  (y~) = :~,,..,_,., ~1r, (u~) = o 

will be solved. The equation Mz;(yl)=o has solutions 

(2 a) y) (t) -- eQJ (t)e,j~ ,ogq aj (t) (j = i , . . .  1"1). 

Elements ~ ( t )  ( i , j = l , . . .  1"1) will be defined by the relation 

(2b) (~j(t) = (yj(t  + i - -  I))--' ( i , j = l , . . .  1",). 

On the other hand, in view of (I b), the equation Mr.,-r,(y"'l)--=o is satisfied by 

the solutions 
.~,~,~(t) - -  e~J(~) e ; ' ~  '~,~(t) ( i = v ~ +  ~ z'~). O'j , , �9 . . 

The equation (2) will possess the 1"~ solutions (2 a), 

y] (t) =~ y) (t) ( j - - I ,  . . F1). 

To find the remaining solutions the equations 

(3) My, (y~) =- y]' '(t) (1"~ + , ~ j ~ F~) 

are to be solved. An equation (3) can be solved by formula (7) in (BT; w 7), 

which was used in (BT) for an analogous purpose. Taking account  of the dif- 

ference in notation we have 

~==I l'--t 

(1"1 + i =<j =< i'.~). 

Here  the summation methods of w 4 are to be applied. 
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T h e  s u m m u n d  in (3 a) can  be exp re s sed  in the  f o r m  

(4) 
2 

~ I , ,  (/-{- I ) y  2 '1 ( t ) =  eQJ,).tt)+rJ.), fl~ [ a - s e r i e s ] ,  

Qj, ~.(t) = Q y ( t ) -  Q~.(t); -= = ' J j, ~. = ~:j, >. + N ,  in teger) ;  ~)-, ~ ~y ~ r~. . 

T h e  a-series involved  in (4) conve rges  in U. App l i ca t i on  of  L e m m a  t (w 4) 

will  g ive  

(4a) ~ gJlz; (1"+ I) Y2' l ( l ' )  = eQJ')'(t) 4'3'itl~ Z tll~H, j2.j (t), 
l'=t H=O 

where  the  V~j ( t )  ( H = o ,  I , . . . )  a re  ana ly t i c  a n d  bounded  in a region IV, whi le  

t log q 

(4 b) ",l~(j(t) ~ ,l n + ~ "  e ~ + . . .  
L J;  0 L j ;  t 

for  t in a r eg ion  IV ~. The re fo re ,  by (3 a) and  in v i r tue  of  the  k n o w n  f o r m  of  

the  y](t)  ().-- I , . . .  1"1), 

(4 c) y ] ( t )  = e'e; it) er t'~ ~_~ tu ~] ; n ( t )  

11:0 

( 1 ' 1 +  I _--<j.--< 1:2; r~ = r; + ~)~)- 

The  f u n c t i o n s  ~ ; u ( t )  

in IV ~, 

i l - - o ,  I , . . . )  a re  ana ly t i c  and  b o u n d e d  in W; m o r e o v e r ,  

t log q 
(4 d)  ?~32; H(t ) ~ (~2j;0;tl _~_ 02;1t3; 1 e 8 -~- ' '  - 

I n  th is  sense,  fo r  t in |V ~, 

(4 e) y] ( t) - e'Zi (0 e,] t ,ogq a] (t) (I'1 -}- I ~ j ~-< F~), 

the  symbo l  o](t)  d e n o t i n g  a a-series. W e  ge t  a r e su l t  of  th is  k ind  fo r  j = F I +  I, 

F a - } - 2 ,  . . . I ~ .  

1 In the derivation of this formula use is made of the fact that ](ujit+i-~))] (i,j=~ . . . .  v , )  
is expressible as a product of an exponential factor by a a-series factor. The latter factor involves 
no powers of t; this can be shown by suitably combining columns of the determinant. 
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Consider the equat ion 

(5) ~ 0  (v ~) --- M~0_~ ~ t ~  (v ~ ) = o. 

The nature of a set of solutions of Mr.~(y 2) = o in a region W has  been deter- 

mined above. We define the demen t s  #~(t) by the relation 

(5 a) (~2,~ (t)) -~ (y~ ( t + i - -  ~))-~ (i, j = ~ , . . .  I~). 

On the other hand, the functions ( I  b), formed for )~=3, consti tute a set of 

solutions of the equation Mr~-r.~ (y~' 2 ) ~  o, 

~]'"(t) = e%t) e~Jt~~ ~,2(t) (j = I } +  I, . . . 1"8). 

The equation (5) is satisfied by the solutions of Mr~(y '~) = o so that  it will be 

consistent  to write 

yj' (t) - -  y] (t) ( j =  I, 2 , . . .  I'~). 

The remaining I'~-: I~ solutions are obtained by solving each one of the equations 

(6) 

Now 

(6 a) 

Application of 

computation,  the following result:  

(6 b) y~' (t) = eQ~(t) e,~t,o~ F,  t ~1 ~ ;  't(t) 
1I=0 

/'2 -~- I < j  < I'~; ~?~ = ~?' + Nj, integers . 
8 

The functions ~;H(t)  are analytic and bounded in a region of type 

the asymptot ic  relations 

t log q 

(6~ ~2~"(t) - ~ 0 "  + q : : ~  '~ + 

will hold in a region W ~(u). I n  this sense, for t in W ~(u), 

~)~(t) = ~ y~(t) ~ r~ (F  + I)~d~"2(t). 
).=1 l ' - - t  

the summation method of Lemma 2 (w 4) gives, after  a simple 

W(u) while 

( l i f o ,  I ,  . . .) 
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(6d) y] (t) ~ eQJ (t) er]t~~ (F~ + I g j  <= F3) 

where a](t) is a a-series. There are I'~--I'~ such solutions. 

In  the indicated manner  the equat ions 

Mr, (y~) = o, M~, (y') = o , . . . ,  ~ ,  (y~) = o 

are solved in succession. 

T h e  P r e l i m i n a r y  Lemma ,  The equation M,~(y ) :o  possesses a linearly i~de- 

pendent set of  solutions 

b 
(7) yj(t) - eQ.i (t) erJ "n)tl~ E tI~J "r(t) ( j =  t, . . . n) 

H = O  

such that the ,Off(t) (H=o ,  I , . . . k j ;  j : i , . . . n )  are analytic (for t ~ ~ )  and are 

bounded in a region W(u); moreover, they are such that i~ a region of  type W~(u) 

t log q 

(7 ~) C( t )  ~ ~ j ( t ) =  ~J~0 + aJ~l e ~ +  . . .  

( H ~ - o , I , . . . k j ;  j =  I , . . . n ) .  

The formal  expressions 

(7 b) e~j(t) d'~")t~ogq ~,  Uaff(t) ( j = i ,  . . . n) 
H = O  

will constitute a linearly independent set of  formal series solutions of  the equation. 

Similar results hold in regions W(I), Br~(l). There is an analogous situation, with 

respect to a set o f  formal  series solutions corresponding to x ~- ~ ,  i n  a right t-half  
plane. 1 

Let  us consider a set of solutions yj(t) ( j = I , . . . n )  of the equat ion 

~/,(y) = o, whose existence in the above lemma has been asserted in connect ion 

with a region W(u), for  instance. The na ture  of the y/(t), in the upper  t-half 

plane, outside of W(u) can be determined by considerat ion of the corresponding 

system (8; w 2), 

(s) Y(t  § ~) = 1)(t) ~(t).  
In  W ~ (u) 

(8 a) Y(t) : (yj(t + i -  I ) ) -  (eqjt et~iiaii(t)) 

Prov.ided that the coefficlents of the equutim are of the nature, in the vicinity of x=:~,  
specified in w I. 
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(cf. (8 a ; ,w 2)). Here the asymptotic relations hold with respect to the a-series 

aij(t) ( i , j = I , . . .  ,). By (8) i t  follows that 

(9) Y(t)= D(t--  I ) . . .  D(t--mt) Y(t--m). 

Let P(u) be the ha l f  plane bounded below by the line, parallel to the axis 

of reals, which is obtainable by extending the lower boundary of W(u). For t 

in P(u) the relation (9) will express the values of the yj(t), in terms of their 

values in W(u) (or WE(u)), provided that (depending on t) m is taken sufficiently 

great and provided that t is not congruent from the right to a singularity of 

an element of D(t). I f  the assumptions of w I hold both at x~-o and at x=oo  

all such singularities will b e  in a strip bounded by lines with the slope 1-gg_ ]q]. 
q 

I n  general, it cannot be expected that asymptotic relations of any kind will be 

valid for the solutions when t is in U outside of W(u) and above the axis of 

reals  (or outside of W(l) i n  U and below the axis of reals, in the case when 

solutions corresponding to W(1) are considered). 

Analogous facts can be stated for a right t-half plane (that is, a neigh- 

borhood of x=oo)  by means of the relation 

(9a) Z(t) = D-~(t)D-~(t + I) . . .  D-l(t + r -  I)Z(t + r). 

Here r is taken sufficiently great, depending on t. Moreover, t should be not 

congruent from the left to a singularity of an element of D-l(t--I). 

w 7. The Fundamental Existence Theorem. The regions W(u), W(1) 
overlap along a strip S -  (bounded above and below by portions of lines parallel 

to the axis of reals). This strip contains a part of the axis of reals. 

Let 

(I) ~,~'(t) ( j=I ,  2 , . . .  ") 

be a set of solutions, corresponding W(u), and let 

(I a) y~(t) ( j=I ,  2,. . .)  

be a set of solutions, corresponding to W(1). I t  is assumed that in W~(u) and 

WE(l), respectively, the sets (I) and (I a) are asymptotic to certain sets of formal 

series solutions (as asserted in the Preliminary Lemma). These sets of formal 

series solutions are essentially the same. Thus it may be assumed that 



( 2 )  

for t in 

for t in W'(I). 

by the relation 

( 3 )  
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r,,(t) - ( yg t+ i - i ) ) -  (e~ ~'~,J ~( t ) )  = s( t )  

(~ij - -  [ ( / - - I ) t t j+ ~] log q; ha(t), a-series; i, . ? ' = i , . . .  n) 

W~(u), while 

]rl (t) ~ (yl( t  q- i - -  I )) -- (cQJ (t) ediJ Oij(t)) 

The matrix P'(t) 
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(=p~j(t)) of functions of period unity, defined 

Y~(t) =~ Y~(t)P'(t), 

consists of elements analytic (for t ~- ~ )  in S -  and, necessarily, analytic in a 

strip H containing the axis of reals. In  virtue of (2) and (2 a) it follows that  

( [ t~_}o~q ] ,  
(3 a) (p~(t))= e~ (') e '9 t'~ ~,s + e ~ b~( t ) ] )  

( ? j ~ ( t )  = ? j ( t )  - -  ? ~ ( t ) ;  ,~, = ,.j - ,-;) 

where [ by(t)] < b k (i, j = I , . . ,  n.; t in S - )  and k ean be taken arbitrarily great.  

Here  ( ~ i j ) :  I (the identi ty matrix). In  view of the ordering of the Itj it follows 

tha t  the ~Qj~(t) (j < i) approach minus infinity, as ]t[--~ ~ in the strip S - ,  
rapidly enough to insure the relations 

:6x 

() - -  . . i f  ~ 0  t)~j t , j  
It 

- o; ~ x '  < ,gtx; x - -  x', integer) 

for i > j. Similarly, 
p;,(t) = lira t~;~'(t') =: I 

Irl 
For j > i we still have 

( ,(,) 
/ r l  

provided tha t  i and j belong to 

( i =  I ,  . . . ~ ) .  

some r (I ~ r ~ a )  

( 4 )  

(cf. (I e; w 2)). Thus 

( s )  

5--3343. Acta mathemallca. 

F, ._ t+  I - < i < j = < l r  

[1, s;,~(t)... ~',,,(t)\ 
,, /o, ,, . . . ,~,,(t)j 

( p < ~ ( ) )  = . . . . . . . . .  

\ o  . . . . . .  i / 

61. Inprim4 le 20 f$vrler 1933. 

( t o  = o )  

the same /t-group, that  is provided tha t  for 
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A matrix of the general type of the second member  of (5) will be called, in 

accordance with Definition 11 of (BT), a half matrix. I t  is noted that  in (5) 

the only elements, to the right of the principal diagonal, which could at all be 

not identically zero are the elements p~j (t) for which no relation (4) holds. 

Apply the subst i tut ion 

Z-- -  e 2 z ] - l t .  

On writ ing 

I~(t) = e (z) - (g;~'(z)), 

it is observed that  in a Laurent  ring (cl, c~), formed by circles cl([zl----e --~ 
and c~(Izl=e~'~; a > o ) ,  the g~j(z) are analytic. As in (BT; pp. 74--75),  it is 

noted that,  if g (z) is analytic in a ring (c, ce), it follows that  

�9 ' f (6) a ( z ) : 2 z V _ , i  J g ( ~ ) d ~  b(z)= ' 

cs C I 

Here  the direction of integrat ion is as in (BT; p. 75). The function a(z) will 

be analytic interior cs while b(z) is analytic exterior ca. W e  now proceed to the 

determinat ion of the half matrices A(z) (=(a~.j(z))), with elements analytic in- 

terior to c*, and B(z) (~  (b;j(z))), with elements analytic exterior to c*, such that  

(7) c(z)  = B( )A 

The ring (c*, c*) is to be slightly interior to (cl, c~). I f  A(z) and B(z) are half 

matrices it is clear tha t  (7) is satisfied for i ~ j .  I t  remains to consider (7)with  

i < j .  W e  have 
J 

(7 a) gij (z) = ~,  bi).(z) a~j(z) (i < j). 

Choose the aij(z) and the bij(z) so that,  whenever (4) holds, 

(7 b) aij(z) = bij(z) = o. 

Then 

group. 

the equations (7 a) will be satisfied whenever i and j are of the same t~- 

Thus it is necessary to consider (7 a) only for values of i and j such that  

I'o_1+ I <=i<=I'o<l"~__~ + i <=j~l",.  (I'o=-I). 
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We group equations (7 a), for  i f - - I ,  2 , . . .  71~- I,  in sets 

i+a 

(81 y,, ~+.  (~) = ~ b,~ (~) ,~, ~+o (,1 ( i =  ~ , . . .  , , -  ~). 

These sets are solved in succession for a = I ,  2 , . . . ,  us in (BT; pp. 75--78)  nnd 

on making use of (6). The sets of functions 

(8a)  gim, iTm (~) ~-" gi, i+m (~) 2v [hi, t+1 (z) a i+  1, i §  m (z) "~ hi, i+2 (z) ~i+2, iT  re(z) -~ . . . .  

~- h i , / + . - - 1  (g) "t+m--1, i+m(~)] (i = I , . . .  n--'Y/'t) 

are determined for  m-~ I, 2, ... n, while we also obtain in succession, for  m ~  I, 2, ... n, 

the funct ions 

(8 b) a~, i+m(z)- -  

Let  

~K-~  J ~-~ 
gtt e2 

, [ g,,,§ (~) d 
( i = I ,  2, . . .  n -  m). 1 

(~;j (t)) -= (,,j (~)), (~,~ (t)) --- (b,~ (z)). 

On making use of (8 b) the fol lowing facts are proved. The a;j (t) are of period 

unity,  are analyt ic  for  ~ t  ~ - - c  (q > c > o) and the flij(t) are of period unity,  

analyt ic  for  ~ t  =~ - - c .  Moreover, 

(8 c) ~.j (t) = e 2 ~ r - ~  ~0 t ~'. ~-t- "" 

(atj, i n t ege r ,  _-->. o), 

where the second member  is ~ series in positive powers of e 2 ~ / : - i t  convergent  

for  ~ t  < c. On the other  hand,  

(8 d) 

(fl,j, integer,  ~ i), 

where the second member  is a series in positive powers of e -2~y- - - i t  convergent  

x Here the Laurent ring (c~, c m) is slightly in~erior to (cm--a, cm--1), all such rings being 2" 
interior to (cl, c2). 
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for ~ t  _--< c. 

for ~ t  > - - c  and such that 

(8 e) ~ij(t) = e 2 ~ - 1  .,jt-a,j* + " 

(~'j, integer; i < j ) .  

Whenever i and j satisfy (4) 

(9) aij(t) = fl~j(t) + gij(t) --~ o. 1 

~ow 

r (t) = r ' ( t )  

W. J. Trjitzinsky. 

Furthermore, (ao(t)) -~  ~ ~o(t)) is a half matrix, with elements analytic 

( ~  Y* ( t ) ) .  

I t  is clear that Y * ( t )  is a matrix solution of the system (8; w 6), corresponding 

to the equation ~/~(y)--o.  Its elements, y~(t), are analytic (for t ~ or in the 

combined region W =  W ( u )  + W ( l ) .  

By 
u ( [(~j( ktlogq )]) 

(I I) (yij(t)) = eQJ (t) et6ij t) + e ~ b~( t  . 

Here ~.~(t) is ao(t  ) with the power series factors terminated after mk (mk--~ or 

k--~ ~ )  terms and k can be taken arbitrarily great; moreover, 

I b,~.(t) I ----< b~ (in W' (u)). 

On using (8c) and (Io) it follows that, for t in W ~ ( u ; - - c ) ,  

as  

* t = ~ y ~  ~x j ( t )  ( I I  a) y i j ( )  YJ i(t) q- Z ix 
~=1 

[ .,,og. 
= eqJ (t) et~iJ a t) A- e s b t) + r t , 

where 
j-1 ( k logq 

( I I  b) r~.(t) = Z eQ'l(t --Qj(t)et(d'i)--~ij) ff~2(t) _~_ e s - -  b~.~(t)) (e 2~Y=-i aj.jt ~)*j 2 t_ . . . ) .  

In the second member of (II b) o n l y  those terms may be present for which 

and j are in different /*-groups. Hence, if we write 

Q~(t) - Q~(t) -= t t t  2 log q, 

1 This follows by the reasoning employed in (BT) for an analogous purpose. 
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the constant tt will be negative for each term in (xI b). A s  Itl--* ~ in W~(u) 

(and in W ~ = W * (u) + W ~ (1)) ~ [Qz(t) - Q~(t)] will approach minus infinity rapidly 

enough to insure the asymptotic relationship 

( ~  0) r,.~(t) - o, 

which will be valid in W'(u; --c). In the latter region, then, 

(~) Y *  (t) - s ( t ) .  

Similarly, using (IO), (2 a) and (8 d), it can be shown that (I2) holds in a region 

W~(l; c). Hence (I2) holds in a region WL 

Let F(t) denote a formal matrix solution corresponding to x = ~ .  Then 

there exists a matrix solution 

(~2a)  

with elements analytic in V. 

z*( t )  = ( ~  (t)) ~ c (t) 

(t in v*) 

Results of the above type will also hold for uny system (5; w 2) 

(i3) Y(t  -~- i )  = B(t) Y(t), 

corresponding to a q-difference system (I; w I). 

The Fundamental  Existence Theorem. 

ponding to a q-difference system (5; w 2), will 

Y*(t), of elements analytic in W, such that 

(~s a) ~*(t)  ~ s ( t )  

The d~fference system (I 3), cortes- 

always possess a matrix solution 

for t in W ~. This system will also possess a matrix solution Z*(t), of elements 

analytic in 17, such that 

(t3 b) z * ( t )  - r ( t )  

for t in V ~. Here S(t) and F(t) are formal matrix solutions corres39onding to x = o  

and x---- oo, respectively. 

The implications of this theorem for a q-difference system are obvious. 
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w 8. Connection between the 'left' and the 'right' Solutions. The limiting 

directions at  infinity of the upper and lower boundaries of ~|." are at  r ight  

angles. The same is true of V. These regions, as well as W E and V ~, each 

extend indefinitely upwards and downwards  from the axis of reals. Le t  Y*(t) 
and Z*(t) be matr ix solutions of the Fundamenta l  Existence Theorem. The ele- 

ments pij(t) of the matr ix P(t), defined by the relation 

(I) Y*(t) = Z*(t) P(t), 

are of period unity.  On making use of the matrix equation it follows tha t  

(2) P(t) = Z*-X( t+r t )B( t+r t - -  I )B ( t+  r t - -2) .  . . B ( t )B( t - -  I ) . . .  B(t--b)  Y'( t -- l t ) .  

The important  case when the coefficients of the q-difference equation (or system) 
/ 

are rat ional  in x (or x~-t is reducible to the case when they are polynomials 

~ k  

in x tor ~ - t . . I n  the latter case the coefficients of the corresponding difference 

/ 

t ]_o_~2 ~ 
equation (or system) will be entire in t being polynomials in e ' ]. The pij(t) 
will be then entire in t. This can be seen by taking the integers rt, It in (2), 

depending on t, sufficiently great  so tha t  t + r i  is in V E, say, and t--lt is in W E. 

Moreover, by taking rt also so tha t  [ t + rt I ~ (J (Q independent of t and sufficiently 

great), the non vanishing of the determinant  I Z*(t+rt)] will be secured in virtue 

of (I 3b ;  w 7). 

As s.hown by Birkhoff, in the case when #j = #2 . . . . . . . .  lt,~ (and when the 

coefficients are polynomials in x) the 1)~i(t) are expressible in terms of the Weier- 

strass sigma-functions (B; pp. 561--569). In  the general case at hand, however, 

even if the formal series solutions, corresponding to x - - o  and x = oo, converge 

nothing of corresponding simplicity can be obtained. 


