
Chapter 7

Behavior of
bicharacteristics

7.1 Results

In this chapter we prove the next result which was proved in [41] for the case
that the codimension of ⌃ is 3 and in [3], [47] in full generality.

Theorem 7.1.1 ([41], [3], [47]) The following assertions are equivalent.

(i) p admits an elementary decomposition,

(ii) there is no null bicharacteristic of p issuing from a simple characteristic
having a limit point in ⌃.

Thanks to Lemma 3.1.1 it suffices to prove

Theorem 7.1.2 ([3], [47]) There exists a null bicharacteristic having a limit
point in the doubly characteristic set if the condition (i) in Theorem 3.5.1 fails.

In [41], the existence proof of such a null bicharacteristic is based on a pecu-
liarity of 2-dimensional autonomous system. Since such a null bicharacteristic,
if exists, is essentially unique it seems to be hard to show the existence of such
bicharacteristic by topological arguments as in [41] when the codimension of ⌃
is greater than 3. In [47] we take a completely di↵erent method which we follow
here assuming

(7.1.1) Tr+Fp(ρ) = 0, ρ ∈ ⌃.

We refer to [47] for the proof of general case without assuming (7.1.1).
The condition (7.1.1) implies

Lemma 7.1.1 Assume (7.1.1). Then we have

(7.1.2) rank ({φi, φj}(ρ))0≤i,j≤r = 2.
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Proof: Let us recall

p = −φ2
0 +

rX
j=1

φ2
j , ⌃ = {φj = 0}.

Then we have p⇢ = −θ2
0+

Pr
j=1 θ2

j where θj(X) = dφj(X). From the assumption
(7.1.1) one can take a symplectic change of coordinates X �→ TX such that

−θ0(TX)2 +
rX

j=1

θj(TX)2 = −(ξ2
0 + 2ξ0ξ1 + x2

1)/
√

2 +
X̀
j=1

ξ2
j

where X = (x, ξ). Denoting {ξj = 0, 0 ≤ j ≤ ℓ, x1 = 0} = {ψj = 0} it is clear
that rank ({ψi, ψj}) = 2. Since ψ(X) = Mθ(TX) with a non singular matrix
M and hence rank ({ψi, ψj}) = rank ({θi, θj}) which proves the assertion. □

Recall that p takes the form

(7.1.3) p = −ξ2
0 +

rX
j=1

φ2
j .

We set φ0 = ξ0 as before. We repeat similar arguments as in Section 4.5.
Consider {φ0, φj}(ρ), j = 1, ..., r and suppose {φ0, φj}(ρ) = 0, j = 1, ..., r.
With q =

Pr
j=1 φ2

j we see easily that Ker F 2
p ∩ Im F 2

p = Ker F 2
q ∩ Im F 2

q but
Ker F 2

q ∩ Im F 2
q = {0} because q is non negative, which contradicts (5.1.1).

Thus this can not happen. Considering (φ̃j)1≤j≤r = O(φj)1≤j≤r with a suitable
smooth orthogonal O we may assume that {φ0, φ1}(ρ) ∕= 0 and {φ0, φj} = 0 on
⌃ for j = 2, ..., r. We next consider {φ1, φj}(ρ), j = 2, ..., r. If {φ1, φj}(ρ) = 0,
j = 2, ..., r then we have

p⇢(Hφ1) = σ(Hφ1 , Fp(ρ)Hφ1) = −{φ0, φ1}(ρ)2 < 0

and p would be e↵ectively hyperbolic at ρ by Corollary 2.3.1. This shows that
there is 2 ≤ j ≤ r with {φ1, φj}(ρ) ∕= 0. Repeating the same arguments as
above, leaving φ0, φ1 unchanged, we may assume that {φ1, φ2}(ρ) ∕= 0 and
{φ1, φj} = 0 on ⌃ for j = 3, ..., r. We now consider ({φi, φj})0≤i,j≤r. It is clear
that the first two rows are linearly independent. From Lemma 7.1.1 it follows
that the j-th row is a linear combination of the first two rows for j ≥ 3. Then
we conclude that the third row is proportional to the first row and j-th row is
zero for j ≥ 4. Thus we have {φ2, φj} = 0, j = 3, ..., r and ({φi, φj})3≤i,j≤r = O
on ⌃.

Lemma 7.1.2 Assume (7.1.1). Then we can assume that

p = −(ξ0 + φ1)(ξ0 − φ1) + φ2
2 +

rX
j=3

φ2
j ,

{ξ0 − φ1, φj} = 0 on ⌃, j = 1, 2, ..., r,

{φ2, φj} = 0, j = 3, ..., r, ({φi, φj})3≤i,j≤r = O on ⌃.
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Proof: It is enough to repeat the same arguments as in Section 4.3. For com-
pleteness we give a proof. It remains to prove the second assertion. Let us
write

p = −ξ2
0 + φ2

1 + φ2
2 +

rX
j=3

φ2
j = r + q, q =

rX
j=3

φ2
j .

Since {φi, φj} = 0 for i = 0, 1, 2 and j ≥ 3 and Im Fr ∩ Im Fq = {0} then we see
that, noting that Im F 2

q ∩ Ker F 2
q = {0}

Im F 2
p ∩ Ker F 2

p = Im F 2
r ∩ Ker F 2

r .

This shows that Im F 2
r ∩ Ker F 2

r ∕= {0}. Let 0 ∕= X = aHφ0 + bHφ1 + cHφ2 ∈
Im F 2

r ∩ Ker F 2
r . Since X = Fr(AHφ0 + BHφ1 + CHφ2) it follows that

a = −2B{φ0, φ1}, c = 2B{φ2, φ1}.

From F 2
r X = 0 we see that

b
�
{φ0, φ1}2 − {φ1, φ2}2

�
= 0, B

�
{φ0, φ1}2 − {φ1, φ2}2

�
= 0.

If {φ0, φ1}2−{φ1, φ2}2 ∕= 0 then we would have X = 0 which is a contradiction.
Thus we have proved

{ξ0, φ1}2 = {φ1, φ2}2 on ⌃.

We may assume that {ξ0, φ1} = −{φ1, φ2} so that {ξ0 − φ2, φ1} = 0 on ⌃. It is
clear that {ξ0 − φ2, φj} = 0, j = 2, ..., r. Writing

p = −(ξ0 + φ2)(ξ0 − φ2) + φ2
1 +

rX
j=3

φ2
j

and exchanging φ1 and φ2 we get the desired assertion. □

7.2 Hamilton system and formal solutions

To simplify notations little bit let us set ⌅0 = ξ0 − φ1, X0 = x0 and extend to
a full symplectic coordinates (X, ⌅) (see Chapter 10, Appendix). Switching the
notation from (X, ⌅) to (x, ξ) one can write

p = −ξ0(ξ0 + 2φ1) +
rX

j=2

φ2
j

where {ξ0, φj} = 0 on ⌃, 1 ≤ j ≤ r. Note that

FpX = −1
2
σ(H⇠0 , X)H⇠0+2φ1 −

1
2
σ(H⇠0+2φ1 , X)H⇠0 +

rX
j=2

σ(Hφj , X)Hφj ,

F 2
p X = −σ(Hφ2 , X)σ(Hφ1 , Hφ2)H⇠0 − σ(H⇠0 , X)σ(Hφ2 , Hφ1)Hφ2



122 CHAPTER 7. BEHAVIOR OF BICHARACTERISTICS

Proof: Let us recall

p = −φ2
0 +

rX
j=1

φ2
j , ⌃ = {φj = 0}.

Then we have p⇢ = −θ2
0+

Pr
j=1 θ2

j where θj(X) = dφj(X). From the assumption
(7.1.1) one can take a symplectic change of coordinates X �→ TX such that

−θ0(TX)2 +
rX

j=1

θj(TX)2 = −(ξ2
0 + 2ξ0ξ1 + x2

1)/
√

2 +
X̀
j=1

ξ2
j

where X = (x, ξ). Denoting {ξj = 0, 0 ≤ j ≤ ℓ, x1 = 0} = {ψj = 0} it is clear
that rank ({ψi, ψj}) = 2. Since ψ(X) = Mθ(TX) with a non singular matrix
M and hence rank ({ψi, ψj}) = rank ({θi, θj}) which proves the assertion. □

Recall that p takes the form

(7.1.3) p = −ξ2
0 +

rX
j=1

φ2
j .

We set φ0 = ξ0 as before. We repeat similar arguments as in Section 4.5.
Consider {φ0, φj}(ρ), j = 1, ..., r and suppose {φ0, φj}(ρ) = 0, j = 1, ..., r.
With q =

Pr
j=1 φ2

j we see easily that Ker F 2
p ∩ Im F 2

p = Ker F 2
q ∩ Im F 2

q but
Ker F 2

q ∩ Im F 2
q = {0} because q is non negative, which contradicts (5.1.1).

Thus this can not happen. Considering (φ̃j)1≤j≤r = O(φj)1≤j≤r with a suitable
smooth orthogonal O we may assume that {φ0, φ1}(ρ) ∕= 0 and {φ0, φj} = 0 on
⌃ for j = 2, ..., r. We next consider {φ1, φj}(ρ), j = 2, ..., r. If {φ1, φj}(ρ) = 0,
j = 2, ..., r then we have

p⇢(Hφ1) = σ(Hφ1 , Fp(ρ)Hφ1) = −{φ0, φ1}(ρ)2 < 0

and p would be e↵ectively hyperbolic at ρ by Corollary 2.3.1. This shows that
there is 2 ≤ j ≤ r with {φ1, φj}(ρ) ∕= 0. Repeating the same arguments as
above, leaving φ0, φ1 unchanged, we may assume that {φ1, φ2}(ρ) ∕= 0 and
{φ1, φj} = 0 on ⌃ for j = 3, ..., r. We now consider ({φi, φj})0≤i,j≤r. It is clear
that the first two rows are linearly independent. From Lemma 7.1.1 it follows
that the j-th row is a linear combination of the first two rows for j ≥ 3. Then
we conclude that the third row is proportional to the first row and j-th row is
zero for j ≥ 4. Thus we have {φ2, φj} = 0, j = 3, ..., r and ({φi, φj})3≤i,j≤r = O
on ⌃.

Lemma 7.1.2 Assume (7.1.1). Then we can assume that

p = −(ξ0 + φ1)(ξ0 − φ1) + φ2
2 +

rX
j=3

φ2
j ,

{ξ0 − φ1, φj} = 0 on ⌃, j = 1, 2, ..., r,

{φ2, φj} = 0, j = 3, ..., r, ({φi, φj})3≤i,j≤r = O on ⌃.

7.2. HAMILTON SYSTEM AND FORMAL SOLUTIONS 123

Proof: It is enough to repeat the same arguments as in Section 4.3. For com-
pleteness we give a proof. It remains to prove the second assertion. Let us
write

p = −ξ2
0 + φ2

1 + φ2
2 +

rX
j=3

φ2
j = r + q, q =

rX
j=3

φ2
j .

Since {φi, φj} = 0 for i = 0, 1, 2 and j ≥ 3 and Im Fr ∩ Im Fq = {0} then we see
that, noting that Im F 2

q ∩ Ker F 2
q = {0}

Im F 2
p ∩ Ker F 2

p = Im F 2
r ∩ Ker F 2

r .

This shows that Im F 2
r ∩ Ker F 2

r ∕= {0}. Let 0 ∕= X = aHφ0 + bHφ1 + cHφ2 ∈
Im F 2

r ∩ Ker F 2
r . Since X = Fr(AHφ0 + BHφ1 + CHφ2) it follows that

a = −2B{φ0, φ1}, c = 2B{φ2, φ1}.

From F 2
r X = 0 we see that

b
�
{φ0, φ1}2 − {φ1, φ2}2

�
= 0, B

�
{φ0, φ1}2 − {φ1, φ2}2

�
= 0.

If {φ0, φ1}2−{φ1, φ2}2 ∕= 0 then we would have X = 0 which is a contradiction.
Thus we have proved

{ξ0, φ1}2 = {φ1, φ2}2 on ⌃.

We may assume that {ξ0, φ1} = −{φ1, φ2} so that {ξ0 − φ2, φ1} = 0 on ⌃. It is
clear that {ξ0 − φ2, φj} = 0, j = 2, ..., r. Writing

p = −(ξ0 + φ2)(ξ0 − φ2) + φ2
1 +

rX
j=3

φ2
j

and exchanging φ1 and φ2 we get the desired assertion. □

7.2 Hamilton system and formal solutions

To simplify notations little bit let us set ⌅0 = ξ0 − φ1, X0 = x0 and extend to
a full symplectic coordinates (X, ⌅) (see Chapter 10, Appendix). Switching the
notation from (X, ⌅) to (x, ξ) one can write

p = −ξ0(ξ0 + 2φ1) +
rX

j=2

φ2
j

where {ξ0, φj} = 0 on ⌃, 1 ≤ j ≤ r. Note that

FpX = −1
2
σ(H⇠0 , X)H⇠0+2φ1 −

1
2
σ(H⇠0+2φ1 , X)H⇠0 +

rX
j=2

σ(Hφj , X)Hφj ,

F 2
p X = −σ(Hφ2 , X)σ(Hφ1 , Hφ2)H⇠0 − σ(H⇠0 , X)σ(Hφ2 , Hφ1)Hφ2



124 CHAPTER 7. BEHAVIOR OF BICHARACTERISTICS

and hence Ker F 2
p ∩ Im F 2

p = 〈H⇠0 , Hφ2〉. Since FpHφ2 = −σ(Hφ1 , Hφ2)H⇠0 one
can take S = φ2. Since H3

Sp = {φ2, {φ2, ξ0}} the condition H3
Sp(ρ̄) ∕= 0 is

equivalent to

(7.2.1) {φ2, {φ2, ξ0}}(ρ̄) ∕= 0.

From the Jacobi identity it follows that {φ2, {φj , ξ0}} = 0 on ⌃ for j = 3, ..., r
and this implies that

(7.2.2) {φj , ξ0} = C0
j1φ

2
1 +

rX
k=2

C0
jkφk, j = 3, ..., r.

Let us take
ξ0, x0, φ1, φ2, φ3, ..., φr, ψ1, ..., ψ`

where r + 2 + ℓ = 2n + 2 to be a system of local coordinates around ρ̄. Note
that we can take ψj so that

{ξ0, ψj} = 0, {φ2, ψj} = 0, 1 ≤ j ≤ ℓ

on ⌃. Indeed it is clear that one can take ψj independent of x0. We next replace
ψj by ψj − cjφ1 with cj = {φ2, ψj}/{φ2, φ1} we obtain desired ψj .

Our Hamilton system is
8>><
>>:

ẋ =
∂

∂ξ
p(x, ξ),

ξ̇ = − ∂

∂x
p(x, ξ).

Let γ(s) = (x(s), ξ(s)) be a solution to the Hamilton system and we consider
ξ0(s), x0(s), φj(γ(s)), ψk(γ(s)) then we have

d

ds
φj(γ(s)) = {p, φj}(γ(s)),

d

ds
ψj(γ(s)) = {p, ψj}(γ(s)).

Let us change the parameter

t =
1
s

so that we have
d

ds
= −tD, D = t

d

dt

and hence tD(tpF ) = tp+1(DF + pF ). Let us introduce new unknowns

ξ0(s) = t4⌅0(t), x0(s) = tX0(t), φ1(γ(s)) = t2Φ1(t), φ2(γ(s)) = t3Φ2(t),

φj(γ(s)) = t3Φj(t), 3 ≤ j ≤ r, ψj(γ(s)) = t2 j(t), 1 ≤ j ≤ ℓ.

Note that
dx0/ds = −(ξ0 + 2φ1) − ξ0 = −2(ξ0 + φ1)

7.2. HAMILTON SYSTEM AND FORMAL SOLUTIONS 125

which gives

(7.2.3) DX0 = −X0 + 2Φ1 + O(t2).

Consider dξ0/ds = {p, ξ0} = −ξ0{ξ0 + 2φ1, ξ0} + 2
Pr

j=2{φj , ξ0}φj . Noting
{φ2, ξ0} = 0 on ⌃ and (7.2.2) one can write

dξ0

ds
= −2ξ0

rX
i=1

C10
i φi + 2

rX
i=1

C20
i φiφ2 + 2

rX
j=3

(C0
j1φ

2
1 +

rX
k=2

C0
jkφk)φj

which shows

(7.2.4) D⌅0 = −4⌅0 − 2C20
1 Φ1Φ2 + O(t).

Here we note that {φ2, {φ2, ξ0}} =
Pr

i=1 C20
i {φ2, φi} = C20

1 {φ2, φ1} on ⌃. This
shows that

C20
1 =

{φ2, {φ2, ξ0}}
{φ2, φ1}

=
H3

Sp

{φ2, φ1}
on ⌃.

Since {p, φ1} = −2{ξ0, φ1}(ξ0 + φ1) + 2
Pr

j=2 φj{φj , φ1} and {φj , φ1} = 0 on ⌃
for j ≥ 3 then

(7.2.5) DΦ1 = −2Φ1 + 2{φ1, φ2}Φ2 + O(t).

Note that {p, φ2} = 2{φ2, ξ0}(ξ0 + φ1) − 2{φ1, φ2}ξ0 + 2
Pr

j=3 φj{φj , φ2} and
{φ2, ξ0} =

Pr
i=1 C20

i φi and {φj , φ2} = 0 on ⌃ we see that

(7.2.6) DΦ2 = −3Φ2 − 2C20
1 Φ2

1 + 2{φ1, φ2}⌅0 + O(t).

Let us turn to {p, φj} for j ≥ 3. Note that {p, φj} = 2{φj , ξ0}(ξ0 + φ1) −
2{φ1, φj}ξ0 + 2

Pr
k=2 φk{φk, φj} and {φj , ξ0} =

Pr
i=1 Cj0

i φi we get

(7.2.7) DΦj = −3Φj − 2Cj0
1 Φ2

1 + O(t), 3 ≤ j ≤ r.

We finally study {p, ψj}. We remark that {p, ψj} = −2{ξ0, ψj}(ξ0 + φ1) −
2{φ1, ψj}ξ0 + 2

Pr
k=2 φk{φk, ψj}. Since {ξ0, ψj} = 0 and {φ2, ψj} = 0 on ⌃ we

have

(7.2.8) D j = −2 j − 2
rX

k=3

{φk, ψj}Φk + O(t).

Since we may assume that x0(ρ̄) = 0, φj(ρ̄) = 0, ψj(ρ̄) = 0 then one sees with
φ = (φ1, ..., φr), ψ = (ψ1, ..., ψ`)

Cj0
1 (ρ) = Cj0

1 (ρ̄) +
X

|↵|+β|=1

a↵β(x, ξ′)(x − x̄)↵(ξ′ − ξ̄′)β

= Cj0
1 (ρ̄) + ã(x0, φ, ψ)
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where ã(0, 0, 0) = 0. Let us write V = (X0, Φ2, ⌅0, Φ1, Φ,  ) with Φ = (Φ3, ..., Φr)
and  = ( 1, ...,  `) then one can write

Cj0
1 (ρ) = Cj0

1 (ρ̄) + tG(t, V )

where G(t, 0) = 0. It is also clear that

{φj , φk}(ρ) = {φj , φk}(ρ̄) + tG(t, V )

where G(t, V ) verifies again G(t, 0) = 0. To simplify notations we set

κj = Cj0
1 (ρ̄), δ = {φ1, φ2}(ρ̄), νjk = {ψj , φk}(ρ̄).

We now summarize

Proposition 7.2.1 We have

(7.2.9)

8>>>>>>>>><
>>>>>>>>>:

D⌅0 = −4⌅0 − 2κ2Φ1Φ2 + tG(t, V ),

DX0 = −X0 + 2Φ1 + tG(t, V ),

DΦ1 = −2Φ1 + 2δΦ2 + tG(t, V ),

DΦ2 = −3Φ2 − 2κ2Φ2
1 + 2δ⌅0 + tG(t, V ),

DΦj = −3Φj − 2κjΦ2
1 + tG(t, V ),

D j = −2 j + 2
Pr

k=3 νjkΦk + tG(t, V )

where G(t, V ) denotes a smooth function in (t, V ) such that G(t, 0) = 0.

We first look for a formal solution to (7.2.9). Let us define the class of formal
series in t and log 1/t in which we look for our formal solutions to (7.2.9).

Definition 7.2.1 We set

E = {
X

0≤j≤i

ti(log 1/t)jVij | Vij ∈ CN},

E# = {
X

1≤i,0≤j≤i

ti(log 1/t)jVij | Vij ∈ CN}.

Lemma 7.2.1 Assume that V ∈ E satisfies (7.2.9) formally and Φ2(0) ∕= 0.
Then X0(0), ⌅0(0), Φj(0) and  j(0) are uniquely determined.

Proof: Let us set

X0 =
X

0≤j≤i

ti(log 1/t)jβ
(0)
ij , ⌅0 =

X
0≤j≤i

ti(log 1/t)jα
(0)
ij ,

Φ1 =
X

0≤j≤i

ti(log 1/t)jβ
(1)
ij , Φ2 =

X
0≤j≤i

ti(log 1/t)jα
(1)
ij ,

Φk =
X

0≤j≤i

ti(log 1/t)jγ
(k)
ij ,  k =

X
0≤j≤i

ti(log 1/t)jδ
(k)
ij .
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Equating the constant terms of both sides of (7.2.9) one has

−4α
(0)
00 − 2κ2β
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00 α

(1)
00 = 0, −β

(0)
00 + 2β

(1)
00 = 0,

−2β
(1)
00 + 2δα

(1)
00 = 0, −3α

(1)
00 − 2κ2(β

(1)
00 )2 + 2δα

(0)
00 = 0,

−3γ
(j)
00 − 2κj(β

(1)
00 )2 = 0, −2δ

(j)
00 + 2

rX
k=3

νjkγ
(k)
00 = 0.

Since α
(1)
00 ∕= 0 then we have α

(1)
00 = −(δ2κ2)−1. Then it is clear that β

(1)
00 , β

(0)
00 ,

α
(0)
00 are uniquely determined and hence γ

(j)
00 , 3 ≤ j ≤ r and δ

(j)
00 , 1 ≤ j ≤ ℓ are

also uniquely determined. □
We now show that there exists a formal solution V ∈ E verifying (7.2.9) and

Φ2(0) ∕= 0. If such a solution exists then V (0) is uniquely determined by Lemma
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(7.2.10)

8><
>:

DV I = AIV
I + FIt + GI(t, V ),

DV II = BIIV
I − 3V II + FIIt + GII(t, V ),

DV III = BIIIV
II − 2V III + FIIIt + GIII(t, V )

where

(7.2.11)

(
GJ(t, V ) =

P
2≤i,0≤j≤i GJijt

i(log 1/t)j ,

GJij = GJij(Vpq | q ≤ p ≤ i − 1)

and FJ are constant vectors where J = I, II, III. Make more precise looks on
AI . We get

(7.2.12) AI =

2
664

−1 0 0 2
0 −3 2δ −4κ2Φ̄1

0 −2κ2Φ̄1 −4 −2κ2Φ̄2

0 2δ 0 −2

3
775 .

Let us write

(7.2.13) DV = AV + tF + G(t, V )

where

A =

2
4 AI O O

BII −3I O
O BIII −2I

3
5 .

Lemma 7.2.2 We have

σ(A) = {−6,−4,−3,−2,−1, 1}.
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Proof: From the proof of Lemma 7.2.1 we see that

Φ̄1 = β
(1)
00 = δα

(1)
00 = δΦ̄2, Φ̄2κ2δ

2 = α
(1)
00 κ2δ

2 = −1.

Using these relations we get

det(λ − AI) = (λ + 1)

������
λ + 3 −2δ 4κ2δΦ̄2

2κ2δΦ̄2 λ + 4 2κ2Φ̄2

−2δ 0 λ + 2

������

= (λ + 1)

������
λ + 3 −2δ 4κ2δΦ̄2

0 λ + 4 κ2Φ̄2(λ + 4)
−2δ 0 λ + 2

������
= (λ − 1)(λ + 1)(λ + 4)(λ + 6)

which proves the assertion. □

Proposition 7.2.2 There exists a formal solution V ∈ E to (7.2.1) verifying
Φ2(0) ∕= 0.

Proof: Note that (7.2.13) implies that

(7.2.14) (iVij − (j + 1)Vij+1) = AVij + δi1δj0F + Gij

where Gij = 0 for i = 0, 1. Then we have

(7.2.15)

(
(I − A)V11 = 0,

(I − A)V10 = V11 + F.

Choose V11 ∈ Ker (I − A) so that

F + V11 ∈ Im (I − A).

Then we can take V10 ∕= 0 so that

(I − A)V10 = F + V11

since Ker (I − A) ∕= {0} by Lemma 7.2.2. We turn to the case i ≥ 2

(7.2.16) (iI − A)Vij = (j + 1)Vij+1 + Gij .

With j = i, (7.2.16) turns to

(iI − A)Vii = Gii(Vpq | q ≤ p ≤ i − 1).

Since iI − A is non singular for i ≥ 2 by Lemma 7.2.2 one has

Vii = (iI − A)−1Gii(Vpq | q ≤ p ≤ i − 1).

Recurrently one can solve Vij by

Vij = (iI − A)−1
�
(j + 1)Vij+1 + Gij(Vpq | q ≤ p ≤ i − 1)

�
for j = i − 1, i − 2,...,0. This proves the assertion. □
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7.3 A singular initial value problem and bichar-
acteristics

In this section we first study the next system of ordinary di↵erential equations

(7.3.1) t
d

dt
u = Ku + tL(t)u + tR(t, u) + tF

where K is a N × N constant matrix and R(t, u) is a C1 function defined in a
neighborhood of (0, 0) ∈ R × CN such that

|R(t, u)| ≤ B|u|

for (t, u) ∈ {|t| ≤ T} × {|u| ≤ CT} and L(t) ∈ C1((0, T ]) which verifies
�L(t)�C((0,T ]) ≤ B. We assume that

(7.3.2) σ(K) ⊂ {z ∈ C | Re z < −δ}

where σ(K) denotes the spectrum of K. Our aim is to prove

Proposition 7.3.1 Equation (7.3.1) has a solution u such that u(0) = 0.

Proof: For h ∈ C([0, T ]) we set

G[h] =
Z t

0

✓
t

s

◆K 1
s
h(s)ds

so that

(7.3.3) t
d

dt
G[h] = KG[h] + h.

We start with

Lemma 7.3.1 Let h ∈ C([0, T ]). Assume δ > 1. Then we have

|G[h](t)| ≤ C�h�C([0,t]).

Proof: The assertion is clear because

|s−Kv| ≤ Csδ|v|, s ∈ (0, 1), v ∈ CN

and hence

|G[h](t)| ≤
Z 1

0

✓
1
s

◆K 1
s
|h(ts)|ds ≤ C�h�C([0,t])

which is the assertion. □
Using (7.3.3) we rewrite (7.3.1) as an integral equation

(7.3.4) u = G[tL(t)u + tR(t, u) + tF ].
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Let u0(t) = 0 and define un(t) successively by

un+1(t) = G[tR(t, un(t)) + tF ].

Let us assume that

(7.3.5)
����∂R

∂u
(t, u)

���� ≤ B

for (t, u) ∈ {|t| ≤ T} × {|u| ≤ CT}. From

|tR(t, un−1) − tR(t, un−2)| ≤ Bt|un−1 − un−2|

one gets
��G[tR(t, un−1) − tR(t, un−2)]

�� ≤ CBT�un−1 − un−2�C([0,t]).

It is clear that |G[tL(t)(nn−1 − un−2)]| ≤ CBT�un−1 − un−2�C([0,t]). Set

Wn(t) = �un − un−1�C([0,t])

and recall that

un+1 − un = G[tL(t)(un − un−1)] + G[tR(t, un) − tR(t, un−1)].

It is easy to see that
|un+1 − un| ≤ 2CBTWn(t)

which gives
Wn+1(t) ≤ 2CBTWn(t), 0 ≤ t ≤ T.

Taking T small so that 2CBT < 1 we have

(7.3.6) Wn(t) ≤
n−1X
k=1

(2CBT )kW1(t).

This proves that {un} converges in C([0, T ]) to some u(t) ∈ C([0, T ]). This
proves Proposition 7.3.1. □

We now apply Proposition 7.2.2 to prove Theorem 7.1.2.

Proof of Theorem 7.1.2: By Proposition 7.2.2 there exists a non trivial formal
solution to (7.2.13)

U =
X

0≤j≤i

Uijt
i(log 1/t)j .

This shows that for any m ∈ N there is N = N(m) such that

UN =
X

0≤j≤i≤N

Uijt
i(log 1/t)j
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verifies (7.2.13) modulo O(tm+1), that is

DUN −
�
AUN + tG(t, UN ) + tF

�
= O(tm+1).

We look for a solution V in the form

UN + tmU.

Note that one can write

G(t, UN + tmU) = G(t, UN ) + tm
X

Uj
∂G

∂Vj
(t, UN ) + t2mR(t, U)

= G(t, UN ) + tmL(t)U + t2mR(t, U).

It is clear that L(t) = L + O(t log 1/t) so that L(t) is bounded in [0, T ]. Since

D(tmv) = tm(D + m)v

substituting UN + tmU into (7.3.1) and dividing the resulting equation by tm

one has

(7.3.7) DU = −mU + AU + tL(t)U + tR(t, U) + tF.

Since it is clear that (7.3.2) is verified for large m we can now apply Proposition
7.3.1 to conclude that there exists V verifying (7.2.13). Switching to the original
coordinates this shows that the Hamilton system has a solution (x(s), ξ(s)) such
that

lim
s→∞

(x(s), ξ(s)) ∈ ⌃.

Since
dφj

dx0

���
x0=0

=
⇣dφj

dt
/
dx0

dt

⌘
x0=0

=
tjΦj(t)
X0(t)

���
t=0

= 0, j = 1, 2

and hence we see that (x(s), ξ(s)) is actually tangent to ⌃.

We make some comments on the general case when

(7.3.8) Tr+Fp(ρ) ∕= 0.

Assuming that condition (i) in Theorem 3.5.1 fails we look for a null bicharac-
teristic (x(s), ξ(s)) such that

lim
s→∞

s2(x(s), ξ(s)) = v ∕= 0,

v ∈ Ker F 2
p ∩ Im F 2

p , 0 ∕= Fpv ∈ Ker Fp ∩ Im F 3
p .

To put the above conditions in evidence, we prove that one can choose symplectic
coordinates so that the line spanned by z(ρ) verifying

z(ρ) ∈ Ker F 2
p (ρ) ∩ Im F 2

p (ρ), 0 ∕= Fp(ρ)z(ρ) ∈ Ker Fp(ρ) ∩ Im F 3
p (ρ)
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D(tmv) = tm(D + m)v

substituting UN + tmU into (7.3.1) and dividing the resulting equation by tm

one has

(7.3.7) DU = −mU + AU + tL(t)U + tR(t, U) + tF.

Since it is clear that (7.3.2) is verified for large m we can now apply Proposition
7.3.1 to conclude that there exists V verifying (7.2.13). Switching to the original
coordinates this shows that the Hamilton system has a solution (x(s), ξ(s)) such
that

lim
s→∞

(x(s), ξ(s)) ∈ ⌃.

Since
dφj

dx0

���
x0=0

=
⇣dφj

dt
/
dx0

dt

⌘
x0=0

=
tjΦj(t)
X0(t)

���
t=0

= 0, j = 1, 2

and hence we see that (x(s), ξ(s)) is actually tangent to ⌃.

We make some comments on the general case when

(7.3.8) Tr+Fp(ρ) ∕= 0.

Assuming that condition (i) in Theorem 3.5.1 fails we look for a null bicharac-
teristic (x(s), ξ(s)) such that

lim
s→∞

s2(x(s), ξ(s)) = v ∕= 0,

v ∈ Ker F 2
p ∩ Im F 2

p , 0 ∕= Fpv ∈ Ker Fp ∩ Im F 3
p .

To put the above conditions in evidence, we prove that one can choose symplectic
coordinates so that the line spanned by z(ρ) verifying

z(ρ) ∈ Ker F 2
p (ρ) ∩ Im F 2

p (ρ), 0 ∕= Fp(ρ)z(ρ) ∈ Ker Fp(ρ) ∩ Im F 3
p (ρ)
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(recall that z(ρ) is unique up to a multiple factor from (3.3.3) and hence propor-
tional to v) is given by mj(x, ξ) = 0 on ⌃ and the representation of p, in these
coordinates, contains the sum of m2

j . Then our expecting solution is assumed to
satisfy approximately the Hamilton system with hamiltonian p̃ obtained from p
removing the terms m2

j . We write down our Hamilton system supposing that mj

were unknowns. We look for a solution (x(s), ξ(s)) of the Hamilton system such
that ξ(s) = O(s−2), x′(s) = O(s−3) (x = (x0, x

′)) and mj(x(s), ξ(s)) = O(s−4).
To do so we repeat similar arguments in this section. We first transform thus
obtained system (mj are unknowns) to another system by the change of in-
dependent variable t = s−1 and suitable change of unknowns. The resulting
system is a coupled system of a system which has t = 0 as a singular point
of the first kind and a system which has t = 0 as a singular point of the sec-
ond kind. Here the singular point of the second kind comes from positive trace
(7.3.8). The main feature of the system is that all eigenvalues of the leading
term of the singular point of the second kind (the coefficient matrix of t−2) are
simple, pure imaginary and di↵erent from zero.

The resulting system looks like

(7.3.9)

8><
>:

�
t2

d

dt
− i⇤

�
u = −mtu + L1(t)v + Q1(t, u, v) + tR1(t, u, v) + tF1,

t
d

dt
v = −mv + Lu + L2(t)v + Q2(t, u, v) + tR2(t, u, v) + tF2

where Qj(t, u, v) and Rj(t, u, v) are C1 functions defined near (0, 0, 0) ∈ R ×
CN1 × CN2 such that (

|Qj(t, u, v)| ≤ B1j(|u|2 + |v|2),
|Rj(t, u, v)| ≤ B̃1j(|u| + |v|)

for (t, u, v) ∈ {|t| ≤ T} × {|u| ≤ CT} × {|v| ≤ CT} and L2(t) is a N2 × N2

square matrix and L1(t) and L (a constant matrix) are N1 × N2 and N2 × N1

matrices respectively which verifies

�Lj(t)�C([0,T ]), �tL′
j(t)�C([0,T ]) ≤ B.

Here ⇤ is a constant nonsingular real diagonal matrix

⇤ = diag(λ1, ..., λN1), λj ∈ R \ {0}.

Then we have

Theorem 7.3.1 If m ∈ R is sufficiently large then (7.3.9) has a solution (u, v)
such that u(0) = 0, v(0) = 0.

Chapter 8

Optimality of the Gevrey
index

8.1 Non solvability in C∞ and the Gevrey class

In this chapter we study the following model operator

(8.1.1) Pmod(x, D) = −D2
0 + 2x1D0Dn + D2

1 + x3
1D

2
n.

It is worthwhile to note that if we make the change of coordinates

yj = xj (0 ≤ j ≤ n − 1), yn = xn + x0x1

which preserves the initial plane x0 = const., the operator Pmod is written in
these coordinates as

Pmod = −D2
0 + (D1 + x0Dn)2 + (x1

√
1 + x1Dn)2 = −D2

0 + A2 + B2.

Here we have A∗ = A and B∗ = B while [D0, A] ∕= 0 and [A, B] ∕= 0.
Let us denote by p(x, ξ) the symbol of Pmod(x, D) then it is clear that

the double characteristic manifold near the double characteristic point ρ̄ =
(0, (0, ..., 0, 1)) ∈ R2(n+1) is given by

⌃ = {(x, ξ) ∈ R2(n+1) | ξ0 = 0, x1 = 0, ξ1 = 0}

and the localization of p at ρ ∈ ⌃ is given by p⇢(x, ξ) = −ξ2
0 + 2x1ξ0 + ξ2

1 . This
is just (2) in Theorem 2.3.1 with k = l = 1 where ξ1 and x1 is exchanged. Since
(x1, ξ1) �→ (ξ1,−x1) is a symplectic change of the coordinates system then we
see

Ker F 2
p (ρ) ∩ Im F 2

p (ρ) ∕= {0}, ρ ∈ ⌃.

The main feature of p is that the Hamilton flow Hp lands tangentially on ⌃.
Indeed the integral curve of Hp

ξ1 = −x2
0

4
, xn =

x5
0

8
, ξ0 = 0, ξ1 =

x3
0

8
, xj , ξj = constants, |x0| > 0
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