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Ruan's conjecture and integral structures in 
quantum cohomology 

Hiroshi Iritani 

Abstract. 

This is an expository article on the recent studies [27, 28, 45, 46, 23] 
of Ruan's crepant resolution/flop conjecture [62, 63] and its possible 
relations to the K-theory integral structure [45, 46, 49] in quantum 
cohomology. 

§1. Introduction 

The small quantum cohomology is a family ( H* (X), or) of commu­
tative ring structures on H*(X) parametrized by T E H 1•1(X). In the 
large radius limit, i.e. -~ (J0 T) ----> oo for every effective curve CCX, 
the quantum product or goes to the cup product. For a pair (X1 , X 2 ) of 
birational varieties in a "crepant" relationship (such as flops or crepant 
resolutions), Yongbin Ruan's conjecture states that the small quantum 
cohomologies (H*(Xl), orJ and (H*(X2), or2 ) are isomorphic under an­
alytic continuation of the parameter T. The conjectural space where 
the quantum product or is analytically continued is known as a Kahler 
moduli space M in physics. (See Figure 1.) In our situation, the space 
M has two limit points (which we call cusps) 01o 02 corresponding to 
the large radius limit points of X 1 and X 2 respectively. A neighborhood 
Vi of Oi is identified with an open subset of H 1•1 (Xi)· A weak form of 
Ruan's conjecture asserts that there exists a family (F, or) of commu­
tative rings over M such that its restriction to Vi is isomorphic to the 
small quantum cohomology of Xi. In particular, the cohomology rings 
H*(X1), H*(X2) are connected via quantum deformations. 
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Fig. 1. Kahler moduli space M containing cusp neighbor­
hoods Vi c H 1•1 (Xi, q, i = 1, 2. The global quantum 
D-module over M develops singularities along thick 
lines. 

In a more precise picture, the family of rings should come from 
a meromorphic flat connection (F, \7) over M, which we call a global 
quantum D-module. The D-module (F, \7) restricted to Vi is identified 
with the quantum D-module given by the Dubrovin connection (6): 

a 1 
\7 a = [}t<> + -;¢aon where z E C* is a parameter. 

It is clear that the operator z\7 a recovers the quantum product ¢a or 
in the limit z ---+ 0, but the D-module contains much more information 
than a family of rings. In fact, the global quantum D-module (F, \7) to­
gether with additional data-opposite subspace and dilaton shift-yields 
a Kyoji Saito's flat structure [66] on the extended Kahler moduli space1 . 

Moreover, the local monodromy around each cusp determines a canoni­
cal choice of the opposite subspace and recovers the flat structure on Vi 
induced from the identification with the vector space H 1•1 (Xi)· Here, as 
the example in [27] suggests, the flat structures from the different cusps 
0 1 and 02 does not necessarily coincide. 

In this article, we postulate furthermore that the global quantum D­
module is underlain by an integral local system. We also conjecture that, 
over Vi, the integral local system in question comes from the K-theory of 
Xi. This has the following physical explanation. Quantum cohomology 
is part of the A-model topological string theory. A chiral field in the A­
model (i.e. a section of the quantum D-module) should have a pairing 

1 A flat structure is also referred to as a Frobenius manifold structure due 
to Dubrovin [31]. In the later formulation, the parameter Twill be extended to 
the total cohomology group H* (Xi) and M is also extended accordingly. 
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with a B-type D-brane (i.e. an object of the derived category D~oh(Xi)) 
(see e.g. [39]). This suggests that a vector bundle on Xi should give 
a fiat section of the quantum D-module. Under mirror symmetry, this 
corresponds to the fact that a holomorphic n-form has a pairing with 
a (real) Lagrangian n-cycle by integration. Based on mirror symmetry 
for toric orbifolds, the author [45, 46] proposed a formula (13) which 
assigns a flat section of the quantum D-module to an element of the K­
group. Katzarkov-Kontsevich-Pantev [49] also found a similar formula 
for a rational structure independently. The flat sections arising from 
the K-group define an integral local system over v;. Via the analytic 
continuation of K-theory flat sections along a path 1'(t) connecting V1 

and V2 (see Figure 1), our picture gives an isomorphism of K-groups: 

The isomorphism 1U K,"f here contains complete information on the re­
lationships between the genus zero Gromov-Witten theories (quantum 
cohomology) of xl and x2. We hope that 1UK,"( is given by a certain 
Fourier-Mukai transformation. 

The paper is structured as follows. In Section 2, we review orbifold 
quantum cohomology/ D-module and introduce the K -theory integral 
structure on it. In Section 3.1, we formulate a precise picture (Assump­
tion 3.1) of the global quantum D-module sketched above. In Sections 
3.2-3.7, we discuss what follows from the picture without using integral 
structures. The main observation here is the fact that each cusp de­
termines a possibly different fiat structure on M. The Hard Lefschetz 
condition in Section 3.7 is a sufficient condition for the Frobenius struc­
tures from different cusps to match. These facts were found in [27], but 
the present article contains a complete proof of the characterization of 
Frobenius structures at cusps (Theorem 3.13, announced in [27]) and a 
generalized Hard Lefschetz condition (Theorem 3.22). In Sections 3.8, 
3.9, we use integral structures to study the crepant resolution conjec­
ture for Calabi-Yau orbifolds and give an explicit prediction (Conjecture 
3.31) for the change of co-ordinates in local examples. Readers who want 
to know a role of integral structures in Ruan's conjecture can safely skip 
Sections 3.2-3. 7 and go directly to Sections 3.8 or 3.9. 

Finally, we remark that we restrict our attentions to the even parity 
part of the ( orbifold) cohomology group throughout this paper. 

Acknowledgments. Thanks are due to Masa-Hiko Saito for the in­
vitation to the conference "New developments in Algebraic Geometry, 
Integrable Systems and Mirror symmetry" held at RIMS, January 2008. 
The author is grateful to Tom Coates, Alessio Corti, Hsian-Hua Tseng 
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for helpful conversations during joint works [27, 24, 25] and in many 
other occasions. ·He is also grateful to Samuel Boissiere for explaining 
the McKay correspondence for a finite subgroup of 80(3) and to Jim 
Bryan, Martin Guest and Yongbin Ruan for helpful comments on the 
present article. He also thanks Claus Hertling, Shinobu Hosono, Tony 
Pantev, Shunsuke Takagi for helpful discussions. This paper was written 
while the author was visiting Imperial College London. He would like 
to thank Imperial College for its hospitality. 

§2. K-theory integral structure in quantum cohomology 

In this section, we review the orbifold quantum cohomology for 
smooth Deligne-Mumford stacks and introduce the K-theory integral 
structure on it. Assuming the convergence of structure constants, quan­
tum cohomology defines a flat connection, called the Dubrovin connec­
tion, on some cohomology bundle over a neighborhood of the "large 
radius limit point". This is called the quantum D-module. We will see 
that the K-group defines an integral lattice in the space of (multi-valued) 
flat sections of the quantum D-module. The key definition will be given 
in Definition 2.11. The true origin of this integral structure is yet to be 
known, but it has a number of good properties: 

• This is invariant under every local monodromy around the large 
radius limit point (Proposition 2.12 (iii)). 

• The pairing on quantum cohomology is translated into the 
Mukai pairing on the K-group (Proposition 2.12 (ii)). 

• This gives a real structure which is pure and polarized in a 
neighborhood of the large radius limit point [45, Theorem 3.7]. 
In particular, we have tt*-geometry [18, 37, 47] on quantum 
cohomology. 

• This looks compatible with many computations done in the 
context of mirror symmetry [43, 7]. In particular, this matches 
with the integral structure on the Landau-Ginzburg mirror in 
the case oftoric orbifolds [45, 46] (see Example 2.14 (iii)). 

• Thus in toric case, this integral structure is compatible also 
with the Stokes structure. 

In this article, we will not explain the last three items. See [45, 38, 49] 
for the properties "pure and polarized" or "compatibility with Stokes 
structure" . 

2.1. Orbifold quantum cohomology 
We start with some notation concerning orbifolds. Let X be a 

smooth Deligne-Mumford stack with projective coarse moduli space X. 
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Let I X be the inertia stack of X. A point on I X is given by a pair 
( x, g) of a point x E X and an element g of the automorphism group 
(local group) Autx(x) at x. The element g E Autx(x) is also called a 
stabilizer. Let 

vET vET' 

be the decomposition of I X into connected components. Here T is a 
finite set parametrizing connected components of I X. T contains a dis­
tinguished element 0 E T which corresponds to the trivial stabilizer 
g = 1 and we set T = { 0} U T'. Then X0 is isomorphic to X. At each 
point (x, g) in I X, we can define a rational number L(x,g) called age. The 
element g of the automorphism group acts on the tangent space TxX 
and decomposes it into eigenspaces: 

TxX = EB (TxX)t 
O:Sf<l 

where g acts on (TxX)t by exp(2nif). The age L(x,g) is defined to be 

L(x,g) = L f dimc(TxX)t· 
O:Sf<l 

The age L(x,g) is constant along the connected component Xv of IX, so 
we denote by Lv the age L(x,g) at any point (x,g) in Xv. The orbifold 
or Chen-Ruan cohomology group HeR(X) is a CQl-graded vector space 
defined by 

H{!;R(X) = ffiHp- 2<v(Xv,C), p E CQl. 
vET 

This is the same as H* (I X, C) as a vector space, but the grading is 
shifted by the age. In this paper, we only consider the even parity part 
of HeR (X), i.e. the summands satisfying p - 2Lv = 0 mod 2 in the 
above decomposition. Unless otherwise stated, we denote by HeR(X) 
the even parity part. The inertia stack has an involution inv: I X ----+ I X 
which sends (x,g) to (x,g- 1 ). This induces an involution inv: T----+ T 
on the index set T and inv* : HeR (X) ----+ HeR (X) on the cohomology. 
The orbifold Poincare pairing on HeR(X) is defined by 

(a,P)orb= { aUinv*(f3)=L { avU/3inv(v)' 
Jix vETJxv 

where av, f3v are the v-components of a, ;3. This pairing is symmetric, 
non-degenerate and of degree -2 dime X. 
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Gromov-Witten theory for manifolds has been extended to the class 
of symplectic orbifolds or smooth Deligne-Mumford stacks. This was 
done by Chen-Ruan [21] in the symplectic category and by Abramovich­
Graber-Vistoli [1] in the algebraic category. The formal properties of the 
genus zero Gromov-Witten theory hold in orbifold theory as well: the 
genus zero orbifold Gromov-Witten theory defines a cohomological field 
theory (see e.g. [57]) on the metric vector space (HcR(X), (·,·)orb)· In 
particular, we have the following correlation functions (Gromov-Witten 
invariants): 

(1) (·, · · ·' ·)o,m,d: (HcR(X))'"'m ___, C 

defined form 2: 0 and dE H 2 (X, Z). This is zero when dis not in the 
semigroup Effx C H 2 (X, Z) generated by classes of effective curves or 
m ::; 2 and d = 0. Also these correlation functions satisfy the so-called 
WDVV equation or the splitting axiom (see [1, Theorem 6.4.3]). The 
genus zero Gromov-Witten invariant is homogeneous with respect to 
the grading of HcR(X). More precisely, (o:1, ... , o:m)o m d = 0 unless 
Pl + · · · + Pm = 2(di:rnc X+ (c1(X), d)+ m- 3), where 'o:i' E H{!;R_(X). 

The genus zero Gromov-Witten invariants define a quantum prod­
uct •r on HcR(X) parametrized byTE HcR(X): 

1 ( m times) 
(2) (o:•r;3,')')orb= 2.::: m! o:,;3,')',~ Qd. 

dEEffx,m2':0 O,m+3,d 

Here Qd denotes the element of the group ring C[Effx] corresponding 
to dE Effx C H 2 (X,Z). The right-hand side belongs to C[T][Effx] (a 
certain completion2 of C[T] 0 C[Effx]) and defines the element o: •r ;3 
in HcR(X) 0 C[T][Effx] because the orbifold Poincare pairing is non­
degenerate. By extending •r as a C[T][Effx]-bilinear map, we have 
an associative commutative ring (HcR(X) 0C[T][Effx],•r). Here the 
associativity of the product •r follows from the WDVV equation. This 
is the orbifold quantum cohomology of X. 

Using the Divisor equation (see [1, Theorem 8.3.1]), we can write 
(3) 

m times 

( R ) - "' J__ I R ~) (ro,2,d)Qd o:•rfJ,')'orb- L m! \O:,jJ,')',T, ... ,T e ' 
dEEffx ,m2':0 O,m+3,d 

2For example, one completion is given by the additive valuation v on C[Eff x] 
defined by v ( Qd) = Jd w, where w is a Kahler form on X. 
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where we put 

(4) T = To,2 + T1 , To,2 E H 2(Xo), T1 E E9 HP(Xo) EB E9 H*(Xv)· 
po/=2 vET' 

This shows that the parameters T and Q in the product • 7 are redundant. 
In fact •r depends only on T 1 and e70 •2 Q. We put 

OT := •riQ=l· 

The product o7 is a formal power series in T 1 and a formal Fourier series 
in T 0 ,2 . The original product •r can be recovered from 0 7 by substituting 
e<ro, 2 ,d)Qd for e<70 •2 'd). In what follows, we will study 0 7 instead of •r 
and assume that the product o7 is convergent in some open set U of 
HcR(X). 

Assumption 2.1. The orbifold quantum product or is convergent 
on a simply-connected open set U containing the following set 

where T = To,2 + T1 is the decomposition in (4), M > 0 is a sufficiently 
big real number and II· II is a suitable norm on HcR(X). 

Remark 2.2. Working over a certain formal power series ring, we 
could discuss the K-theory integral structure without this assumption. 
However, when considering Ruan's conjecture later, we cannot avoid the 
convergence problem of quantum cohomology. 

The open set U above is considered to be a neighborhood of the 
"large radius limit point" which is the limit point of the sequence 

(5) T = To,2 + T1 : ~( (d, T0,2J) ----* -oo, T1 ----* 0. 

(This notion will be made more precise later.) In this limit, the orbifold 
quantum product o7 goes to the Chen-Ruan orbifold cup product UcR· 
This product UcR is the same as the cup product when X is a manifold, 
but in the orbifold case, this is different from the cup product on I X. 

2.2. Quantum D-modules with Galois actions 

Let {¢i} be a homogeneous ((>basis of HcR(X) and {ti} be the 
linear co-ordinate system on HeR (X) dual to the basis { ¢i}. Denote 

by T = 2:~1 ti¢i a general point on H(m(X). The quantum D-module 
is a meromorphic flat connection on the trivial HcR(X)-bundle over 
U x C. Denote by ( T, z) a general point on the base space U x CC. Let 
(-): U x CC----* U x CC be the map sending (T, z) to (T, -z). 



118 H. Iritani 

Definition 2.3. The quantum D-module QDM(X) = (F, V', (·, ·)p) 
is the trivial holomorphic vector bundle F := H0R(X) x (U x q --+ 
(U x C) endowed with the meromorphic flat connection V': 

(6) 

and the V'-flat pairing 

(·, ·)p: (- )*O(F) 0 O(F) --+ Ouxc 

induced from the orbifold Poincare pairing F(T,-z) x F(T,z) = H0R(X) x 
H0R(X) --+C. Here E is the Euler vector field on U given by 

(7) 
N 1 

E := c1(TX) + L(l- 2deg¢i)ti¢i 
i=l 

and p, E End(HcR(X)) is the Hodge grading operator defined by 

(8) 
1 n 

p,(¢i) := (2 deg¢i- 2 )¢i, n =dime X. 

The flat connection V' is called the Dubrovin connection or the first 
structure connection. Note that Vi has a pole of order 1 along z = 0 
and V' az has a pole of order 2 along z = 0. The flatness of V' follows 
from the WDVV equations and the homogeneity of Gromov-Witten 
invariants. 

Remark 2.4. By D-module one means a module over the ring of 
differential operators. In our case, the ring 0 MxC• (ot;, zoz) of differen­
tial operators on M x C* acts on the space of sections of F via the flat 
connection: Ot' f--+ V' i, ZOz f--+ V' zaz. This explains the name "quantum 
D-module". 

The quantum D-module admits certain discrete symmetries (Galois 
actions). Firstly, since o7 depends only on e70 •2 and T', it is clear that 
0 7 is invariant under the following translation: 

This is a consequence of the Divisor equations and is familiar in ordi­
nary Gromov-Witten theory. Interestingly, we have a finer symmetry 
for orbifold theory. Let H 2 (X, Z) be the sheaf cohomology of the con­
stant sheaf Z on the stack X (not on the coarse moduli space X). This 
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group is identified with the set of isomorphism classes of topological 
orbifold line bundles on X. Then H 2 (X, 71..) is identified with the subset 
of H 2 (X, 7!..) consisting of line bundles which are pulled back from the 
coarse moduli space X. For~ E H 2 (X, 7!..), let Lr; be the corresponding 
topological orbifold line bundle on X and ~0 := c1 (Lr;) E H 2 (X,Q) be 
the first Chern class. For v E T, define 0 :::; fv(~) < 1 to be the rational 
number such that the stabilizer gat (x,g) E Xv acts on the fiber Lr;,x 
by exp(2nifv(O). 

Lemma 2.5 ([46, Proposition 2.3]). The flat connection V' and the 
pairing (·, ·)p of the quantum D-module QDM(X) = (F, \7, (-, ·)p) are 
invariant under the following map given for~ E H 2 (X, 71..): 

HcR(x) x (u x q---* HcR(x) x (u x q 
(¢, T, z) f-----7 (dG(~)(¢), G(~)(T), z). 

Here G(0, dG(~): H0R(X)---* H(;R(X) is defined by 

G(0(To EB EB Tv)= (To- 2ni~o) EB E9 e2Kifv(t;)Tv 
vET' vET' 

vET' vET' 

where we used the decomposition H(;R(X) = H*(Xo) EB EBvET' H*(Xv) 
and Tv E H*(Xv)· (Here we implicitly assume that U is invariant under 
the map G(O, but we can assume this without loss of generality.) 

We refer to the symmetry in Lemma 2.5 as a Galois action of 
H 2 (X, 71..) or a local monodromy at the large radius limit. When ~ E 

H 2 (X, 71..), this is the same as the aforementioned one. Note that the 
new symmetry can act non-trivially on the fiber of the quantum D­
module. The quantum D-module descends to a flat connection on 
F I H 2 (X, 71..) ---* (U I H 2 (X, 71..)) x C. We call this flat connection on the 
quotient space also the quantum D-module. 

We can construct a partial compactification V of the quotient V = 

U I H 2 (X, 7!..) such that V contains the large radius limit point and that 
the quantum D-module on V extends to a D-module on V with a log­
arithmic singularity along the normal crossing divisor3 V \ V. Choose 
a 71..-basis p 1 , ... ,pr of H 2 (X, 7!..)ltorsion such that Pa intersects every 
effective curve class dE Effx non-negatively (i.e. Pais nef). Then we 

3More precisely, V \ V is a normal crossing divisor on an etale cover of V. 
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have the embedding 

where W = EB#2 HP(Xo)E&EBvET' H*(Xv) and T1 E W. By Assumption 
2.1 and the choice of Pa, the image of this embedding contains the open 
set ((C*t x W) n l:!..M for a sufficiently big M > 0, where 

l:!..M = {(q\ 0 0 0 ,qr,T1) E eX w; lqal <e-M, IIT'II <e-M}. 

We set UjH2(X,Z) := (UjH2(X,Z)) u l:!..M c eX w. For To,2 
~:=l tapa, we have e(70 •2 'd) = (et1 )(Pl,d) · · · (etr)(Pr,d). Therefore by the 
formula (3), since Pais nef, the quantum product o7 on Uj H 2 (X, Z) ex­
tends to U j H 2(X, Z). The Dubrovin connection on l:!..M in the direction 
of qa = eta can be written as 

Hence it has a logarithmic pole along q1 · · · qr = 0. We can now define 
Vas the quotient space (or stack): 

This contains both Uj H 2 (X, Z) and the large radius limit point q = 
T 1 = 0. 

Remark 2.6. The partial compactification V depends on the choice 
of a nef basis Pa. A canonical partial compactification is given by the pos­
sibly singular quotient stack [(Spec <C[Effx] xW)j(H2(X, Z)/ H 2 (X, Z))]. 
Note that there exists a natural map from V to this stack. 

Remark 2. 7. Due to the new discrete symmetries, the large radius 
limit point in V can have an orbifold singularity when X is an orbifold. 
Also, the quantum D-module FjH2 (X,Z) on the quotient space may 
not be trivialized in the standard way. In other words, an element of 
H(m(X) gives a possibly multi-valued secti<?n of FjH2(X, Z). 

2.3. Fundamental solution L(T,z) and the space S(X) of 
flat sections 

We introduce a fundamental solution for \7-flat sections ofthe quan­
tum D-module (F, \7). Orbifold Gromov-Witten theory also has (grav­
itational) descendant invariants (as opposed to the primary invariants 
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(1)) of the form· 

where ai E HeR(X), d E Effx and ki is a non-negative integer. The 
symbol '1/Ji represents the first Chern class of the line bundle on the 
moduli space of stable maps formed by the cotangent lines at the i-th 
marked point of the coarse domain curve. As is well-known in manifold 
Gromov-Witten theory (see e.g. [58, Proposition 2]), we can write the 
fundamental solution to the equation \7 s = 0 by using descendant in­
variants. Let pr: IX--+ X be the natural projection. For ToE H*(X0 ), 

we define the action of To on HeR (X) as 

To · a = pr* (To) U a 

where the right-hand side is the cup product on H*(IX). (This is known 
to be the same as the orbifold cup product To UcR a.) Let { ¢k}f=1 and 
{ ¢k}f=1 be bases of HeR (X) dual with respect to the orbifold Poincare 
pairing, i.e. (¢i, cf})orb =of. 

Proposition 2.8 (See e.g. [46, Proposition 2.4]). Let L( T, z) be the 
following End(HeR(X))-valued function on U x C*: 

L(T, z)¢ = e-ro,2/z¢ 

(9) '""' e(To,2,d) r/.. \r~,k I I e-To,2/Z¢) 
~ I 'f/k 'f/ , T , ... , T , .J, , 

(d,m)#(O,O), m. Z + 'l'm+2 O,m+2,d 
dEEffx,l::;k::;N 

where T = To,2 + T1 is the decomposition in (4) and 1/(z + 'l/Jm+2) in the 
correlator should be expanded in the z- 1-series L:k>o( -1)kz-k-l'l/J~+2 . 
Set p := c1 (X) E H 2(Xo) and -

z-MzP := exp(-Jl,logz)exp(plogz), /-lis given in (8). 

Then we have 

\7i(L(T,z)z-MzP¢) = 0, VzcdL(T,z)z-MzP¢) = 0, 

(L(T, -z)¢i, L(T, z)</ij)orb = (¢i, ¢J)orb· 

In particular, si(T, z) = L(T, z)z-MzP¢i, 1 ::::; i ::::; N, form a basis of 
multi-valued \7 -fiat sections ofF satisfying the asymptotic initial condi­
tion at the large radius limit (5): 
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Remark 2.9. The convergence of the fundamental solution L( T, z) 
is not a priori clear. Under the Assumption 2.1, however, we know that 
L( T, z) also converges on U x C* because this is a solution to the linear 
partial differential equations \7 8 = 0. 

Definition 2.10. Define S(X) to be the space of multi-valued \7-
ftat sections of the quantum D-module QDM(X) = (F, \7, (·,·)F): 

S(X) := {8(T,z) E r(U X C*,O(F)); \78 = 0}. 

This is a C-vector space with dime S(X) = dime H(m(X). S(X) is 
endowed with the pairing (·, ·)s: 

where 8 1 ( T, e1ri z) denotes the parallel translate of 8 1 ( T, z) along the coun­
terclockwise path [0, 1] 3 () ~--+ ei1r&z. Because 8 1 ,82 are fiat sections, the 
right-hand side is a complex number independent of (T, z). S(X) is also 
equipped with the automorphism G5 (~) for~ E H 2 (X, Z) induced from 
the Galois action in Lemma 2.5: 

In general, (·,·)sis neither symmetric nor anti-symmetric. When X 
is Calabi-Yau, i.e. p = c1 (X) = 0, (·,·)sis symmetric when n =dime X 
is even and is anti-symmetric when n is odd. 

The fundamental solution in Proposition 2.8 gives the cohomology 
framing Zcoh of S(X): 

In terms of this cohomology framing Zcoh, it is easy to check that the 
pairing and Galois actions on S(X) can be written as follows: 

(Zcoh(a), Zcoh(fJ))s = (e1ripa, e7ri~-"jJ)orb 

(ll) G5 (~) (Zcoh (a)) = Zcoh ( cEB e-27ri~o e27rifv(~l)a) 
vET 

where we used the decomposition HcR(X) = EBvET H*(Xv) in the sec­
ond line. (See the paragraph before Lemma 2.5 for ~0 E H 2 (X0 ) and 
fv(O E [0, 1).) 
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2.4. K -theory integral lattice of flat sections 

We will introduce an integral lattice in the space S(X) of flat sections 
using the K-group and the characteristic class called the f-class. Let 
K(X) be the Grothendieck group of topological orbifold vector bundles 
over X (see e.g. [2] for orbifold vector bundles and orbifold K-theory). 
For simplicity, we assume that X is isomorphic to a quotient orbifold 
[M/G] as a topological orbifold, where M is a compact manifold and 
G is a compact Lie group acting on M with at most finite stabilizers. 
Under this assumption, K (X) is isomorphic to the G-equivariant K­
theory Kg(M) and is a finitely generated abelian group [2]. For an 
orbifold vector bundle Von IX and a component Xv of IX, we denote 
the eigenbundle decomposition of Vlxv with respect to the stabilizer 
action as follows: 

Vlxv = EB Vv,j, 
osf<l 

where the stabilizer of Xv acts on Yv,t by exp(27rif). The Chern char­
acter ~: K (X) ---* H* (I X) for or bifold vector bundles is defined as 
follows: 

~(V) := ElJ L e2nif ch((pr* V)v,t ), 
vET Osf<l 

where pr: I X ---* X is the natural projection. For an orbifold vector 
bundle Von X, let 6v,t,i, i = 1, ... , lv,t be the Chern roots of the vector 
bundle (pr* V)v,J on Xv (where lv,t = rank(pr* V)v,J ). The Todd class 

Td(V) is defined by 

- EB II 1 II 6v,O,i Td(V) := 1 _ e-2nif e-iiv,j,i 1 _ e-iiv,O,i • 
vET O<f<l,lSiSlv,f f=O,lSiSlv,o 

When the orbifold vector bundle V admits the structure of a holo­
morphic orbifold vector bundle, the holomorphic Euler characteristic 
x(V) := 2:::7=1 ( -1)i dime Hi(X, V) is given by the Kawasaki-Riemann­
Roch formula [52]: 

(12) x(V) = f ~(V) U Td(T X). 
Jix 

Note that x(V) is an integer by definition. For a (not necessarily holo­
morphic) topological orbifold vector bundle V on X, we define x(V) 
to be the right-hand side of the above formula (12). It follows from 
Kawasaki's index theorem [53] for elliptic operators on orbifolds that 
x(V) is an integer for any V. In fact, the right-hand side of (12) equals 
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h · d f 1. . n n* v Ao even V Ao odd t e m ex o an el1pt1c operator u + u : ® x ---+ ® x , 
where a is a not necessarily integrable (0, I)-connection on V and a* is 
its adjoint with respect to a hermitian metric on V. 

Define a multiplicative characteristic class f: K(X) ---+ H* (I X) as 
follows: 

lv,f 

r(V) := EB II II r(l - f + Ov,j,i)· 
vET 0Scf<l i=l 

Here Ov,J,i is the same as above. The Gamma function in the right-hand 
side should be expanded in Taylor series at 1- f > 0. The f-class can 
be viewed as a "square root" of the Todd class (more precisely, A-class). 
In fact, using the Gamma function equality r(z)f(l- z) = n/ sin(nz), 
we find 

[(e7l'ideg/2f(V))u inv* r(V)]v u e7l'i(c,(pr* V)lxv+agev(V)) 

= (2ni )l::uo lv,f [(2ni)deg 12Td(V)]v, 

where deg: H*(IX)---+ H*(IX) is the ordinary grading operator defined 
by deg = p on HP(JX), agev(V) = LO<f<l flv,J is the age of V along 
Xv, and [· · ·]v is the H*(Xv)-component. In this sense4 , the K-group 
framing ZK: K(X) ---+ S(X) below can be considered as a "Mukai vec­
tor" in quantum cohomology. 

Definition 2.11. We define the K -group framing ZK: K(X) ---+ 

S(X) of the space S(X) of fiat sections by the formula: 

(13) 
ZK(V) := Zcoh(w(V)) = L(T, z)z-1-LzP\lf(V), 

where w(V) := (2n)-~r(T X) u (2ni)deg 12 inv* ch(V). 

Here Zcoh is the cohomology framing (10), L(T,z)z-MzP is the funda­
mental solution in Proposition 2.8, (2ni)deg/2 E End(H*(JX)) is de­
fined by (2ni)deg/2 IH2P(IX) = (2ni)P and r(T X)U is the cup product 
in H*(IX). The image S(X)z := ZK(K(X)) c S(X) of the K-group 
framing is called the K -theory integral structure on the quantum coho­
mology. 

The notation ZK for the K-group framing is motivated by the cen­
tral charge in physics. Conjecturally, the integral 

(14) Z(V) := c(z) L ZK(V)(T, z) = c(z)(l, ZK(V)(T, z))orb 

4A Mukai vector is given by ch(V)y'Td(TX) for a vector bundle Von X. 
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with c(z) = (2nz)~ /(2ni)n, n = dim X gives the central charge of a 
B-type D-brane in the class Vat the point r of the (extended) Kahler 
moduli space. This plays a central role in stability conditions on the 
derived category D~oh (X) [30, 8]. It would be very interesting to find 
an intrinsic explanation for the formula (13) from this point of view. In 
the language of quantum D-modules, Z(V) is a coefficient of the unit 
section 1 expressed in a 'V-fiat frame. 

Proposition 2.12 ([46, Proposition 2.10]). (i) The image S(X)z 
of the K -group framing ZK is a lattice in S(X): 

S(X)z ®z C = S(X). 

(ii) The pairing(·, ·)s on S(X) corresponds to the Mukai pairing on 
K(X) through the K-group framing ZK: 

Therefore, we have a '£-valued pairing S(X)z x S(X)z-+ Z. 
(iii) For~ E H 2 (X,Z), the Galois actionG8 (~) onS(X) corresponds 

to the tensor by the orbifold line bundle L¥ (corresponding to -~) on 
K(X): 

In particular, the lattice S(X)z is invariant under the Galois action. 

The statement (i) follows from the Adem-Ruan decomposition the­
orem [2, Theorem 5.1], which implies that ciJ.: K(X) -+ H*(IX) is an 
isomorphism when tensored with C. The statements (ii) and (iii) fol~ 
low from straightforward calculations. It is somewhat surprising that 
many complicated terms finally give the Mukai pairing in (ii) via the 
Kawasaki-Riemann-Roch formula (12). 

Remark 2.13. The formula (13) arose in [45, 46] from the study 
of mirror symmetry for toric orbifolds. The mirror Landau-Ginzburg 
model has the natural integral structure and we can shift it to the quan­
tum cohomology. Katzarkov-Kontsevich-Pantev [49] also proposed es-' 
sentially the same definition (for a rational structure) when X is a mani­
fold. Closely related results have been observed in the context of mirror 
symmetry. Calculations and conjectures of Hosono [42], [43, Conjec­
ture 6.3] are compatible with the integral structure above; the works of 
Horja [40, 41] and Borisov-Horja [7] strongly suggest a relation between 
K-group and quantum D-module. 
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Example 2.14. (i) X = lP'1 . Let w E H 2 (lP'1 , Z) be the integral 
Kahler class. We take 1, w as a basis of H* (lP'1 ). In terms of the coho­
mology framing Zcoh: H*(lP'1 ) ~ S(lP'1 ) in (10), the Galois action and 
the pairing on S(lP'1 ) is represented by the matrices: 

If an integral lattice Lin H*(lP'1 ) ~ S(lP'1 ) is invariant under G5 (w) and 
if the restriction of(·, ·)s to L gives a perfect pairing L x L-+ Z, then 
L must take the following form: 

for some n E Z \ { 0} and c E C. The K- theory integral structure 
corresponds to the choice n = 1 and c = -2')', where')' = 0.57721... is 
Euler's constant (coming from the f-class f(TlP'1 ) = 1- 2')'w). 

(ii) When X= X is a Calabi-Yau threefold, the f class is given by 

where ((3) is the special value of Riemann's zeta function. From this, 
it follows that the central charges (14) of Opt, Oc, Os and 0 (for any 
smooth curve C and surfaceS) restricted to H 2 (X) are 

Z(Opt) = 1, 
T 

Z(Oc) = ((1- g(C))- 27fi n [C], 

Z(O ) _ [Sj3 x(S) __!__ [5] 2 d[s]Fo(T) 
8 - 8 + 24 + 2ni n 2 + (2ni)2 ' 

Z(O) = -~x(X) _ __!__. c2(X) + H(T) 
(2ni )3 2ni 24 (2ni )3 ' 

where T = To, 2 E H 2 (X), g(C) is the genus of C, and x(X) and x(S) 
are the Euler numbers of X and S. Fo(T) is the genus zero potential of 
X 

Fo(T):=~j T3+ L \)o,o,de(T,d), 
X dEEffx \{0} 

d[s]Fo is its derivative in the direction of the Poincare dual of [S] and 
H(T) := 2Fo(T)- l:i ti8iFo(T). The zeta value ((3) also appeared in the 
quintic mirror calculation of Candelas-de la Ossa-Green-Parkes [16]. 
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(iii) When X is a weak Fano compact toric orbifold, it is shown in 
[45], [46, Theorem 4.13] that the central charge of the structure sheaf 
can be written as an oscillating integral of the mirror Landau-Ginzburg 
model W.,.: (C*)n----> C: 

Z(Ox)(T,z)=~ r e-Wr(Y)/zdY, n=dimcX. 
(2n) JrRc(C•)n Y 

Here dyjy is an invariant holomorphic n-form on (C*)n and rlR is a 
non-compact cycle (Lefschetz thimble) in (C*)n. (Strictly speaking, we 
need a "mirror map" between T E H{m(X) in the left-hand side and 
the parameter Tin the Landau-Ginzburg potential w.,..) Under mirror 
symmetry, the unit section 1 of the quantum D-module corresponds to 
the oscillating form e-Wrfz(dyjy) in the Landau-Ginzburg model. Thus 
the formula above shows that the structure sheaf 0 x corresponds to the 
Lefschetz thimble rJR. Moreover, it turns out that the K-theory inte­
gral structure in Definition 2.11 corresponds to the lattice of Lefschetz 
thimbles under mirror symmetry. See [45, 46] for more details. 

(iv) The f-class contains odd zeta values ((3), ((5), ... and products 
of Gamma values. When X is holomorphic symplectic, however, the f­
class is defined over Q(()[1r] for some root of unity (. This could be 
related to the fact that there is no quantum correction5. 

Remark 2.15. We can consider the Grothendieck group of alge­
braic vector bundles or coherent sheaves on X instead of topological 
K-groups. In this case, the K-theory integral structure is defined on 
the algebraic part of the orbifold cohomology H(JR(X), i.e. cohomology 
classes on I X which can be written as linear combinations of Poincare 
duals of algebraic cycles with complex coefficients. The algebraic part 
of orbifold quantum cohomology makes sense due to the algebraic con­
struction of orbifold Gromov-Witten theory [1]. A theoretical difficulty 
is that we do not know if the orbifold Poincare pairing is non-degenerate 
when restricted to the algebraic part of HcR(X): This would be a con­
sequence of the famous Hodge conjecture/Grothendieck standard con­
jecture. Apart from this point, many discussions in this paper can be 
equally applied to algebraic K-theory integral structures. 

2.5. Remark on non-compact case 

Even when the space X is non-compact, we can sometimes define 
the ( orbifold) quantum cohomology. Non-compact local cases are im­
portant in the study of Ruan's conjecture. One standard way is to use 

5In toric examples [27, 23], the zeta-values appear in the analytic continu­
ation of the J-function, a generating function of Gromov-Witten invariants. 
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the torus-equivariant Gromov-Witten theory. If X admits a torus ac­
tion and the fixed point set is compact, we can define torus-equivariant 
orbifold Gromov-Witten invariants using the Atiyah-Bott style local­
ization on the moduli space of stable maps [35]. In good cases, we can 
take the non-equivariant limit and obtain the non-equivariant quantum 
cohomology. In general, we can define Gromov-Witten invariants if the 
moduli space of stable maps to X is compact6. More generally, even 
when the moduli space may not be compact, if the evaluation map from 
the moduli space to the inertia stack I X is proper, we can define the 
quantum product by the push-forward by the evaluation map at the 
"last" marked point. As suggested in [14], this happens for example 
when X is semi-projective, i.e. projective over an affine scheme. In 
this section, assuming the existence of a well-defined orbifold quantum 
cohomology for a non-compact space, we describe a possible framework 
for K-theory integral structures in this case. 

Assume that the (non-equivariant) quantum cohomology of X is 
well-defined. Quantum cohomology defines the Dubrovin connection 
and the quantum D-module in the same fashion as in Definition 2.3. 
The discrete Galois symmetry in Lemma 2.5 is also well-defined. A 
problem in the non-compact case is that the orbifold Poincare pairing 
on HeR (X) is degenerate. However, we have a non-degenerate pair­
ing between HcR(X) and the compactly supported orbifold cohomology 
HcR,e(X), which is defined to be the direct sum of compactly supported 
cohomology groups of the inertia components Xv (with the same grading 
shift as before): 

This pairing defines the dual Dubrovin connection on the HcR,e(X)­
bundle Fe:= HcR,e(X) x (U x q--+ U x C: 

8 1 
\7· =- + -("-·o )t 

2 8ti z '1'2 7 ' 

8 1 
\7 zaz = Z~- -(Eo7 )t + p, 

uz z 

where (¢io-r)t, (Eo7 )t E End(HcRe(X)) are the adjoint operators with 
respect to (·,·)orb· We call (Fe,~) the compactly supported quantum 

6However, the degree zero moduli space always has a non-compact compo­
nent, so we indeed need that the evaluation map is proper as stated. This is 
particularly relevant to the orbifold case where degree zero moduli spaces give 
a lot of non-trivial Gromov-Witten invariants. 
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D-module. Note that the dual product (¢ioT)t is defined by essentially 
the same formula as the original product. In fact, (a oT ,8,'/')orb = 
(a, (,BoT )t "Y)orb may be defined by the right-hand side of (2) with a, ,8 E 
H(m(X) and")' E HeR e(X) (under the assumption that the evaluation 
map is proper). Tautologically, one has a \7-fiat pairing: 

(- )*O(Fe)@ O(F) -+ Ouxc 

induced from the orbifold Poincare pairing, where we recall that (-): U x 
C-+ U x Cis the map sending (T, z) to (T, -z). One has a natural map 

(Fe, \7) -+ (F, \7) 

induced from HeR,e (X) -+ HeR (X). The fundamental solution in Propo­

sition 2.8 also makes sense. We have two fundamental solutions L( T, z), 
L(T, z) taking values in End( HeR e(X)) and End(HeR(X)) respectively 
such that ' 

\7(L(T, z)z-!l>zPcp) = 0, \7(L(T, z)z-!l>zP¢) = 0, 

(L(T, -z)cp, L(T, z)¢)orb = (cp, ¢)orb, 

where 'P E HeR e(X) and¢ E HeR(X). Here again, L(T, z) and L(T, z) 
can be defined by the same formula (9), with different domains of defi­
nitions7. The spaces S(X), Se(X) of multi-valued fiat sections ofF, Fe 
are defined in the same way as in Definition 2.10. The symmetries in 
Lemma 2.5 act on these spaces as automorphisms preserving the pairing: 

Likewise, the formula (13) defines K-group framings 

where Ke(X) is the compactly supported K-group. (We need to use 
L(T, z) instead of L(T, z) in (13) for the compact support version.) For 
example, when X is of the form M/G, one can define Ke(X) as the G­
equivariant reduced K-group K~(M+) of the one-point compactification 
M+ of M (as in [69]). One can also use the Grothendieck group Kz(X) 
of coherent sheaves on X supported on a compact set Z. In non-compact 

7Here one of the dual pairs {<h}, {¢k} in (9) should be taken from HeR JY) 
and the other from HeR(X). We take <Pk E HeR c(X) when defining L(T, z) and 

¢k E HcR,c(X) when defining L(T,z). 
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case, the definition of K(X) may be subject to change e.g. we may need 
to include perfect complexes or infinite dimensional bundles cf. [71]. We 
will not pursue a more precise formulation here. Note that we have a 
well-defined central charge Z(V) := c(z) fx ZK,c(V) for V E Kc(X). 

Example 2.16 ( cf. [45, Example 6.5], [46, Section 5.4]). (i) X = 
[C2 /G] where G is a finite subgroup of S£(2, q. The inertia stack I X 
is given by 

IX= Xu U X(9 ), X(g) = [{0}/C(g)] (g =J 1), 
(g);t'l 

where (g) is a conjugacy class of g E G, and C(g) is the centralizer of 
gin G. Let 1 be the unit class supported on X and 1(g) E HcR(X) be 
the unit class supported on X(g). The grading is given by 

deg 1 = 0, deg 1(g) = 2 (g =J 1). 

Since X is holomorphic symplectic, there is no quantum deformation 
and or is trivial: 1 or 1(g) = 1(g) and all other products are zero. (We 
can have non-trivial quantum cohomology by considering the equivariant 
version.) The f-class is given by 

~ ~ K 0 
f(TX) = 1EB Q7 . ( f) 1(g) E H (IX) 

sm K 
(g);t'(l) g 

where 0 :::; f 9 :::; 1/2 is the rational number such that the eigenvalues 
of g E S£(2, C) are exp(±2nif9 ). Let ;3, 1(g) (g =J 1) be compactly 
supported cohomology classes on X, X(g) such that 

1 
(;3, 1)orb = TGI' 

Here deg;J = 4. We consider the Grothendieck group Kf?(C2 ) of G­
equivariant coherent sheaves on C2 supported at the origin. A finite 
dimensional representation [J of G defines a G-equivariant sheaf 0 0 ® [J 

on C2 . These sheaves generate Kf?(C2 ) and the Galois action corre­
sponds to the tensor product by a one-dimensional representation. By 
the equivariant Koszul resolution: 

0 ____, C?c2 ® [J ____, C?c2 ® f2 ® Qv ____, C?c2 ® [J ____, 0 0 ® [J ____, 0, 

where Q = C2 is the standard G-representation defined by the inclusion 
G C S£(2, C), we compute the Chern character as 

Zh(C?o®Q)=(dimQ);JEB E£1 Tr(gjQ®(C2 -Q))1(g) EH;(IX). 
(g);t'(l) 
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Here Tr(glg ® (C2 - Q)) is the trace of g on the virtual representation 
g® (C2 - Q). Therefore, using L(r,z) = exp(-(ro7 )t/z), we find 

(15) Z(O )= -to/z (dimg ""Tr(glg)sin(7rf9 ) (g)) 
0 ® g e IGI + L......t IC( )I t ' 

(g);ofl g 11" 

where we put r = t 0 1 + L:(g)# tCY) 1(g)· The simplest central charge is 
given by the regular representation {!reg: 

Z(o ) -t0 jz 
0 ® l!reg = e . 

The vector [Oo ®&?reg] E K[f(C2) is invariant under every Galois action. 
(ii) X= C3 /G where G is a finite subgroup of SL(3, q. Unlike the 

previous case (i), X can have a non-trivial (non-equivariant) quantum 
cohomology. The inertia stack I X is given by 

IX= Xu U Xc9), X(g) = [(C3 )Y /C(g)], 
(g);6(1) 

where (C3 )Y c C3 is the subspace fixed by g. The ordinary and com­
pactly supported orbifold cohomology are 

HcR(Ix) = c 1 E9 EB c 1c9 ), 

(g};61 

HcR,c(IX)=CaEB E9 C/3c9 )EB E9 C1c9 ), 

(g):n 9 =l (g):n 9 =0 

where n9 = dim X(g). Here 1(g) is the unit class supported on X(g) and 
a, fJ(g) are top classes on X, X(g) respectively (with n 9 = 1) such that 

1 1 
(a, 1)orb = IGf' (/3(9 ), 1c9 -l))orb = (1(9 ), 1c9 -l))orb = IC(g)l" 

Note that deg 1(g) = 2~(g), ~(g) = 1 if n 9 = 1, deg a = 6 and deg /3(g) = 
4. When n9 = 1, let 0 < f 9 ::::; 1/2 be a rational number such that 
1, e±2"'i/g are the eigenvalues of g E S£(3, q. When n 9 = 0, let 0 < 
/ 9 ,1 ::::; / 9 ,2 ::::; / 9 ,3 < 1 be rational numbers such that e2"'i/g,j, j = 
1, 2, 3, are the eigenvalues of g. Consider again the Grothendieck group 
K[f(C3 ) of G-equivariant coherent sheaves supported at the origin. A 
finite dimensional representation g of G gives a class [ Oo ® g] E K[f ( C3 ). 

This yields a dual flat section ZK,c(Oo ® &~) = L(r, z)z-fl'IJ!(Oo ®&~)with 
w(Oo ®g) given by 

(dimg)aE9 E9 (-1)A!-1/3(g)E9 E9 (-1)1+'<9 lB;_11(g)· 
(g}:n9 =1 (g):n9 =0 
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Here 
A"= Tr( I )sin(7r/g) 

g g e ' 7r 

The corresponding central charge restricted to H6R (X) is 

_ dime ""' Ag (g) ""' 
(16) Z(Oo ®e)- IGI + ~ IC(g)l t + ~ B%Fo,(g-l)(T), 

(g):n9 =1 (g):n9 =0 

(17) 
b(g) = 1, 

/,(g)= 2. 

This follows from Z(Oo ®e) = (L(T,z)t 1,z-ttw(Oo ® e))orb and the 
formula for the J-function J(T, -z) = L(T, z)t 1: 

T ""' 1(g) J(T, -z) = 1-; + ~ Fo,(g-l)(T)IC(g)l--;2· 
"(g)=2 

Again the regular representation Preg gives the simplest charge 1. The 
r-product n;=l r(1- /g,j) in the central charge may have something to 
do with the Chowla-Selberg formula [22]. 

§3. Ruan's conjecture 

We incorporate our K-theory integral structure into the Ruan's con­
jecture [62, 63] and discuss what follows from this. We propose the con­
jecture that an isomorphism between K-theory induces an isomorphism 
of quantum D-modules via the K-group framing (13). 

Ruan's conjecture can be discussed in many situations. It basically 
asserts that two birational spaces xl' x2 in a "crepant" relationship 
have isomorphic (orbifold) quantum cohomology under a suitable iden­
tification of quantum parameters. One such relationship is a crepant 
resolution. Let X be a Gorenstein orbifold without generic stabilizers, 
i.e. the automorphism group at every point xis contained in SL(TxX). 
Then the canonical line bundle Kx of X becomes the pull-back of Kx 
of the coarse moduli space X. A resolution of singularity 1r: Y --+ X is 
called crepant if 1r* Kx ~Ky. We can regard Y and X as two different 
crepant resolutions of the same space X: 

X ----+ X +--- Y. 
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In this case, Ruan's conjecture for a pair (X, Y) is called the crepant 
resolution conjecture and has been studied in many works [15, 59, 14, 
27, 11, 5, 13, 23]. Ruan's conjecture have been discussed also for flops. 
Li-Ruan [55] showed that the quantum cohomology is invariant under 
flops between Calabi-Yau 3-folds. Recently, this was generalized to the 
case of simple J!Dr -flops and Mukai flops [54] in any dimension. The case 
of certain singular flops between orbifolds are also studied in [19, 20]. 

More generally, Ruan's conjecture may hold for K -equivalences. We 
say that two smooth Deligne-Mumford stacks X1 , X2 are K-equivalent 
if there exist a smooth Deligne-Mumford stack X and a diagram of 
projective birational morphisms 

(18) 

such that Pi Kx1 ~ p2Kx2 • The most general form of Ruan's conjecture 
would be the invariance of quantum cohomology under D-equivalences, 
i.e. the equivalence of derived categories of coherent sheaves. It is 
conjectured in [50] that K-equivalence is equivalent to D-equivalence for 
smooth birational varieties, but D-equivalence does not imply birational 
equivalence in general. An interesting example is reported [61, 44] where 
the Gromov-Witten theories ofnon-birational but D-equivalent Calabi­
Yau 3-folds have the same mirror family and, in particular, should be 
equivalent. 

One striking feature in Ruan's conjecture is that we need the analyt­
icity of the quantum cohomology. In the crepant resolution conjecture, 
the orbifold quantum cohomology is identified with the expansion of 
the manifold quantum cohomology around a point where the quantum 
parameter q = e70 •2 is a root of unity. In the flop conjecture, the two 
quantum cohomology algebras are identified under the transformation 
q ~---+ q- 1 , where q is the parameter of the exceptional curve. 

3.1. A picture of the global quantum D-module 

Let X1, X2 be a pair of smooth Deligne--Mumford stacks. For a 
complex analytic space M, let 1r: M x C---+ M be the projection to the 
first factor, z be the co-ordinate on the C factor and (-) : M x C ---+ 
M x C be the map sending ( T, z) to ( T, - z) as before. 

Assumption 3.1 (Global quantum D-modules: See Figure 1). 
There exists a global quantum D-module (F, \7, (·, ·)p, Fz) over a global 
Kahler moduli space M given by the following data: 

-A connected complex analytic space M; 
-A holomorphic vector bundle F of rank N over M x C; 
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-A meromorphic flat connection \7 on F (with poles along z = 0): 

where O(F)(M x {0}) is the sheaf of meromorphic sections ofF with 
poles of order less than or equal to one only along the divisor M x {0}; 

-A non-degenerate, \7 -flat pairing ( ·, ·) F: 

(·, ·)p: (- )*O(F) ® O(F)---> OMxc; 

-An integral local system (ZN -subbundle) Fz ---> M x C* underlying 
the flat vector bundle FIMxC• such that 

Fz C Ker(\7), FIMx<C• = Fz ® C, ((- )* Fz, Fz)F C Z::. 

We postulate that the 4-tuple (F, \7, (-, ·)p, Fz) satisfies the following. 
(i) There exist open subsets Vi C M, i = 1, 2, such that Vi is iden­

tified with the base space of the quantum D-module QDM(Xi): 

Vi ~ Ud H 2 (Xi, Z::), 

and that the restriction of (F, \7, (·, ·)p) to Vi x C is isomorphic to 
QDM(Xi): 

(F, \7, (·, ·)p )ivixc ~ QDM(Xi), i = 1, 2. 

Here Ui c HeR (Xi) is the convergence domain of the quantum product in 
Assumption 2.1 and Ui/H2(X,Z) is the quotient by the Galois action. 
Moreover, this isomorphism matches the integral local system Fz with 
the K -theory integral structure of QDM(Xi) in Definition 2.11. 

(ii) Assume that X1 and X2 are K-equivalent {18) and also related 
by a birational correspondence 

(19) 

such that 7!'1 o p 1 = 7!'2 o p 2 . Take base points Xi E Vi. For a line bundle L 
on Z, denote by li(L) E 7r1 (Vi,xi) the homotopy class of a loop given by 
the class [7ri(L)] E H 2 (Xi,Z::). (Recall that Vi~ Ui/H2(Xi,Z).) There 
exists a path T [0, 1] ---> M from !'(0) = x 1 to 1'(1) = x 2 such that 
l'*(h(L)) = l2(L) for any line bundle L on Z. Here/' is independent of 
L. 

As far as the author knows, all the concrete examples of global 
quantum D-modules arise from mirror symmetry. For example, in the 
case of to ric flops or to ric crepant resolutions (and complete intersections 
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in them), we can construct a global quantum D-module using the mirror 
Landau-Ginzburg model and M is identified with the complex moduli 
space of the mirror [27, 24, 23]. The space of stability conditions on the 
derived category D~oh(Xi) due to Douglas and Bridgeland [30, 8] gives 
a candidate for the universal cover of M. Another candidate (though 
being only infinitesimal at present) is the space of A00-deformations of 
the derived Fukaya category of Xi. 

We assume the existence of a global quantum D-module F connect­
ing QDM(X1 ) and QDM(X2). Choosing a path T [0, 1]--+ M from a 
point x 1 E Vi to a point x2 E V2, we have an analytic continuation map 
P-y of fiat sections 

(20) 

along the path i' = ( "(, 1): [0, 1] --+ M x C*. Here by (i), we identified 
the space of fiat sections ofF over Vi x C* with S(Xi). This preserves 
the K-theory integral structures P-y(S(X1 )z) = S(X2)z and the pairing 
(·, ·)s. Then it would be natural to conjecture the following. 

Conjecture 3.2. For each path"(, there exists an isomorphism of 
K-groups 

(21) 

which induces the analytic continuation map P-y in (20) through the K­
group framing (13). 1UK,-y preserves the Mukai pairing x(1UK,-y(Vi) ® 
1UK,-y(V2)v) = x(Vl ® v2v). Here 1UK,-y gives the full relationships between 
QDM(X1 ) and QDM(X2), i.e. we know the quantum cohomology of X2 
once we know the isomorphism 1U K,-y and the complete information on 
the analytic continuation of the quantum cohomology of xl. 

We expect that the K -group isomorphisms 1U K,-y are given by geo­
metric correspondences such as Fourier-Mukai transformations [9, 51]. 
This conjecture is compatible with Borisov-Horja's result [7], where they 
identified the K -group of to ric Calabi-Yau orbifold with the space of so­
lutions to the GKZ system and also identified the analytic continuation 
of GKZ solutions with the Fourier-Mukai transformations between K­
groups. If the path"( is the same as what appeared in (ii) of Assumption 
3.1, we also expect that 1U K,-y commutes with the actions of line bundles 
pulled back from Z, i.e. 1UK,-y(7ri(L) ® V) = 7r2(L) ® 1UK,-y(V) for a line 
bundle Lon Z. This is compatible with (ii) in Assumption 3.1 and the 
fact that tensoring by the 1r'( Lon K(Xi) corresponds to the monodromy 
(Galois) action on S(Xi) along the loop li(L). 
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Remark 3.3. (i) Unlike the original quantum D-module, the global 
quantum D-module F is not a priori trivialized in the standard way. 
This is an important point in this formulation. In fact, for the crepant 
resolution of C3 /Z3 (or its compactification IP'(1,1,1,3)), F has differ­
ent trivializations over V1 and V2 [3, 27]. Here different trivializations 
correspond to different Frobeniusjflat structures on the base M. 

(ii) The flat connection can have poles along z = 0. For a local 
section s of F around z = 0, \7 x s has a pole of order :::; 1 along z = 0 
for X E T M and \7 &z s has a pole of order :::; 2 along z = 0. 

(iii) The K-theory isomorphism (21) depends on the choice of a 
path 'Y· It would be very interesting to study the global monodromy of 
(F, \7, (·, ·)p, Fz). 

Remark 3.4. In the context of Ruan's conjecture, the picture of 
the global quantum D-module has been proposed in [27], [28] in terms 
of the Givental formalism. An integral structure was incorporated in 
this picture in [45, 46]. The structure analogous to the global quan­
tum D-module (F, \7, (·, ·)p, Fz) first emerged in singularity theory [66] 
and has been studied under various names: Frobenius manifolds [31]; 
semi-infinite Hodge structures [4]; TE(R)P structures [37, 38]; twistor 
structures [70, 65]; non-commutative Hodge structures [49] etc. 

3.2. Family of algebras: isomorphism ofF-manifolds 

We explain that Assumption 3.1 implies the deformation equivalence 
of quantum cohomology. Choosing a local trivialization of F, we can 
write the connection operator \7 x with X E T M in the form 

1 
'Vx =X+ -Ax(T,z). 

z 

The residual part Ax(T,O) = [z'Vx]lz=O defines a well-defined endo­
morphism of FIMx{O}· The flatness of the connection \7 implies the 
commutativity of these operators [Ax(T, 0), Ay(T, 0)] = 0. Note that on 
Vi C M, Ax ( T, 0) is identified with the quantum product X oT' (Here 
we identify the tangent vector X with an element of H(;R(Xi).) We 
say that (F, \7) is miniversal at a point T E M if there exists a vector 
v E F(r,o) such that the map 

(22) 

is an isomorphism. This property clearly holds at T E Vi since we can 
choose v to be the unit 1 E H(;R(X). The miniversality may fail along a 
complex analytic subvariety of M. In the sequel, by deleting such loci if 
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necessary, we assume that (F, \7) is miniversal everywhere on M. Then 
we can define the product or on the tangent space TrM by the formula: 

Axo,-Y(T, O)v = Ax(T, O)(Ay(T, O)v), 

where v E F(r,o) is a vector which makes the map (22) an isomorphism. 
The unit vector e E TrM is defined by 

Then (TrM, or, e) becomes an associative commutative ring by the com­
mutativity of Ax(T, 0). This definition does not depend on the choice 
of v. In fact, the inclusion 

becomes a homomorphism of rings. This product or endows the base 
space M with the structure of an F-manifold [36]. Here an F-manifold 
is a complex manifold M endowed with an associative and commuta­
tive multiplication T M ®oM T M ---+ T M satisfying a certain axiom 
(see [36]). This is a weak version of the Frobenius manifold structure 
explained below in Section 3.4. 

The F-manifold M here admits an Euler vector field. In a local 
frame ofF, we can write the connection in the z-direction as 

(23) 
1 

'Vza. = ZOz- -U(T) + V(T,z), V(T,z) is regular at z = 0. 
z 

The residual part U(T) = [z2 VaJiz=O again defines a well-defined endo­
morphism of the bundle FIMx{O}· The flatness of \7 implies that the 
endomorphism U(T) commutes with Ax(T, 0) for every X E T M. From 
this (and miniversality) it follows that there exists a unique vector field 
E E f(M, T M) such that 

This satisfies the axiom of the Euler vector field: 

(24) [E, X Or Y] = [E, X] Or Y +X Or [E, Y] +X Or Y. 

Proposition 3.5. Under Assumption 3.1, the quantum cohomolo­
gies of X1 and X2 underlie the same F -manifold M with the Euler vector 
field E. 
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3.3. Semi-infinite variation of Hodge structures 

The deformation equivalence explained in the previous section is a 
rather weak relationship. The global quantum D-module F has much 
more information than just a family of algebras. We consider the semi­
infinite variation of Hodge structures or ~VHS associated to F. This 
notion was introduced by Barannikov [4]. The information of ~VHS is 
in fact equivalent to that of the meromorphic fiat connection ( F, V', ( ·, ·)F), 
but the analogy with the ordinary Hodge theory is clearer in this lan­
guage. 

We will work over the~iversal cover M of M. Let H be the space 
of fiat sections of F over M x C*: 

H := {8 E r(M X C*,O(F)); V'x8 = 0, vx E TM}. 

Note that 8 E H is fiat only in the direction of M and not necessarily 
fiat in the z direction. This is infinite dimensional over C. For T E M, 
every section 8( T, ·) E r( { T} x C*, F) can be uniquely extended to a 
section 8 over M x IC* which is fiat in the M-direction. Therefore H 
is isomorphic to r ( { T} x C*, F) and is a free 0 ( C* )-module of rank N, 
where O(C*) is the space of holomorphic functions on C* and N is the 
rank of F. The pairing on H is defined by 

Note that the right-hand side does not depend on T since 8 1 ,82 are fiat 
in the M-direction. This pairing satisfies ( 8 2 , 8I)H = (- )* ( 8 1 , 8 2 )H. For 
T E M, the space of sections of F over { T} x C is naturally embedded 
into H (via theM-fiat extension as above) 

We denote by lF T the image of this embedding. Recall that the image 
of r( { T} x IC*, F) gives the whole space H. lF T consists of fiat sections 
8 E H such that 8(T, ·)is regular at z = 0. We calllFT the semi-infinite 
Hodge structure. 1FT is a free O(C)-submodule ofH and can be regarded 
as a point on the Segal-Wilson Grassmannian [60] of Has follows: Fix 
an O(C*)-basis e1, ... , eN of H. An O(C)-basis 8 1 , ... , 8N of 1FT can be 
written as 8j = 2::~ 1 eiCij(T, z). By restricting z to lie on Sl, theN x N 
matrix ( Cij ( T, z)) defines an element of the loop group LG L( N, C). A 
change of the basis 8j changes the matrix ( Cij) by the left multiplication 
by an element of the positive loop group LG L + ( N, C) (whose entries are 
holomorphic functions on C). Thus the subspace lF T is identified with 
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an element [(cij(r,z))] ofLGL(N,C)/LGL+(N,C) =: Gr-T('li). We call 
the map 

M 3 T t----t lF,- E Gr-T('li) 

the semi-infinite period map. 

Proposition 3.6 ([27, Proposition 2.9]}. The semi-infinite period 
map T t-+ lF ,- satisfies the following: 

XlF,- c z- 1lF,-, X E T,-M, 

(lF,-,lF,-)1t c O(C), 

(~z8z + E)JF,- C JF,-, 

where we used the fact that ~ z8z acts on 1i as a !C-endomorphism. The 
first property is an analogue of Griffiths transversality and the second is 
the Hodge-Riemann bilinear relation. 

3.4. Opposite subspace and Frobenius manifolds 

As we remarked, the global quantum D-module is not a priori trivial­
ized; A good trivialization is given by the choice of an opposite subspace 
to the ~ VHS. The choice of an opposite subspace and a dilaton shift 
defines a Frobenius structure on the universal cover of M. The Frobe­
nius/flat structure was discovered by K. Saito [66] as a structure on a 
miniversal deformation of isolated hypersurface singularities and the use 
of opposite subspaces goes back to M. Saito's work [67] in that context. 
Let O(JP>1 \ {0}) be the space of holomorphic functions on JP>1 \ {0}. This 
is contained in O(!C*). 

Definition 3. 7. An opposite subspace 1{_ at r EM is a free O(JP>1 \ 

{0} )-submodule of 1i such that the natural map 

(25) 1{_ E9 lF 'T _. 1{ 

is an isomorphism. 1{_ is said to be homogeneous if 

and isotropic if 
('li-, 1{_ )Jt c z-2 0(JP>1 \ {0} ). 

In terms of the loop Grassmannian LGL(N, C)/LGL+(N, !C), 1{_ is 
opposite at r if lF,- lies on the "big cell": an open orbit of LGL- (N, !C). 
Therefore, the opposite property ((25) is an isomorphism) is an open 
condition: If 1{_ is opposite at r, then it is opposite in a neighborhood of 
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T. Given an opposite subspace 1-L at some point, the opposite property 
may fail along a complex analytic subvariety of M. 

We explain in the lemma below that a homogeneous opposite sub­
space corresponds to an extension of (F, V') across z = oo such that the 
connection V' has a logarithmic singularity along z = oo. 

Lemma 3.8. For a point T EM, the following are equivalent: 
(i) 1L is a homogeneous opposite subspace at T. 

(ii) 1L is homogeneous and at least one of the following projections 

z1Lj1L +----- z1-{_ n FT -------+ FTjzlFT 

is an isomorphism of finite dimensional C.-vector spaces. 
(iii) Define an extension FT--+ {r} xlP1 of the vector bundle FI{T}xiC 

to { T} x JP1 as follows: A section s E r( { T} x C*, F) extends to a regular 
section of FT over { T} x (JP1 \ {0}) if the image of s in 1-l lies in z1-{_. 

The extension (Fn V') is a trivial vector bundle over JP1 and V' has a 
logarithmic singularity at z = oo. 

Proof. (i) ::::} (ii). The injectivity of the maps in (ii) is obvious. 
For [v] E z1-{_j1-{_ with v E z1-{_, write v = vo + v_ where vo E 1FT 

and vo E 1-{_. Then vo = v- v_ E z1-{_ n FT and [v] = [vo]. This 
shows the surjectivity of z1-{_ n FT--+ z1-{_j1-{_. For [v] E lFTjzFT with 
v E 1Fn write z- 1v = v_ + vo, where v_ E 1-{_ and vo E FT. Then 
zv_ = v- zvo EFT n z1-{_ and [v] = [zv_]. This shows the surjectivity 
of z1-{_ n FT--+ FTjzFT. 

(ii) ::::} (iii). Consider the extension FT--+ {r} x JP1 in (iii). We can 
identify z1-{_j1-{_ with the fiber F(T,oo)' zH_nlFT with the space of global 

sections r(JPI,FT) and FTjzlFT with the fiber F(T,O)· Since the maps in 
(ii) are induced from the restrictions, that one of them is an isomorphism 
implies that FT is a trivial holomorphic vector bundle. For a local co­
ordinate w = z- 1 around z = oo, we have V' waw = - V' zaz. Hence 
the homogeneity implies V' waw ( z1-{_) c ( z1-{_)' so V' has a logarithmic 
singularity at w = 0. 

(iii) ::::} (i). Note that 1-l is identified with the space of sections of FT 

over { T} x C*. Because FT is trivial, that (25) is an isomorphism follows 
from the decomposition 

The logarithmic singularity of V' implies the homogeneity of 1-{_. Q.E.D. 

By the isomorphism in (ii) of Lemma 3.8, a homogeneous opposite 
subspace 1-{_ gives a local trivialization of F. In fact, since FI{T}xiC 
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extends to a trivial vector bundle F7 over { r} x JP>1 , we have 

The finite dimensional vector space z1L /1-L does not depend on r, so 
this defines a trivialization ofF over an open subset of M. Under this 
trivialization, the flat connection \7 can be written as follows (see e.g. 
[27, Proposition 2.11]) 

(27) 

1 
\7x=X+-Ax(r), XETM, 

z 
1 

\7 z8z = ZOz- -U(r) + V, 
z 

where A(r) is an End(z1L/1L)-valued 1-form, U(r) is an End(z1L/1L)­
valued function, and V is a constant operator in End(zJL /1-L). Here 
A(r),U(r) are independent of z and defined on an open subset of M. 
Note that U(r) = AE(r) by the definition of the Euler vector field E. 

In order to have a Frobenius structure on M, in addition to JL_, 
we need to choose8 an eigenvector v0 E zrL /1-L of V satisfying the 
miniversality condition: 

(28) T7 M -t z1L/1L, X 1-+ Ax(r)vo is an isomorphism. 

We call vo a dilaton shift. The isomorphism T7 M ~ z1L/1L above 
defines an affine flat structure9 on M. A vector field X is defined to 
be flat if Ax(r)vo is a constant element in z1L/1L. A flat co-ordinate 
system on M is constructed as follows. Let v0 + 'lj;(r) be the unique 
intersection point of lF 7 and the affine subspace Vo + 1L, where vo E z1L 
is an (arbitrarily fixed) lift of v0 and 'lj;(r) E JL. See Figure 2. Then 
the map 

M 3 r ~--+ ['¢(r)] E 1L/z-11t_ 

is a local isomorphism and gives a flat co-ordinate system. In fact, the 
differential of this map is identified with (28). Varying r, the intersection 
point v0 + 'lj;(r) E lF7 gives a section s0 ofF which corresponds to vo E 

z1t-/1t- in the trivialization (26). (Note that vo + 'lj;(r) E zJt_ n lF7 .) 

This section s0 is called a primitive section. In Gromov-Witten theory, 
the corresponding vector v0 + 'lj;(r) E 1t is called the J-function. 

8The author does not claim that v0 always exists. The action of V on 
z1{_ /H- is induced from that of \7 z8z on z1{_. 

9 An affine flat manifold is a manifold with a torsion free flat connection on 
the tangent bundle. 
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va+1L 

Fig. 2. J-function v0 + 'ljJ ( T) and flat co-ordinates [ 'ljJ ( T)] E 
1Ljz-11L. 

For a flat vector field X, we have V(Axvo) = A(a+l)X-[X,E]VO where 
a is the eigenvalue of v0 with respect to V. 

When 7-{_ is isotropic, the pairing ( ·, · h-L on 7i restricts to a sym­
metric bilinear C-valued pairing on zJi_ n lFr ~ zJi_jJi_. By pulling 
back this pairing on zJi_jJi_ to TrM by the map (28), we obtain a C­
bilinear metric g: TrM x TrM ----+ C. The metric tensor of g is constant 
in the flat co-ordinates above, so the metric g is flat. 

Proposition 3.9 ([27, Proposition 2.12]). Take an isotropic ho­
mogeneous opposite subspace 7-{_ and a dilaton shift v0 E zJi_jJi_ sat­
isfying (28) at some point T. Then the F -manifold structure (or, e, E) in 
Proposition 3. 5 can be lifted to the Frobenius manifold structure (or, e, E, g) 
on the complement of a complex analytic subvariety in M. These data 
satisfy: 

(i) the Levi-Civita connection vLc of g is fiat; 
(ii) (TrM, oro g) is a commutative Frobenius algebra; 
(iii) the pencil of fiat connections Vl = v~c +.AX or is fiat; 
(iv) the unit vector field e is fiat; 
(v) the Euler vector field E satisfies (24), (VLC) 2 E = 0 and 

Eg(X, Y) = g([E,X], Y) + g(X, [E, Y]) + 2(a + 1)g(X, Y), 

where a E C is the eigenvalue of vo: Vvo = avo. 

3.5. Opposite subspaces at cusps 

We call the large radius limit point of Xi a cusp of the global Kahler 
moduli space M and Vi a neighborhood of a cusp. Since the base space 
of QDM(Xi) is a quotient of a vector space, Vi is equipped with the 
standard Frobeniusjflat structure as described in [57, 31]. We will show 
that, under certain conditions, the Frobenius structure (or the corre­
sponding opposite subspace) of Vi can be uniquely characterized by the 
monodromy invariance and the compatibility with the Deligne extension. 
This means that there is a canonical choice of the Frobenius manifold 
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structure at each cusp from a purely D-module theoretic viewpoint. The 
characterizationhere was shown in the case X= 1P'(1, 1, 1, 3) in [27]. 

Henceforth we study the global quantum D-module restricted to Vi 
i.e. QDM(Xi)· We omit the subscript i and write V, X for Vi, Xi etc. 
The open set U C H(m(X) in Assumption 2.1 is identified with the 
universal cover of V ~ Uj H 2 (X, Z). 

Definition 3.10 (Givental space [26, 33]). The Givental symplectic 
space 1{Y is defined to be the free O(C*)-module 

endowed with an O(C*)-valued pairing (·, ·)H: 

(f(z), g(z))H = (!( -z), g(z))orb· 

As an infinite dimensional vector space over C, Hx has the following 
symplectic form: 

(29) 0.(!, g) = Resz=o(f( -z), g(z))orbdz. 

We identify the Givental space Hx with the space 1i of flat sections of 
QDM(X) over U through the fundamental solution in Proposition 2.8: 

Hx ~ H, ¢(z) ~---+ L(T, z)¢(z). 

This identification preserves the pairing. 

In terms of the Givental space, the semi-infinite Hodge structure lF T 

is identified with the Lagrangian subspace: 

The Givental space has a standard opposite subspace 1{~: 

In fact, this is opposite to 1FT (i.e. 1{~ EB 1FT = Hx) for every T E U 
because L(T,z) is regular at z = oo and L(T,z) = id+O(z- 1). 

Proposition 3.11. The standard opposite subspace 1{~ is homoge­
neous and isotropic. This H~ and the standard dilaton shift v0 = 1 E 

zH~/H~ endow the base space V ~ UjH2 (X,Z) of the quantum D­
module with the standard Frobenius manifold structure coming from the 
linear structure on U C H(m(X) and the orbifold Poincare pairing on 
TTU ~ H(m(X). (See Proposition 3.9 for the construction of Frobenius 
manifolds.) 
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Proof. It follows from Proposition 2.8 that L(T, z) satisfies the dif­
ferential equation '\1 za. L( T, z )¢ = L( T, z) (J.L - p j z )¢ for ¢ E HeR (X). 
This shows that the action of '\1 za. on the Givental space is given by 

(31) 'Vza = ZOz + f-L- f!_ on 1-lx. 
z z 

Therefore the standard opposite subspace is homogeneous '\1 za. 1-l~ C 

1-l~. It is obvious that 1-l~ is isotropic. Because L(T,z)- 1¢ = </J+O(z-1) 

for ¢ E HcR(X), we have L(T, z)- 1¢ E z1-l~ n 1Fr. Therefore, the con­
stant section ¢ of QDM(X) corresponds to (again) the constant el­
ement ¢ E z1-l~/1-l~ under the trivialization (26). This means that 
1-l~ yields exactly the given trivialization of Q D M (X). In particular, 
the connection operators Ax, U, V in (27) are identified with Xon 
Eon f-L and 1 E HcR(X) is the eigenvector of V = f-L of eigenvalue 
- dime X /2. Now we only need to check that the corresponding flat 
metric g is the orbifold Poincare pairing. But this is obvious from 
(L(T, -z)-1¢1, L(T, z)-1¢2)orb = (¢1, ¢2)orb· Q.E.D. 

Here we describe the two characteristic properties of 1-l~: the mon­
odromy invariance and the compatibility with the Deligne extension. 

The monodromy invariance of 1-l~ -We see that 1-l~ is invariant 
under the local monodromy (or Galois actions) around the large radius 
limit. The Galois action in Lemma 2.5 acts on the Givental space 1-lx 
by Q1t(~): 

G1t(c) = ffie-27rieo/ze27rifv(el, c E H2( v '71) ., '17 ., .(\.,IL.J' 

vET 

where we used the decomposition 1-lx = ffivET H*(Xv) ® O(C*). Since 
G1i(~) contains only negative powers in z, we have 

(32) 

The semi-infinite Hodge structures are monodromy-equivariant: 
G1i(~)1Fr = lFc(e)r· The monodromy-invariance of 1-l~ corresponds to 
the fact that the corresponding Frobenius manifold structure is well­
defined10 on the quotient V ~ UjH2 (X,Z). The induced action of 
Q1t ( ~) on z1-l~ /1-l~ is given by ffivET e27rifv eel. Because fv ( ~) is a ra­
tional number, there exists a positive integer ko > 0 such that 

(33) 

10More precisely, we also need the fact that the vector 1 E zH~ /H~ is 
invariant under the Galois action. 
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This corresponds to the fact that the monodromy of the Levi-Civita 
connection \i'LC of the flat metric g (or the monodromy of the trivial­
ization (26)) becomes trivial on a k0-fold cover of V. In fact, one can 
see that the monodromy of \i'LC is trivial on the cover UIH2 (X,Z)----+ 
U I H 2 (X, Z) ~ V, where X is the coarse moduli space of X. 

Compatibility with Deligne's canonical extension ~As we did at the 
end of Section 2.2, we can extend the quantum D-module on the cover 
UIH2 (X,Z) to a connection on UIH2 (X,Z) with a logarithmic pole 
along q1 · · · qr = 0 by choosing a nef basis Pl, ... ,Pr of H 2 (X, Z)ltors. 
This is a Deligne's canonical extension [29] of \7 for a fixed z E C*. In 
order to have a Deligne's extension, we need to choose a logarithm of 
the monodromy Ma := G'H(Pa) = e- 21fiPa/z around the axis qa = 0. In 
our case, Ma has the standard logarithm Log(Ma) = -2nipal z since 
Ma is unipotent. We can define the Deligne extension here as follows. A 
section s( T, z) ofF over (U I H 2 (X, Z)) x C* is defined to be extendible 
to UIH2 (X,Z) x C* if the image [7 (s) E Hx of s(T, ·) E r({T} x C*,F) 
satisfies the following: the family of elements in Hx 

extends holomorphically to UIH2 (X,Z), where we putT = To,2 + T1 

as in (4) and To,2 = L::=1 palogqa. Note that S7 is single-valued on 
U I H 2(X, Z) since the exponential factor offsets the monodromy. More­
over, the limit of s(T,z) at q = T1 = 0 is regular at Z = 0 if Brlq=r'=O 
lies in the limiting Hodge structure !Fum: 

. (~ logqa ) 
IF!im := hm exp ~ --.- Log(Ma) IFr, 

q-+0 27f~ 
T'-+0 a=l 

where we put T = I::=l Pa log qa + T 1 as in ( 4). By using (30) and the 
definition (9) of L(T,z), one can check that IF!im exists and 

(34) 

The existence of IF lim is an analogue of the nilpotent orbit theorem [68] in 
quantum cohomology. This means that the semi-infinite Hodge structure 
IF7 is approximated by the nilpotent orbit e- ~:=llogqa Log(Ma)/(27ri)JF!im 

as q, T 1 ----+ 0. The standard opposite subspace is opposite to IF lim: 

(35) 

This corresponds to the fact that the trivialization induced from H~ is 
compatible with the Deligne extension at q = 0, i.e. a section which 
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is constant in the trivialization (26) is extendible across q = 0 in the 
Deligne extension. Note that this is a stronger condition than that 1{_ 

is opposite to Fr for every T E U. 
For a multiplicative character a: H 2 (X, 7l) ----. C*, we put 

T"' := {vET; exp(2nifv(~)) =a(~), \f~ E H 2 (X, 7l)}. 

Because e27l"i<v = a([-Kx]) for v E T "'' the age ~v for v E T"' have the 
common fractional part for each a. Consider the following two condi­
tions. 

(36) \fa, 3na E Q such that \fv E T"' (nv + 2~v = na or na + 1). 

(37) ~v = 0, v =f. 0 ===? 3~ E H 2 (X, Z) such that fv(~) > 0. 

Here nv :=dime Xv. The first condition is a weaker version of the Hard 
Lefschetz condition we will see later11 . (There we have nv+2~v =dime X 
for all v.) When (36) is satisfied, we put 

(38) Ta,j={vETa; nv+2~v=na+j}, Ta=Ta,oUTa,l· 

Example 3.12. If X is isomorphic to a quotient [M/G] of a mani­
fold M by an abelian Lie group Gas a topological orbifold, the conditions 
(36), (37) are satisfied since every T"' consists of one element. In fact, 
there are sufficiently many line bundles on [ M / G] arising from charac­
ters of G which "separate" different inertia components. In particular, 
these hold for toric orbifolds. 

Theorem 3.13. Assume that the coarse moduli space X of X is pro­
jective and that the quantum cohomology of X is convergent (Assumption 
2.1). The standard opposite subspace 1{_ = 1{~ and the standard dila­
ton shift vo = 1 of the quantum D-module QDM(X) are characterized 
as follows. 

(i) Under the condition (36), there exists a unique homogeneous 
opposite subspace satisfying the monodromy invariance (32), (33) and 
the compatibility with the Deligne extension (35). 

(ii) Under the condition (37), there exists a unique vector v0 E 

z'H~/1-l~ (up to a scalar multiple) such that v0 is an eigenvector of 
fJ = V = [\7 zaz] of the smallest eigenvalue -dime X /2 and invariant 
under every Galois action on z'H~ /1-l~. 

Thus under (36) and (37), the above conditions determine a canon­
ical Frobenius structure at the cusp up to a constant multiple of the flat 
metric. 

11The condition (36) says that Vc, = EBvET" H*- 2'v (Xv) is bicentric HL in 
the sense of Definition 3.20. See also Remark 3.21. 



Ruan's conjecture and integral structures 147 

Proof. Let Jt_ c 1tx be any homogeneous opposite subspace sat~ 
isfying (32), (33) and (35). We decompose the Galois action as 

G1t(t;,) = e-2nif.o/z 0 G~(f;,), G~(f;,) = EB e2nif,(f.). 

vET 

Claim: Jt_ satisfies the following: 

l;,o ·1t_ C Jt_, G~(f;,)1t- C Jt_, (z8z + J.L)1t- C Jt_. 

Take a sufficiently big k0 > 0 such that (G~(t;,))ko = id and (33) 
hold. Then (G1i(t;,))ko = e-ko2nif.o/z preserves Jt_ and acts trivially on 
z1t-f1t_. Then Log((G1i(t;,))k0 ) = -k0 27rif;,0 jz sends z1t_ to Jt_. This 
implies the first equation. The second equation follows from Gf! ( t;,) = 
e 2nif.o/z o Q1t(t;,) and (32). The third equation follows from V za. Jt_ C 

Jt_, the formula (31) for Y'za. and (pjz)1t- C p1t_ C Jt_. 
The third equation in the claim means that Jt_ is homogeneous with 

respect to the usual grading on HcR(X) together with degz = 2. The 
opposite property (35) and the formula (34) for lF!im imply that 

(39) z1t_ n lF!im ~ lFHm/ zlF!im = HcR(X). 

Since z8z + J.L preserves zJt_ n lF!im, this is an isomorphism of graded 
vector spaces. Also G~(t;,) preserves z1t_ n lF!im and (39) is equivariant 
with respect to the action of G~(t;,). Therefore (39) is decomposed into 
the sum of simultaneous eigenspaces of the commuting operators Gfj ( t;,). 
Recall that the condition (36) gives the decomposition (38). Take a 
multiplicative character a: H 2 (X, Z) ----t <C* and set 

Va,j = EB H*- 2£"(Xv), j = 0, 1, V, = Va,O EB Va,l• 

vETa.,; 

Then V, is the simultaneous eigenspace of G~ ( t;,) of eigenvalue a. By 
(39), for a homogeneous element ¢ E V,,j, there exists a unique lift 
¢ E z1t_ n lF!im such that 

¢ = ¢ + O(z), deg(/J = deg¢, ¢ E V, 0 O(<C*). 

By the Claim above, the H2 (X)~action also preserves zJt_nlFlim· There~ 
fore we have ~ = w · ¢ for a Kahler class w. Because X is Kahler, 
the cohomology ring H* ( Xv) of every inertia component has the Hard 
Lefschetz property. Hence under the condition (36), the following holds 
with respect to the grading of the Chen-Ruan cohomology H(;R(X). 

(40) wi: vn~+j-i ----t vn~+j+i is an isomorphism j = 0, 1. 
a,J a,J 
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We also have the Lefschetz decomposition of Vo,j: 

k 

v; . = ffi ffi wi pvn~+j-k 
00 ~~ 00 

k;:::Oi=O 

where PVn~+j-k = Ker(wk+l: vn~+j-k -+ vn~+1+k+2 ) is the primitive 
a,J a,J Ot.,J 

part. By the property ,;;:-;p = w · ¢, we only need to know ¢ for ¢ E 
PVn~+j-k For "'· E PVn~+j-k we can put 

a,J · 'f/ a,J ' 

A 2 
¢ = ¢ + z¢1 + z ¢2 + · · · . 

where ¢i E V;"+j-k- 2i. Then 0 = ~ = l:i>l ziwk+1¢i· This 
· 1· k+l.+.. _ 0 N t th t .+.. E Vn"-(k+2i-j) ffi -Vn.,+l-(k+2i+l-j) 1mp 1es W '+'• - • 0 e a '+'• o,O w o,l · 
Then the Hard Lefschetz (40) for V0 ,* implies ¢i = 0 and so ¢ = ¢. 
By the Lefschetz decomposition, we have ¢ = ¢ for every ¢ E Vo,j. 

Therefore z1L n lFum = HcR(X) and z1L = HcR(X) ® O(lP'1 \ {0} ). 
It is easy to show the characterization of v0 • When vo is replaced 

with >.v0 for some >. E C, the flat metric g is multiplied by >.2. Q.E.D. 

Remark 3.14. The limiting Hodge structure lFum depends on the 
choice of co-ordinates q1, ... , qr on U j H 2 (X, Z). Another co-ordinate 
system q_a := caqa exp(Fa(q)) with Fa(O) = 0 changes lFum by the mul­
tiplication by exp(l:a logca Log(Ma)/(2rri)). Under the monodromy 
invariance (32) for 1-L, 1{_ being opposite to lFum (35) is independent 
of the choice of a co-ordinate system since Log(Ma) preserves rL. 

Remark 3.15. We can normalize the dilaton shift v0 E z'H-/1-L 
using the integral structure Fz. The dilaton shift vo defines a primitive 
section s0 of the quantum D-module via the trivialization (26). Under 
the condition (37), there exists a one-dimensional subspace CA0 of the 
space S(X) of flat sections which is invariant under every Galois action 
and contained in the image of (id ~G8(~))n for some unipotent operator 
G8 (~) with the maximum unipotency n =dime X. (This can be seen 
from the cohomology framing. See (11).) An integral generator Ao of 
this subspace is determined up to sign: In fact, this is given by the 
structure sheaf of a non-stacky point A0 = ±ZK(Opt)· The choice 
vo = ±1 corresponds to the normalization (so,Ao)F,....., (2rri)n/(2rrz)~ 
in the large radius limit. 

3.6. Symplectic transformation between Givental spaces 

Here we see that Assumption 3.1 gives rise to a symplectic trans­
formation 1U between the Givental spaces 'Hx1 and 'Hx2 • The transfor­
mation 1U was introduced in [27] to describe relationships between the 
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genus zero Gromov-Witten theories of X1 and X2 • As we have seen, the 
genus zero theory defines a semi-infinite variation of Hodge structures 
JF;i C 1tx; in the Givental spaces. We shall see in (48) that they match 
under 1U: 1UIF;1 = IF;-:2 • This implies that Givental's Lagrangian cones 
.Ci c 1tX; (26] swept by the semi-infinite subspaces zJF;i are mapped to 
each other under 1U: 

1U.C1 = £2, where .Ci := U zJF;i c 1tx;. 
7 

The Lagrangian cone .Ci c 1tx; can be also described as the graph 
of the genus zero descendant potential of xi (26] and encodes all the 
information on genus zero Gromov-Witten theory. In the literature 
[27, 28, 23], the crepant resolution conjecture was formulated in this way 
and verified in several examples. See these references for more details 
and examples of 1U. 

Take a path T [0, 1]-+ M connecting two cusp neighborhoods V1, 
V2 • Then we have the analytic continuation map (20) P'Y: S(X1) -+ 
S(X2 ) along the path i' = ('y, 1): [0, 1] -+ M x C*. Through the coho­
mology framing Zcoh (10), P'Y induces the following isomorphism: 

(41) 1Ucoh: HcR(Xl)-+ HcR(X2), 1Ucoh = Z~~P'YZcoh· 

Recall that the Givental space 1tx; is identified with the space of (multi­
valued) sections of F over Vi x C* which are flat in the Vi direction. 
Therefore, the analytic continuation along i' also induces a map between 
the Givental spaces: 

(42) 

The map 1U is an O(C*)-linear isomorphism preserving the pairing(·, ·)7-t 
on the Givental spaces. In particular, 1U is a symplectic transformation 
with respect to the symplectic form (29). Recall that the cohomology 
framing identifies ¢ E HcR(Xi) with a flat section L(T, z)z-11-izPi</J of 
QDM(Xi)· Also recall that ¢(z) in the Givental space 1tx corresponds 
to the flat section L(T,z)¢(z). Therefore, one has the commutative 
diagram involving "multi-valued" Givental spaces: 

HcR(Xl) 
lUcoh 

----t HcR(X2) 

(43) z-P.l zPl 1 z-~'-2zP21 

1tx1 ®o(IC*) O(C*) 
l[J 

1tx2 ®o(IC*) O(C*) ----t 

where Pi = C! (Xi) and J.Li is the Hodge grading operator of xi. 
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For a rational number f E [0, 1), we set 

(44) HcR(X)J := EB H*-2'v(Xv) = 12 EB H{!;R(X). 
(Lv)=J (p/2)=J 

Here (~v) is the fractional part of ~v· Correspondingly, we set 

We list basic properties of 1Ucoh and 1U, some of which already appeared 
in [27, 28]. We will use these later. 

Lemma 3.16. Under Assumption 3.1, the analytic continuation 
maps 1Ucoh and 1U given in (41), (42) satisfy the following: 

( 45) 1[] cohPl = P21U coh, 1[] Pl = P21U' 

(46) 1UcohHcR(X!)1 = H0R(X2)1, 1U1iJ' = 1iJ2 , 

( 4 7) 1U = z-IL2 1UcohZJL1 , 

(48) 

Here JF:;i C 1{xi ~ 1i is the semi-infinite Hodge structure (30) at r EM 

considered as a subspace of the Givental space. The equation (47) shows 
that 1U is degree-preserving, where the grading on 1ix is given by the 
usual grading on HeR (X) and deg z = 2. 

Assume that X1 and X2 are K -equivalent and related by the diagrams 
{18), {19) such that 1r1 o Pl = 1r2 o P2· Let 'Y be the path in (ii) of 
Assumption 3.1. Then for a class a E H 2 ( Z, q, 

Proof. The analytic continuation along i = ('Y, 1) must be equi­
variant under the monodromy in z E <C*. A simple calculation shows 
that the monodromy in z acts on S(Xi) ~ H0R(Xi) by 

(50) Mi = (-1)ne-2nip, EB e27riLv, n = dimXi, 
vET, 

where Ti is the index set of the inertia component of Xi. Then M21Ucoh = 
1UcohMl. Taking sufficiently high powers of Mi, we have e-ko 2nip2 1Ucoh = 
1Ucohe-ko27ripr. This shows the first equation of (45). Therefore we 
also have 1U h ffi e 27riLv = ffi e2niLv 1[] h This shows the first co WvET1 WvET2 co · 

12This equality holds since we ignore cohomology classes of odd parity. 
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equation of (46). Since lUcoh commutes with Pi, zP' 'sin the commutative 
diagram ( 43) cancel each other. This shows ( 4 7) and in turn shows 
the second equations of (45), (46). The equation (48) is a tautological 
relation since lF;-1 and JF;-2 arise from the same subspace JFT of 1t. 

When X1 and X2 are related by the birational correspondences (18), 
(19), the analytic continuation P7 is equivariant under the monodromy 
(Galois) action coming from a line bundle L on Z. By the formula 
(11) of the Galois action in terms of Zcoh, we have lUcohe-21ri1r;c1 (£) = 
e-21ri1r;c1 (L)l[Jcoh and (49) follows. Q.E.D. 

3. 7. Hard Lefschetz condition 
We have seen under Assumption 3.1 that quantum cohomologies of 

X1 and X2 underlie the same F-manifold M (Proposition 3.5) and that 
the F-manifold structure can be (canonically) lifted over Vi to a Frobe­
nius manifold structure by the opposite subspace 1t:' (Propositions 3.9 
and Theorem 3.13). Since a Frobenius structure is well-defined over 
the complement of an analytic subvariety of M, we can compare the 
two Frobenius structures arising from different cusps V1, V2 • However, 
we have many examples (e.g. a crepant resolution of JP>(l, 1, 1, 3)) where 
they do not coincide [3, 27]. The Hard Lefschetz condition introduced by 
[27] (and adopted by [14]) is a criterion for the two Frobenius structures 
to match. The point is that the monodromy action coming from line 
bundles on Z uniquely fixes opposite subspaces under this condition. 

In this section, we consider the case where X1 and X2 are K -equivalent 
(18) and related by the birational correspondence: 

such that 1r1 o Pl = 1r2 o P2· 

Definition 3.17. Assume that HcR(Xi) is graded by integers. We 
say that 1ri: Xi ---+ Z satisfies the Hard Lefschetz condition if the map 

(1r;wz)k: H(iR_k(Xi)---+ H(i~k(Xi) 

is an isomorphism for a class wz of an ample line bundle on Z. 

Remark 3.18. In the context of crepant resolution conjecture, one 
can take X1 = X, Z to be the coarse moduli space X of X and X2 to be a 
crepant resolution Y of X. The Hard Lefschetz condition was originally 
discussed in [27, 14] for the natural map X ---+ X. As was observed in 
[32]; the Hard Lefschetz condition for X ---+ X is equivalent to 

(51) tv = tinv(v)• 'ilv E T. 
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For a non-compact X, the Hard Lefschetz condition for X ---. X can be 
defined by this condition (51). It is important to consider non-compact 
cases, but unfortunately, the discussion in this section does not apply to 
a non-compact X. 

Remark 3.19. Cataldo-Migliorini [17] showed that when Xi = Y 
is a smooth projective variety, 1r: Y ---. Z satisfies the Hard Lefschetz 
condition if and only if 1r is semismall. Here a proper morphism 1r: Y ---. 
Z is said to be semismall if dim zk + 2k :::; dim Y, where zk = { z E 

Z; dim 1r-1 (z) = k}. 

We will consider a generalization of the Hard Lefschetz condition, 
where we do not assume the integer grading and also include the "hi­
centric" case. 

Definition 3.20. (i) We say that a pair (V, w) of a (())-graded com­
plex vector space V and a nilpotent endomorphism w E End(V) of degree 
2 is bicentric HL if there exists a rational number n E Q and a graded 
decomposition v = Vo EB vl such that VP = 0 unless p E n + z and 

wk: ~n+j-k ---. ~n+J+k is an isomorphism for j = 0, 1 and all k 2: 0. 

We call the set { n, n + 1} the bicenter. Note that this definition contains 
the "mono-centric" case where V0 or V1 vanishes. 

(ii) We say that a proper morphism 1r: X ---. Z satisfies the general­
ized Hard Lefschetz condition if for every rational number f E [0, 1), the 
pair (H(;R(X)t,7r*wz) is bicentric HL, where H(;R(X)t is the graded 
subspace of H(;R(X) defined in (44) and wz is a class of an ample line 
bundle on Z. 

Remark 3.21. When 1r is the natural map X ---. X to the coarse 
moduli, the generalized Hard Lefschetz condition for 1r reads as follows: 
For every rational number f E [0, 1), there exists n1 E Q such that 

(~v) = f ====? dime Xv + 2~v = nf or nt + 1. 

Here {nf,nf + 1} is the bicenter of (HcR(X)J,wx). 

Theorem 3.22. Let X 1 , X2 be K -equivalent smooth Deligne-Mumford 
stacks related by the diagrams (18), (19) such that piKx1 = p2Kx2 and 
1r1 o PI = 1r2 o P2· Assume that 1r1: X1 ---. Z satisfies the (generalized) 
Hard Lefschetz condition. Under Assumption 3.1, the standard opposite 
subspaces 1i~1 , 1i~2 coincide under the analytic continuation along the 

path 1 in (ii) of Assumption 3.1, i.e. 1U(1i~1 ) = 1i~2 • Moreover, 
(i) If X1 or X2 does not have generic stabilizers, the Frobenius man­

ifold structures on M coming from the quantum cohomology of X 1 and 
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X2 coincide up to a scalar multiple of the flat metric though the analytic 
continuation along "(. 

(ii) There is a graded isomorphism (H(:R(XI),nrwz) ~ (H(:R(X2), 
n2wz) preserving the actions of Wz. In particular, 1f2: x2 -t z also 
satisfies the (generalized) Hard Lefschetz condition. 

This theorem is a generalization of a result in [27]. We use the 
following lemma in the proof. 

Lemma 3.23. Let Vi, i = 1, 2 be Q-graded vector spaces and Wi E 
End(Vi) be nilpotent endomorphisms of degree two. Assume that V1 and 
V2 are isomorphic as graded vector spaces and that there exists a (not 
necessarily graded) linear isomorphism 1U: vl -t v2 such that lUwl = 

w21U. If (V1 , wl) is bicentric HL, then there exists a (not canonical) 
graded isomorphism r.p: vl -t v2 such that r.pwl = W2'P· In particular, 
(V2, w2) is also bicentric HL. 

Proof. Let V be a Q-graded vector space and w be a nilpotent 
operator on V of degree 2. Let a 1 2: a2 2: · · · 2: az be lengths of the 
Jordan cells appearing in the Jordan normal form of w. Then we can 
take a basis of V of the form 

such that wai+lc/Jj = 0. Here we can assume that cPj is homogeneous. 
Set deg cPj = -aj + Aj for some Aj E Q. By rearranging the basis, we 
can assume that Aj 2: Aj+l if aj = aj+l· The sequence {(aj, Aj)}j;::l is 
uniquely determined by (V, w) and we call it the type of (V, w). It suffices 

to show that (Vi, wi), i = 1, 2 have the same type. Let { ( a]i), >.Y))} j2:l be 

the type of (Vi,wi)· Since w1 and w2 are conjugate, we have aj := a)1l = 

a]2 ). Because (V1, w1) is bicentric HL, there exists n E Q such that 

>.)1l = n or n + 1 for all j. Then the degree spectrum of V1 is contained 
in [ -a1 + n, a 1 + n + 1]. Since V1 and V2 are isomorphic as graded vector 

spaces, we know that [-aj + >.?), aj + >.?)J C [-a1 + n, a1 + n + 1]. 

Therefore, >.]2 ) = n or n + 1 if aj = a1. Take k > 0 such that a1 = · · · = 
ak > ak+l· We calculate 

dim Vt1 +n+l +dim V1-a1 +n = k 

dim v2al +n+l +dim v2-al +n = k + ~{j > k ; -aj + >.]2) = -al + n} 

+HJ>k; aj+>.?)=al+n+1}. 
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Sincetheseareequal, we have [-aj+AJ2l,aj+AJ2)] C (-a1+n,a1+n+1) 
if j > k. Therefore, 

rt{J :S: k; AJ1) = n + 1} =dim V{' 1 +n+l =dim V2a 1 +n+l 

= rt{j :s; k; AJ2) = n+ 1}. 

Hence ),y) = AJ2) for j :S: k. This shows that (V1, w1) and (V2, w2) con­

tains an isomorphic graded subspace (V', w') of the type { ( aj, AJ1)) h:C:j:o:;k. 
By taking the quotient by this subspace, one can proceed by induction 
on dimensions. Q.E.D. 

Proof of Theorem 3.22. Take a path"(: [0, 1] ---+ M satisfying the 
condition (ii) of Assumption 3.1. The analytic continuation map P1 (20) 
along the path i = ('y, 1) induces maps 1Ucoh (41) and 1U (42). Recall 
that 1Ucoh splits into isomorphisms 1Ucoh,r HeR ( X1) f ---+ HeR ( X2) f for 
each f E [0, 1) by (46). By (49), we have 

(53) 

for an ample class w z on Z. On the other hand, by the theorem of 
Lupercio-Poddar [56] and Yasuda [72, 73], HeR(XI) and HeR(X2) are 
isomorphic as graded vector spaces when X1 and X2 are K -equivalent. 
Thus HeR(XI)J and HeR(X2)J are also isomorphic as graded vector 
spaces. By Lemma 3.23 and (53), we know that there is a graded iso­
morphism 

and (HeR(X2)t, n~wz) is also bicentric HL. 
In general, a nilpotent operator w on a vector space V defines a 

unique (increasing) weight filtration Wi(V) of V such that wWi(V) C 

Wi_ 2 (V) and that wi: GrJV (V) ---+ Gr~(V) is an isomorphism. Here 
GrJV (V) = Wi(V)/Wi_ 1 (V). When V is a graded vector space, w is 
of degree two and (V, w) is bicentric HL with a graded decomposition 
V = V0 EB V1 and a bicenter { n, n + 1} (as in Definition 3. 20), the weight 
filtration of V is given by 

Wk(V) = vln-k EB vi:>:n+l-k. 

Consider the case (V, w) = (HeR (Xi) f, ni w z). Since the isomorphism 
1Ucoh,J preserves the weight filtration (by (53)) and (HeR(Xi)J, n;wz) is 
bicentric HL, we have 

(54) 
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When¢ E H'bR(XI), this together with the formula (47) implies that 1U¢ 
cannot contain positive powers in z. Therefore a matrix representation 
U(z) of 1U with respect to a basis of H(;R(Xi) does not contain positive 
powers in z. Since 1U preserves the pairing ( ·, · h-t, the same is true for 
the inverse U(z)- 1 which is the adjoint of U( -z) with respect to the 
Poincare pairing. Thus we have 1U1t~1 c 1{~2 and u- 11{~2 c 1{~1 • 
Hence 1U1t~1 = 1t~2 • 

Now we assume Xi does not have generic stabilizers. Let 1-L c 1t be 
the common opposite subspace. Then the dilaton shift vo E z'}{_ /1-l- is 
characterized up to a constant by the condition that v0 is an eigenvector 
of "\! za. on z'}{_ /1-l- of the smallest eigenvalue. This shows (i). The 
rest of the statements follows from what we already showed. Q.E.D. 

Remark 3.24. We used the theorem of Lupercio-Poddar and Ya­
suda [56, 72, 73] in the proof. However, as [27] did, we can deduce 
the graded isomorphism H(;R(X1) ~ H(;R(X2 ) from Assumption 3.1 and 
certain additional assumptions. For example, we can show H(;R(X1) ~ 
HeR (X) under the assumption that 1t~2 is opposite to the limiting 
Hodge structure JF!i~ at the cusp of~, i.e. 

(55) 

The equality (55) was conjectured to hold for a general crepant resolution 
X2 = Y -+ X +--- X1 in [28]. Interestingly, under the generalized Hard 
Lefschetz condition, the equality (55) is a consequence of the weaker 
Assumption 3.1 and Lupercio-Poddar-Yasuda's theorem. 

By Theorem 3.22 and Cataldo-Migliorini's theorem [17] (see Remark 
3.19), Assumption 3.1 has the following interesting consequences: 

• Let X be a Gorenstein orbifold and Y -+ X be a crepant 
resolution. Then X satisfies the Hard Lefschetz condition if 
and only if Y -+ X is semismall. 

• Let X 1 and X 2 be K-equivalent smooth projective varieties 
related by the diagrams (18), (19) with 1r1 o P1 = 1r2 o P2· Then 
x1-+ z is semismall if and only if x2-+ z is semismall. 

The author learned from Tom Coates that the first statement has been 
conjectured by Jim Bryan [10]. 

3.8. Integral periods (Central charges) 
Up to now, we have not used the integral structure Fz of the global 

quantum D-module. In this section, we will see that the integral struc­
ture defines an integral co-ordinate-integral period-on the global 
Kahler moduli space. This is called a central charge (see (14)) in physics. 
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For example, using this, we can give a "reason" why the specialization 
value of quantum parameters should be a root of unity in the crepant 
resolution conjecture [45, 46). In this section, we restrict our attention 
to the case of crepant resolution X1 = X ---t X r- Y = X2. Also we 
assume that Y and X are Calabi-Yau. The case where c1(X) is semi­
positive can be discussed in a similar way by using the conformallimit13 

introduced in [45, 46). See [45, 46) for semi-positive case. 
Let X be a Calabi-Yau Gorenstein orbifold of dimension n and 

1r: Y ---t X be a crepant resolution of the coarse moduli space X. Note 
that the Gorenstein assumption implies that HeR (X) is graded by even 
integers. In the Calabi-Yau case, the base space of the quantum D­
module has a distinguished locus where the Euler vector field E van­
ishes. By the formula (7), this is exactly the small (orbifold) quantum 
cohomology locus H6R (X) or H 2 (Y). Recall that the Euler vector field 
is globally defined on M by Section 3.2. 

Assumption 3.25. The locus Mo C M where the Euler vector field 
vanishes is connected. Also the path 'Y: [0, 1) ---t M in (ii) of Assumption 
3.1 can be chosen so that it is contained in Mo. 

In Calabi-Yau case (p = 0), the situation is greatly simplified. The 
monodromy in z E C* is almost trivial and given by (-l)n by (50). 
Over the locus Mo, the global quantum D-module gives rise to a finite 
dimensional variation of Hodge structures (VHS). The finite dimensional 
VHS arises from the filtration of flat sections by the pole/zero orders 
at z = 0. The space S of multi-valued \7-flat sections ofF is single­
valued in w = z112 since the monodromy in z is ±1. Moreover, over the 
locus M 0 , the flat connection \7 has a logarithmic pole at z = 0 since 
U = AE(r,O) in (23) is zero. Therefore, a \7-flat section s(r,z) E Sis 
at worst meromorphic at w = z112 = 0. This introduces the decreasing 
filtrationS= F~(S) ::J F;(s) ::J · · · ::J F.;'(S) ::J 0 for r E M 0 : 

F!(S) = {s E S; z-R--Ps(r,z) isregular at z = 0}. 

Note that the factor z-R- kills the monodromy of s(r,z) in z. On the 
neighborhoods Vr, V2 of cusps, Sis identified with S(X), S(Y) and FP(S) 
can be described as follows. Because E = 0 on Mo, \7 zoz = ZOz + J1- for 

13This is very close toY. Ruan's quantum corrected cohomology ring of Y 
which has the quantum correction only from the exceptional locus [63]; In the 
abstract Hodge theory, this is also known as a graded quotient by the Sabbah 
filtration [64, 38]. 
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quantum D-modules and we have 

(56) 
F{!(S) ~ {s E S(X); s(T, z) = z-~"¢, 3¢ E HE~n-2p(X)} 

~ {s E S(Y); s(T,z) = z-~"¢, 3¢ E H9n- 2P(Y)} 

on V1 n M 0 and V2 n Mo respectively. The usual Griffiths transversality 
and Hodge-Riemann bilinear relation hold for Ff(S): 

Here the pairing (·, ·)s is defined in the same way as in the case of 
quantum D-modules (see Definition 2.10). The ~VHS IF'r at T E Mo 
can be recovered from Ff(S) as follows: 

We introduce an integral period on Mo corresponding to an element 
of Sz, i.e. a section of the integral local system Fz. This coincides with 
the central charge introduced in (14) for quantum D-modules. Recall 
that the analytic continuation map S(X) ~ S ~ S(Y) along the path i' 
in Assumption 3.1 is equivariant under the Galois action of line bundles 
of the coarse moduli space X. Take an ample line bundle L on X and 
consider the corresponding Galois action M = G5 ([L]) on S. 

Lemma 3.26. (i) F;'(S) C S is a one dimensional subspace for a 
generic T E Mo. 

(ii) There exists a unique (up to sign) integral vector Ao E Sz con­
tained in the image of (Log(M) -1)n. Under the K -group framing {13} 
ZK: K(X)----+ S(X) (or K(Y) ----+ S(Y)), A0 is identified with the struc­
ture sheaf of a non-stacky point Ao = ±ZK(Opt)· 

Proof. Since dim F;' is upper semi-continuous, (i) follows from the 
description (56) of F;'(S) near the cusps. The operator M corresponds 
to the unipotent operator e-21ric1 (L) on H 0R(X) through the cohomol­
ogy framing (10), thus Im(Log(M)- l)n ~ Imc1 (L)n = H 2n(X) is 
one-dimensional. This contains an integral vector ZK(Opt)· Q.E.D. 

By Lemma 3.26, the following definition makes sense. 

Definition 3.27. Let C~ ----+ C* = c; be the double cover of the z­
plane with a co-ordinate w = z112 . Take a flat section Ao E Sz in Lemma 
3.26. A normalized primitive section is a section So E r(Mo X c~, F) 
satisfying 

• For every T E Mo, s0 ( T, z) is the restriction of an element of 
F;'(S) to {T} x C~. 
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• (so(T, e1riz), Ao(T, z))F = 1. 

This 80 is unique up to sign since so is A 0 . The integral period ITA 
associated to A E S7l is the function on Mo defined by 

We compute the normalized primitive section and integral periods 
for the quantum D-modules of X andY. Using the fundamental solution 
L( T, z) in Proposition 2.8, we define the J -function by 

J(T, -z) := L(T, z)t 1, 

where L(T, z)t is the adjoint with respect to the Poincare pairing. The 
J-function has the following expression: 

Here T = To,2 + T 1 is the decomposition in ( 4). (This can be derived from 
(9) and the String equation [1, Theorem 8.3.1].) When X is Calabi-Yau 
and T E H~R(X), the J-function is homogeneous of degree zero and is 
of the form 

(58) 

Proposition 3.28. (This proposition applies to the resolution Y as 
well.) The normalized primitive section of the quantum D-module of X 
is given by 

_ (21rz)~ 
so(T,z) = ( ) 1. -27r n 

Therefore, the integral period ITA (57) associated to an integral fiat sec­
tion A= ZK(V), V E K(X) equals the central charge Z(V) (14) of V. 
This is a component of the J-function: 

where \li(V) was defined in {13) and J(T, -z) is the J-function. 
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Proof. By (56), so satisfies the first condition in Definition 3.27. 
From Ao = ZK(Opt) = L(T,z)((27ri)n/(27rz)~)[pt] and the formula 
(58) for the J-function, the second condition follows. The rest of the 
statements just follows from the definition (57) of ITA with the formulas 
(13), (14), (58) and J-Lt = -J-L. Q.E.D. 

Remark 3.29. The above calculation shows that the "normalized" 
primitive section is (up to a function in z) nothing but the primitive 
section s0 = 1 associated to the standard opposite subspace and dila­
ton shift (see Section 3.4). The existence of a canonical (normalized) 
primitive section along the locus Mo does not mean that the Frobenius 
manifold structures of X and Y are the same. In fact, the primitive 
sections so of X andY may differ outside the locus Mo C M. 

Corollary 3.30. Under the Assumption 3.1 and Conjecture 3.2, the 
central charges of the corresponding K -group elements define the same 
function (up to sign) on Mo: 

zY (V) = ±zx (1U}/(V)), V E K(Y), 

where zx and zY are the central charges (14} of X andY respectively 
and 1UK = 1UK,f': K(X) ~ K(Y) is the isomorphism in Conjecture 3.2. 
The sign± depends on the sign of1UK(Opt) = ±Opt 14. 

It is interesting to study what integral periods are affine linear 
functions on H~R (X) or H 2 (Y). For example, there exists an affine 
co-ordinate system on H 2 (X) EB EBcodimXv=2 H 0 (Xv) C H~R(X) or on 
H 2 (Y) consisting of integral periods [45, Proposition 6.3], [46, Propo­
sition 5.5]. If we have a stratum Xv of codimension ?: 3 with Lv = 1, 
the corresponding linear projection H~R(X) ----+ H 0 (Xv) = C may not 
be written as an affine linear combination of integral periods. Also, an 
affine linear integral period on H 2 (Y) may not correspond to an affine 
linear integral period on H~R (X). In the next section, we will examine 
some local examples. 

3.9. Local examples 

We consider the crepant resolution conjecture for X= [Cn /G] where 
G c SL(n, C) is a finite subgroup and n = 2 or 3. A standard crepant 
resolution of X= en jG is given by the G-Hilbert scheme [9]: 

14The author guesses that the sign should be plus. 
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Moreover, an equivalence of derived categories D(Y) ~ D(X) := D 0 (!Cn) 
is given by the Fourier-Mukai transformation <I>: D(Y) -t D(X) [9]: 

m. R * y L____l'____ z ____!!____, rr n 
'±' = q* 0 p ' ~ \L.. 

where Z C Y X en is the universal subscheme and p and q are nat­
ural projections. It would be natural to conjecture that our K -group 
isomorphism 1U K comes from this derived equivalence: 

where E = n-1 (0) c Y is the exceptional set. Recall that we need to 
use compactly supported K-groups in order to get well-defined central 
charges. For a rational curve lP'1 ~ C C E in the exceptional set, the 
central charge of the class [Oc( -1)] E KE(Y) is given by ( cf. Example 
2.14) 

zY(Oc(-1)) = -~T n [C] 
27f~ 

for T E H 2 (Y). Let Tc := T n [C], T E H 2 (Y) be the co-ordinate on 
H 2 (Y) and (!c be the virtual representation of G given by the Fourier­
Mukai transform [l?c ®00] = [Rq*(p*Oc( -1))]. Corollary 3.30 suggests 
the following conjecture: 

Conjecture 3.31. The small quantum cohomology (or D-modules) 
of X and Y are isomorphic under the co-ordinate change 

(59) Tc = -2niZx(Oo ® flc) 

where the right-hand side is the central charge function on H~R(X). See 
{15) and {16) for formulas of zx ( 0 0 ® l?c). In particular, the quantum 
variable qc = exp(Tc) specializes to exp(-2ni(dimQc)/IGI) at the large 
radius limit point of X. 

Remark 3.32. (i) Because X is not compact, the characterization 
of the vector A0 in Lemma 3.26 does not hold. However, we can expect 
that the conclusion of Corollary 3.30 still holds because the K -group 
class15 [Opt] of a non-stacky point should correspond to each other (i.e. 
1UK([Opt]) = [Opt]) under a birational transformation. 

(ii) Since the H 2-variables do not have the degree, we can expect 
that the co-ordinate change above is also correct for the e* -equivariant 
quantum cohomology. Here e* acts on en diagonally. In dimension two, 
the non-equivariant quantum product is constant in T, so it is interesting 
to study the equivariant version. 

15This corresponds to [Oo ® l?reg] in Kfj(Cn). 
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(iii) The specialization of qc to a root of unity comes from the fact 
that the central charges (15), (16) of [00 ® i?c] = 1UJ(1 [0c( -1)] take 
rational values at the orbifold large radius limit point T = 0. In [45, 46], 
the rationality of the central charge of1UJ(1 [0c(-1)] at the large radius 
limit was also discussed without assuming the precise form of the K­
group framing. When the coarse moduli space X is projective, under 
the assumption that H*(X) is generated by H 2 (X) and the condition 
(37), the rationality here is forced only by the monodromy consideration 
[45, 46]. 

We have two cases. 
(Case 1) When the Hard Lefschetz condition holds for X ----+X. Then 
we have [13, Lemma 3.4.1] 

• n = 2 or 
• n = 3 and G is conjugate to a subgroup of SL(2, <C) or 
• n = 3 and G is conjugate to a subgroup of 30(3, JR). 

In these cases, every inertia component has age tv = 1 and the small 
quantum cohomology is already "big" (ignoring the unit direction), so 
the above conjecture determines the full relationships of quantum co­
homology algebras. Because all the central charges Z x ( 0 0 ® g) are 
affine linear on Hl;R(X) (the third term in (16) does not exist), the 
co-ordinate change (59) preserves the flat structure on the base and 
the Frobenius structures match. Each irreducible component C of the 
exceptional set E is a rational curve and corresponds to a non-trivial ir­
reducible representation Qc under the Fourier-Mukai transformation16 

(see [48, 34, 6]). The formula (59) agrees with the conjecture of Bryan­
Gholampour [11, 13, 14]. The conjecture has been proved for An surface 
singularities X = [C2 /Zn] [24] and for X = [«:::3 /Z2 x Z2] and [C3 / A4 ] 

[12] (where G = A4 is the alternating group; this is the only case where 
the non-abelian crepant resolution conjecture has been proved). 

(Case 2) When the Hard Lefschetz condition fails for X ----+ X. This 
happens only when n = 3. In this case, since we have the component 
with age ~ 2, the above conjecture does not give a full co-ordinate change 
between Frobenius manifolds (see Remark 3.33 below). As we can see 
from (16), integral periods can be non-linear functions on Hl;R(X), so 
the co-ordinate change (59) can be also non-linear. Consider the case 
X = C3 /.Z3 , where .Z3 acts on C3 by the weight i-(1, 1, 1). Then Y is 
the total space of the canonical bundle of lP'2 with the exceptional set 

16The author thanks Samuel Boissiere for explaining this for G C 80(3, JR). 
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E = lP'2 • The Fourier-Mukai transformation is given by the diagram 

Let {Jl, (}2 be the representations of£:3 such that Qk(1 mod 3) = e2rrik/3. 
For a degree one rational curve lP'1 ~ C c E, the Fourier-Mukai trans­
form of Oc ( -1) gives the representation (Jc = 2(}1 EfJ (}2. Thus the 
predicted co-ordinate change is 

(60) 

where t is a co-ordinate on the twisted sector H6R (X) dual to b_, a = 
3 

e2rri/3 and F{ is the genus zero potential of X (see (17)). Since we have 
[27, 24]: 

X 1 3 1 6 1 g 1093 12 
Fa (t) = 3. 3! t - 33 . 6! t + 32 · 9! t - 35 · 12! t + · .. ' 

the co-ordinate change (60) is quite non-linear. This (60) agrees with the 
computation in [27, 23] up to the Galois actions Tc f---+ Tc + 2Jri, t f---+ a 2 t. 

Coates [23] studied other non-Hard Lefschetz examples [C2 /Z4] with 
weight ~(1, 1, 2) and [C3 /Z5] with weight ~(1, 1, 3). It would be an in­
teresting exercise to compare Conjecture 3.31 with Coates' calculations. 

Remark 3.33. In the second case, we can predict the full rela­
tionships between the small quantum cohomology by considering the 
central charges of [Os] E KE(Y) associated to surfaces S c E in Corol­
lary 3.30. Note that zY ( Os) contains the information of the derivative 
of the potential F{ (see Example 2.14, (ii)). The co-ordinate change 
of big quantum cohomology can be also determined by 1U K in principle, 
but the formula could be very complicated. 
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