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A Recursion Formula of the Weighted Parabolic
Kazhdan-Lusztig Polynomials

Hiroyuki Tagawa

Abstract.

In this article, we give a recursion formula of the weighted par-
abolic Kazhdan-Lusztig polynomials and describe a relationship be-
tween those polynomials and weighted Kazhdan-Lusztig polynomials
introduced by G.Lusztig ([4]).

§1. Introduction

Our aim in this article is to give a recursion formula of the weighted
parabolic Kazhdan-Lusztig polynomials introduced by H. Tagawa [5]
as an extension of the parabolic Kazhdan-Lusztig polynomials and the
weighted Kazhdan-Lusztig polynomials. Also, we describe a relationship
between those polynomials and weighted Kazhdan-Lusztig polynomials,
which is an extension of Deodhar’s result on the parabolic Kazhdan-
Lusztig polynomials and the Kazhdan-Lusztig polynomials (cf.[1]).

Let us give a brief review of known results. In 1982, G. Lusztig
introduced the weighted Kazhdan-Lusztig polynomials, the special case
of which has a representation theoretic interpretation (cf.{4]). Also, in
1987, V. Deodhar introduced two kinds of parabolic Kazhdan-Lusztig
polynomials; one of which gives the dimensions of the intersection coho-
mology modules of Schubert varieties in G/P, where G is a Kac-Moody
group and P is a “standard” parabolic subgroup of G (cf.[1]). Recently,
H. Tagawa introduced the weighted parabolic Kazhdan-Lusztig polyno-
mials and he obtained combinatorial formulas which were extensions of
Deodhar’s results on the parabolic Kazhdan-Lusztig polynomials (cf.[2]).
But, unfortunately, the coefficients of the weighted parabolic Kazhdan-
Lusztig polynomials are not always non-negative.
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This paper is organized as follows: In the next section, we recall
the definition of the weighted parabolic R-polynomials and the weighted
parabolic Kazhdan-Lusztig polynomials. Moreover, we show some inter-
esting equalities used in the sequel. In Section 3, we give a recursion for-
mula of the weighted parabolic Kazhdan-Lusztig polynomials which is an
extension of Lusztig’s result on the weighted Kazhdan-Lusztig polyno-
mials (cf.[4]). In Section 4, we describe a relationship between weighted
parabolic Kazhdan-Lusztig polynomials and weighted Kazhdan-Lusztig
polynomials.

§2. Preliminaries and Notations

The purpose of this section is to define the weighted parabolic R-
polynomials and the weighted parabolic Kazhdan-Lusztig polynomials.
Throughout this article, (W, S) is an arbitrary Coxeter system, e is the
unit element of W. Let Z be the set of integers, N the set of non-negative
integers, and P the set of natural numbers.

First, we recall the definition of the Bruhat order.

Definition 2.1. We put T := {wsw™!;s € S,w € W}. Fory,z € W,
we denote y <’ z if and only if there exists an element ¢ of T such
that 4(tz) < ¢(z) and y = tz, where ¢ is the length function. Then
the Bruhat order denoted by < is defined as follows: For z,w € W,
z < w if and only if there exists a sequence xg,y,...,x, in W such
that x = z¢9 <’ z; <’ --+ <’ 2, = w. We also use the notation z<w if
z < w and £(z) = £(w) — 1.

The following is well known as the subword property. For w € W,
let s1s2- - - sy, be a reduced expression of w, i.e. w = 8182+, 85 € S
for all i € {1,2,...,m} and ¢(w) = m. Forz € W, z < w if and
only if there exists a sequence of natural numbers i1, 2, ..., such that
1<4; <ipg <+ <4y <mand z =8, -S;. This expression of x
is not reduced in general, i.e. it may happen that £(z) < t. However it
is known that one can find a sequence of natural numbers j1, ja, ..., jk
such that 1 < j; < j2 <--- < jx <M, T = 5,55, -+ 55, and £(z) = k.

From now on, the order on W is the Bruhat order. Next, we recall
the definition of weights (cf.[4]).

Definition 2.2. LetI be an abelian group or a Z-algebra of an abelian
group with the unit element e. ¢ is called a weight of W into I' if and
only if ¢ is a map of W into I' satisfying the following conditions:

(i) o(e) =e,
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(if) @(s182...8m) = @(s1)¢(s2)...¢(8m) for any reduced expression
$182...8y, in W.
(iil) ¢(s) is an invertible element in I" for any s € S.
In particular, any weight ¢ satisfies the following.
(ii)> For s,t € S, if the order of st is odd, then ¢(s) = ().
Conversely, a map @ of S into I' satisfying (i), (ii)’ and (iii) is uniquely
extended to a weight of W into I

From now on, I is an abelian group, e is the unit element of T, ¢ is
a weight of W into I and we put S = {s1, s2,...,8,}. For w € W, we
1

1 11 1
denote p(w) by g2 and (qé,,qéz, ...yq2.) by q. Next, we recall the def-
inition of the weighted Hecke algebras and the weighted R-polynomials

(cf.[4]).

Definition 2.3. Let H,(W) be the free Z[I']-module having the set
{T);w € W} as a basis and multiplication such that

T'T! = Ts/w ifw< Sw,
oY gsTl, +(gs —e)T), ifsw<w

for w € W and s € S. We call H,(W) the weighted Hecke algebra (of
W with respect to ).

It is known that H,(W) is an associative algebra (see [3] Chapter
7 for more general theory). For s € S, we can easily see that (T7)~! =
(6" —e)T; +q;'T;.

Then, the weighted R-polynomial is defined as follows:

Definition 2.4. There exists a unique family of polynomials {R;, ,,(q)
€ Z[I'); z,w € W} satisfying

[137%

where we put T/, := T’;ll for w € W. We call these polynomials
R, ,,(q) weighted R-polynomials of W.

Let J be a subset of S, W the subgroup of W generated by J and
W = {y € W;£(yz) = £(y) + £(2) for any z € W;}. Then, it is well
known that, for w € W, there exist a unique element w’ in W7 and a
unique element w; in W such that w = w/w; (cf.[3]).

Now, we can define weighted parabolic Hecke modules.
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Definition 2.5. Let A(yp) be the Z-algebra of Z[I'| generated by {qs% ;S
€ S} and 9 a weight of W into A(p) with 9(s) = —e or ¥(s) = ¢ for
each s € S. In the same way, for w € W, we denote (w) by u,,. After
this, for convenience, we denote e by 1. Also, for s € S, we put us := gs
if us = —1 and us := —1 if us = gs. Note that the map 1 of W into
A(y) defined as follows is also a weight.

1;( ) if w=e,
w :: o~ o~ —~ . . .
Ug, Usy ** * Us,, if s152... 8., is a reduced expression of w.

Let M‘,{,qp(W) be the free Z[['-module with basis {m.’;w € W”}. For
s € S, we define L'(s) € Homz[r] (Mé’w(W)) as follows:

gsmg, + (gs — 1)my  if sw < w,
L'(s)ym,) = mls{u ifw<swe W/,
“sm;}] ifw<swg W/,

and linear extension.

Then, we call Mq{ﬂ/)(W) the weighted parabolic Hecke module (of W/
with respect to ¢ and ).

Let p’; be a map from H, (W) to M‘gﬂp(W) defined by
P Z a;Ty) := Z azu“m;‘ﬂ,

zeEW reW

where 7 and z; are unique elements satisfying z = 'z, z/ € W/
and z; € W;. Then, the following is known (see [5]).

Lemma 2.6. ([5, Lemma 2.5])
(i) p; is onto.
(ii) For se S and x € W, L'(s)(p/;(T%)) = p’;(T.T%).
(iii) For s € S, L'(s)? = ¢sL'(e) + (gs — 1)L'(s), where L'(e) is the
tdentity map on M‘gﬂp(W).
(iv) Forw € W and z € W7, we can define

m,) ifw=e, ,
T, - mg’ = (L(s1)L/(s2) - .- L' (sm))m;)
if 8182...8m is a reduced expression of w.

Namely, M (W) has an H,(W)-module structure.
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’

(v) Forwe W, py(TL,) =T, -m,’
We define an operation ~ on M“;,w(W) as follows:

Zbﬂ/ = Zb,fy"l for Zbyy € Z[I

YeT Yyer ~€r

— P
my =T, -m/ forwe W/,

Z aymy = Z ame for Z awm Je M (W)

weWwJ wewJ wew/

We can see that the operation
the following,.

is an involution on M(‘{ﬂ/)(W) b

Lemma 2.7. ([5, Lemma 2.6]) Let z € W’ and s € S. Then, we
have

mf =py(T)), Ti-mf =T]-m, m=m;.
Here, we describe the following interesting formula.

Proposition 2.8. Forwe W,

1) 0! > (F) @Oy, R (q) = uy!
zeW

Proof. By the definition of the weighted R-polynomials, we can easily
find a recursion formula of those polynomials. So, by direct calculation
and the recursion formula, we can show this proposition by induction
on f(w). g.ed

As a corollary of Proposition 2.8, we see the following.
Corollary 2.9. For X € H,(W),
p(X) = ply(X).
Proof. First, for w € W, by Proposition 2.8, we have

o@Dy =a5" Y () @R, (@uem,” = ug'm,’.
zeWy

Hence, for w € W, by Lemma 2.6 and Lemma 2.7,

PH(TL) = ww,myls = ugy (T -mg’) =Ty - (05(TL,) = p5(Ty),
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where w’ and wy are unique elements satisfying w = w/wy, w’/ € W/
and wy € W;. Hence, by definitions of the operation and p’;, Corollary
2.9 holds. qged

From now on, we denote (us,,us,,---,us,) by u and (¥s,, Us, - - -,
Us, ) by u. By using this operation, we can define the weighted parabolic
R-polynomials as follows:

Definition 2.10. There exists a unique family of polynomials
{R.,(Q)u € Z[T];z,w € W’} satisfying

md =gzt Y (~) @R (@lumy for w e WY
zeWJ

We call these polynomials R;{w (q)u weighted parabolic R-polynomials
of WY. For convenience, we put R;{w(q)u =0ifz g W’ orw ¢ W,

For example, the following equalities are known.

Proposition 2.11. ([5, Lemma 3.4, Proposition 3.9])
Let z,w € W,

(i) (_1)2(z)+2(w)qqu—1R;{w (Q)u = Rlz{w(q)ﬁ'

(i) > (-1)f@+HWRJ (q)uR, (s = bz,

z<y<w
where 6z, is Kronecker delta.
(iii) Let s € S with sw < w.

, R/s{c,lsw(Q)u if st <z,
Rﬂ;»’w(q)“ = qus‘i‘,sw(q)“ + (‘Is - 1)Rz{sw(q)u lf.’L' < 8T € WJ,
a-S‘Rz.,lsw(q.)ll 1«f-'13 < sT ¢ WJ.

A relationship between the weighted parabolic R-polynomials and
the weighted R-polynomials is the following.

Proposition 2.12. ([5, Proposition 3.11, Lemma 3.12])
(i) Ry(@)a = R}, (q) forz,weW.

(ii) R;{w(q)u = Z (_l)e(y)uyR;y,w(Q) forz,w € w.
yeEW,

We define some more notations.

Notation 2.13.
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(i) Let r be the number of the different elements in {¢,;s € S}, i.e.
r = #{gs;s € S}, and we put {¢s,,qss,---,Gs,.} = {¢s;8 € S},
where #A is the cardinality of a set A. Put

' = {q;?qj ~-q:_ft;ni € Z for i € [r]},
I =T"={y%yel"})

where [r] :={1,2,...,r}.
(ii) For u, v € I, we denote p <+ if and only if there exist integers
h; and k; with h; < ki, g = q¥1ql? - gl and v = gf1ql2 --- ¢fr.

In order to define the weighted parabolic Kazhdan-Lusztig polyno-
mials, we define a total order on I called a strong order.

Definition 2.14. We define a “strong order” on I as a total order <
which satisfies the following conditions:
(i) For o, B,y € IV, if a < B, then ay < Br.
1
(ii) For any s€ S, e < ¢2.

Example 2.15. If a weight ¢ of W into I" satisfies that

ki k2 kr
42 qs% ... g =es k;=0forallie][r].
Then, the lexicographic order with respect to ki, ke,...,k, is a strong
order on I'.

From now on, we assume that ¢ has a strong order on IV and we fix
a strong order on I'V. Put Iy, := {y e IM;e <4}, I := {7y e I';y <
e}(= (T )™") and I} := {y € I'"";e a~}. Then, we can define weighted
parabolic Kazhdan-Lusztig polynomials as follows:

Proposition 2.16. ([5, Proposition 4.4])  There ezists a unique
family of polynomials {P,’,(q)u € Z[[";z,w € W7} satisfying the
following conditions:
() P(Qu=1foralzeW’.
(i) P (@) =0 if & £ w.
(iii) q;%qéP;:]w(q)u eZ ] ifz < w.
(iv)

0wl Pl @u= D, RJ(DuP(@u
z<yLw,yeWw’
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We define the “uniquely” determined polynomials from Proposition
2.16 as the weighted parabolic Kazhdan-Lusztig polynomials with re-
spect to the strong order <. Note that we can easily see that P;‘fw (@u =
Py ,(q) for z,w € W, here P, ,(q) is the weighted Kazhdan-Lusztig
polynomials defined in Section 4. From now on, for convenience, we put
P;%Jw(q)u =0ifz g W’ orwg WY,

§3. A recursion formula

In this section, we define an extension of u(z,w), which is the coeffi-

cient of qu == in the Kazhdan-Lusztig polynomial P; ,,(q), and get
a recursion formula of the weighted parabolic Kazhdan-Lusztig polyno-
mials.

Definition-Proposition 3.1. Let s € S and we put

st <zorsrg W’ ifuszqs,}
st<zx ifus=-1""

c(s,u) ;= {x e W7; {

Then, there exists a unique family of polynomials

(M3 e Z[I'];z,w e W,z <w < sw,x € ¢(s,u)}

2w

satisfying
F S
Y. Py@aM)y - @i Prl(@)e € 2L, My, = M5,
z<y<w,y€c(s,u)
1

11,
where P}7,(Q)u := quw ¢ P,7,(q)u for z,w € W.

This is easily obtained by direct calculation and induction on £(w) —
¢(z) and the proof is therefore omitted. Then, a recursion formula of the
weighted parabolic Kazhdan-Lusztig polynomials is described as follows:

Theorem 3.2.
(i) Let x,w € WY and s € S with sw < w. Then, we have

qua,'::Isw(q)u + P.;‘z],sw(q)u ’Lf st<czT
w:W(q)“ = Px:]sw(q)u + qus;:I,sw(q)ll 'Lf.’IZ <sre WJ
(us + 1)P.7:‘,]sw(q)u fz<szgWw’
-1 1 ,
- > @ aP(uMs,.
z<y<sw,y€c(s,n)
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(ii) Let z,w € WY. If there exists s € S such that sw < w and

st € WY, then we have

P;;:]w(q)‘-l = Pssz( )l-l'

Note that if sw < w, then z < w & st < w.

(iii) Let x,w € W, If there exists s € S such that sw < w, T < sz &

WY and us = q,, then we have

Palr‘,]w (q)u = 0

Before the proof of this theorem, we show some lemmas and propo-

sitions.

Lemma 3.3. Let z,w € W’ and s € S with w < sw ¢ W’ and

sz € WJ. Then, we have

R (q)e = “leiw(q)u if sz < z,
2wt T LR y(@e i 7 < sz,

Proof. First, by Lemma 2.6 and Lemma 2.7, we can easily see that

(2) g H(L(s) + L(e)mid = g3 H (T () + L (e))mi.

Hence, by (2) and our assumption that w < sw & W7,

Hence, we have

L(symy = Y qu' (-1 @y, R, (q)um,’.
zeWJ

On the other hand, by the definition of R;{w(q)u, we can see

L’(s)%j , , ’
= Y G- HO((g, - )R], (@) — Ry w(@u)my
sy<yewJ ,
_ Z q;1(_1)e(w)+e(y)qunghw(q)umyJ
y<syew

+ Z —l( 1 l(w)+£(y)u R ( )u m;J'
y<sygw’
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Thus, we have

(s — DR y(@u — R (Q)u if 57 <z,

us R (@Qu = { ~¢: R (@ if r < szxeW’,
us R (@)u ifr <srgWw’.
By using this equality, we can obtain this lemma. g.ed.

Lemma 3.4. Letz,ywec W’ andse S. If sz < z<w < sw ¢ W7,
st<y<wandz #y, theny g W/,

We can easily obtain this lemma by the subword property and the
proof is therefore omitted.

Then, we can show the following.

Proposition 3.5. Letz,w e W/, s S, w < sw g W/, st €¢ W’
and us = —1. Then, we have

(3) Pz‘,]w (q)u = Ps‘ﬁl,w(q)u-
Note that the above equality does not always hold in case us = ¢;.

Proof. We may assume that sz < z. Case 1. £ £ w. In this case,
we can easily see that sz £ w. So, both sides of (3) are equal to 0.
Case 2. £ < w. In this case, we show this theorem by induction on
£(w) — £(x). In case f(w) — £(x) = 1. Note that we may not consider
the case that ¢(w) — ¢(x) = 0 by our assumption in this proposition.
Let quwg;! = ¢ (t € S) and y € W — {z} with sz<y<w. Then, by
Lemma 3.4, y ¢ W”. So, by the fact that R;{w(q)u =¢qs — 1 if z<w and
quwdz ' = gs, P;{w(q)u =1 if z<w, we have

qwq;—zlps,z,w(q)u - PszJ,w(q)u = qsq; — 1.

Hence,

- 11 1 1
(4) Ps*z{w(q)“ - q32 qt2 = P:z‘],w(q)u — Qs 2 4 2.
Then, the left hand side of (4) is an element in Z[I", ] and the right hand
side of (4) is an element in Z[I"_]. So, by the fact that Z[[",|NZ[I"_] =
{0}, we have
Pl (@u=1.

sz, w

On the other hand, since £(w) — £(z) =1,

P:::‘,]w(Q)u =1.
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We suppose that (3) holds when ¢(w) — 4(z) < k (k > 2) and we will
show this one in case £(w) — £(x) = k. For y € WY with sy < y, by
Proposition 2.11-(iii), we have

qum{y(q)u - Rs‘alc,y(q)u = Rsi,sy(q)u - qum{sy(q)u'
Hence, by our inductive hypothesis, we have

> @R (@~ R, (@)u)P,(q)
sy<yew’

= P:;:]w (q)u - P.;zJ,w(q)“

= Y (@RJ(@Du — B (u) P (Q)u.
z<s2EWJ

So, we have

Z (QSR;{y(q)u - R;i,y(q)u)P;;]w(q)u
sy<yEW Or y<syew

= P:;:]w(q)“ - P;z,w(q)u-
On the other hand, by Lemma 3.3,

Y. (@RI (Du Ry (@a)Pu(@u =0.
yEW y<sygw’
Thus, by the above equalities,
Z (qSRz{y(q)u - Rs‘i,y(q)u)Py:{w(q)u = Px:{w(q)u - Ps;;],w(Cl)u-
yeEWJ

Hence, by Proposition 2.16-(iv), we have

P (@~ Pu(@s = 65 PP (@ — P (@
So, we can see .
qs_fp;,{u (Du — Ps*m{w(q)u =0.
This completes the proof of Proposition 3.5. g.e.d

By Proposition 2.11, we can easily obtain the following.

Definition-Proposition 3.6. For w € WY, we put

’ 1 ’ ’
CwJ = qQu 2 Z‘Pzz;{w (q)ﬁmmJa

z<w

’ N DT () v
DY = Y (~1)@H@) P (q)um, .
zeWJ
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Then, we have o L
c.)=c/, DJ=Db/].
'Then, as a corollary of Proposition 3.5, we can see the following.

Corollary 3.7. Letw e W/, se S, w < sw & W’ and us, = gs.
Then, we have

L'(s)C) = 4:C,).
The following lemma is easily obtained by direct calculation.

Lemma 3.8. Letwe W’ andse S.
(1) If w < sw, we put

THL/(s) + L'(e)C — CLJ — > o Mlie) =) oo,

y<w,y€c(s,u) zeWJ
v m.J J
where m/, = qgc for x € WY. Then, we have

g? Prl@u+Py,(@s fsz<z
1

fz: = q-‘:EP;,{u(q)ﬁ + Ps*z{w(q)ﬁ ’Lf.'E <SsrT € w
1
gs * (us + )P (@)a ifr<szg W’
—P;£w< a— >, Pri(aaMs,.

z<y<w,y€c(s,u)
(ii) If sw < w, we put
-1
(g5 *L'(s) — 2 L'())C) = 3 gamy.
zeWJ

Then, we have

s:t w(q)~ - qs *,{u(q)ﬁ if sz < =z,
9z = szw(q)~_(Is zw(Q)" iffl)<s.’l:€W",
gs (us_QS)P*J( )& ifx<srgd W,
Then, we have the following.

Proposition 3.9. Forw e WY and s € S, we have
1 ,
&ty
¢ C)+CL+ Y. M) ifw<sweW,
= L y<w,y€Ec(s,u)
q2C.J if sw < w.
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Proof. We show this proposition by induction on £(w). We can easily
see that Proposition 3.9 holds in case {(w) = 0. So, we suppose that
Proposition 3.9 holds when ¢(w) < k (k > 1) and we will show this one
in case /(w) = k. Case 1. w < sw € W/. We put

GLE) LT - Ca = Y MJLC = 3 fant.
y<w,y€c(s,u) zeWJ
Note that f; = 0 if ¢(z) > #(sw). First, by Lemma 3.8, Definition-
Proposition 3.1 and Corollary 3.7, we can see that f, € Z[[" ]. Next, we
show that f, = 0 for all z € W”. By Proposition 3.6 and the equality
that M;Js, = M,/S,, we can obtain

yw?
-1 ’ -1 ’ ’ ’
4 2L’(S)C'wJ +qs 2Ow.l _ Csi _ Z Mi{]juch
y<w,y€c(s,u)
L Y L C'J C'J MITs C'J
=4ds (L (S)+ (6)) w T Ysw Z ywy -

y<w,y€c(s,u)
So, we have

—~J —_— -1 1 ’ ~J
B > femip= > fagz i (1) OMORI (q)um,.
zeWJ z,yeWJ y<z

We suppose that there exists x € W satisfying f, # 0. Let zo be an
element in WY such that f,, # 0 and f, = 0 for any x € W7 with

~J
£(z) > {(xo). Then, we see that the coefficient of m/, in the right hand
side of (5) is f,,. Hence, we have fy, = fz, # 0. This contradicts that
fzo € Z[l'_]. So, we have

fz =0 for Vz € W’
and we obtain
-1 ’ -1 4 ’ '
qs 2L,(3)CwJ = —gs 2 CwJ + CMJU + Z Mil]yiJCyJ
y<w,y€c(s,u)
Case 2. sw < w. By our inductive hypothesis, we can use
’ -1 ’ ’,
CJ =g () +L()C— Y, M3.,C/
y<sw,y€c(s,u)

So, by Proposition 3.7, Lemma 2.6 and our inductive hypothesis, we can
see that
-1 ’ 'y 1 'y
gs 2L (s)C, =q2C, .
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Therefore, this completes the proof of Proposition 3.9  g.e.d

At last, we can prove our main theorem.

Proof of Theorem 3.2. By Proposition 3.9 and Lemma 3.8-(i), we
can easily see (i). Also, (ii) and (iii) are easily obtained by Proposition
3.9 and Lemma 3.8-(ii). g¢.e.d

§4. A relationship with weighted K-L polynomials

The purpose of this section is to show a relationship between
weighted parabolic Kazhdan-Lusztig polynomials and weighted Kazhdan-
Lusztig polynomials, which is an extension of Deodhar’s result on a rela-
tionship between parabolic Kazhdan-Lusztig polynomials and Kazhdan-
Lusztig polynomials ([1]). First, we recall the definition of the weighted
Kazhdan-Lusztig polynomials.

Definition-Proposition 4.1. ([4]) There exists a unique family of
polynomials {P; ,(q) € Z[I"{];z,w € W} satisfying the following con-
ditions:

(i) Pp(q)=1forallz e W.

(ii) P, w(q) =0ifz £ w.
(i) quw?qs Py, (q) € Z[I ] ifz < w.
(iv)
s 'Pu(@) = Y Riy(@)P).(q)-
r<y<w

As the beginning of this section, we show the following.

Lemma 4.2. Letw e W. We put

=Y (-1) Y@+ g3 =1 BT TyTY.

z<w
(i) D, = D.,.
(i) ph(Dy) = Y (-1 1)4@ W) gl g1 (> Uy Py (@)m;
zeWJ yeEW,

Proof. We can easily obtain this lemma by the direct calculation and
the definition of the weighted Kazhdan-Lusztig polynomials. Note that
(D)@ gz luy =u;t.  ged

Then, we have the following.
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Theorem 4.3. Letz,w e W".
_1
(i) Ifuygy * € Z[I] for all y € W satisfying zy < w,
Pz:]w(q)u = Z ﬂypgl;y,w(Q)-
yeEW,

In particular, if us = q5 forVs € S,
P:’c‘,]w(q)ll = Z ( 1)l(y) xy, w(q)

yeEW,
(ii) Ifus = —1 for all s € S and §W; < +oo,
x, w(q)“ - a:zo,wzo(q)’
where zqy is the longest element in W.

Proof. (i) For z,w € W7/, we put

a:w = Z uy P, yw(q € Z[F{l/—]
yew,
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Then, we will show that a family of polynomials {G; ;z,w € W7/}
satisfies conditions (i), (ii), (iii) and (iv) in Proposition 2.16. Let z,w €

WY, By the fact that u-! =1 and P’ _(q) = 1, we have G, = 1.
e T,z )

So,

(i) holds. If x £ w, for y € W, we can easily see that zy £ w by the
subword property. Hence, (ii) holds. If x < w, by our assumption that

_1
Uyqy ® € Z[I'_] for all y € W; satisfying zy < w, we have

1
Q:I?Ga:w = Z “yQy qw qu myw( )G Z[F/]
yeEW,

._l
2

Hence, (iii) holds. By Lemma 4.2-(ii), we can see
P_](DI Z (-1 l(y)+€(w)q—‘ Z Ryx(q)u zw)
yeWJ TeEWJ

On the other hand, by Corollary 2.9 and Lemma 4.2-(i), we have
05(D,,) = Py (DL,).
Hence, we have

1 —_—
3 (F1)HEH I T, m)
zeWJ

_.1. ! 1
- Z (_l)l(m)+£(w)qwz( Z Rm{y(q)uGy,w)me

zeWJ yewJ
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Thus, we obtain

qu;laz,w = Z Rz{y(q)uGy,w
yeWw’

and (iv) holds. Therefore, by the uniqueness of the weighted parabolic
Kazhdan-Lusztig polynomials, we have

P (@u=GCew =Y UyPl,,(a)
yeEW,

(ii) First, we can easily see that P; ,,(q) = P, ,,-:(q) for z,w € W.
Moreover, it is shown by Lusztig [4] that P; ,(q) = Py, ,,(q) for z,w €
W and s € S satisfying x < w, sz < z, sw < w. So, we have

Pa'cy’wz(] (@) = P;ZO’MO (q) for Vz,w € W’ and Vy € Wj.
Hence, by Lemma 4.2-(ii), we have

p{](D’{UZO)

1 — R
— (—-l)e(lo)q;"’o Z uyl Z (-_l)e(ac)+l(w)q5)qalc lpélo,wzo(q)sz.
yeEW, zeW

Hence, by almost the same method to (i), we can obtain (ii). Note that

T— ot —
> al=ak ) gt ged
yeEW; yew,
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