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Introduction 

Let (a, b, c; h) be a system of four positive integers, called the 
weights, such that h>max(a, b, c). We call (a, b, c; h) regular, if the 
following rational function in T becomes a polynomial function. «1.2) 
Definition) 

(P - P)(P - P)(P - P) 
(Ta-l)(T b -l)(Tc-l) 

(Notably, then the function· becomes a polynomial with positive integral 
coefficients. «1.3) Theorems 1 and 1 *» 

The purpose of the present paper is the study of such regular systems 
of weights in certain good cases, since it gives a systematic viewpoint for 
certain class of discontinuous groups and associated surface singularities, 
which are studied by several authors such as Arnold, Brieskorn, Dolgachev, 
Looijenga, Milnor, Orlik, Pinkham, Saito, Sherbak, Slodowy, Wagreich 
aud Wahl in connection with C*-action. 

Namely we put e:=a+b+c-h and classify regular systems of 
weights for e= 1 (>0), e=O and e= -1 «2.1) Theorem 2 and Tables 1,2 
and 3). Then each regular system for these three cases corresponds to a 
certain discrete subgroup of the groups of the motions of Pl( C), C, and 
H (the upper half plane) respectively (cf. (3.4) Note). The correspondence 
is established through surface singularities. Namely let (a, b, c; h) be a 
regular system of weights. Then the hypersurface Xo: = {(x, y, z) e C 3 : 

f(x, y, z)=O} defined by a weighted homogeneous polynomialf(x, y, z)= 
L:aijkxiyjzk (here the sum is over indexes (i,j,k) with ai+bj+ck=h 
with generic coefficients), has singularity only at the origin. «3.2) 
Theorem 3). For the cases e= 1,0 or -1, the 2-manifold Xo-{O} is a 
quotient variety by the free action of the corresponding discrete group on 
the canonical, trivial or anti-canonical C*-bundle over P, Cor Hrespec­
tively. (Some of such description is very old, going back to Schwarz's 
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triangle groups. [57]) 
Precisely, for the case c = 1 (resp. 0), our list of regular systems of 

weights corresponds to that of binary polyhedral groups (resp. certain 
Heisenberg groups). The corresponding Xo are rational double points 
(resp. simple elliptic singularities). (These cases are classical. Cf. for 
instance [8] [47]). 

For the case c= -1, our list corresponds one to one to the table of 
some Fuchsian groups of the first kind, which are listed by Wagreich and 
Dolgachev, as the rings of automorphic forms with three generators. ([64, 
Table 1]). We shall prove the correspondence intrinsically without using 
the table of classifications (cf. (3.5) Theorems 4, 5, (5.5) and (5.6) Theorem 
7). This also reproves the result of Wagreich ([64, Theorems (3.1), 
(4.6)]). Our proof uses the solution of Fenchel's conjecture [11] (18] [44]. 

Finally, we give a formula for the volume of the fundamental domain 
F of the discrete groups in terms of weights (cf. (5.6.3)): 

vol (F)/rr=h/abc. 

The proof of the formula uses the self intersection number of the Weil 
divisor at infinity in a compactification of the Milnor fiber of the singular 
surface Xo (§ 6). The minimal model of the compactification is a K3 
surface for c= -1. (The idea of the compactification is due to H. 
Pinkham [42]. For the case c= 1, see [54].) 

Each paragraph of the paper has its own introduction. For conven­
ience of the reader and for completeness, sometimes we recalled well 
known facts with references. The readers are suggested to skip the proofs 
(1.5)-(1.11) of Theorems 1 and 1 * in Section 1, the proofs (2.3)-(2.5) of 
the classification Theorem 2 in Section 2, the proof of (3.2) Theorem 1) 
and 2) Section 3 and (4.3)-(4.5) at first reading to avoid getting into 
details. 

As explained in Section 4, we aim to study the period mapping for 
the singularities, which appear in this paper. Thus the present paper is 
the first attempt to the aim. For the purpose we want to describe the set 
of vanishing cycles for Xo in terms of root systems. For c>O, it is done 
by classical root systems A r, Dr or Er [5]. For c=O, it is done by 
extended affine root systems Ell,l) [53]. The root systems for the case 
c= -1 with fJ.o=O will be studied in a forthcoming note [55]. 

It might be worthwhile to mention a classification work of critical 
points by V.I. Arnold [3], since most of the singular points which appear 
in the present paper have appeared already in the tables of V.1. Arnold 
[loco cit.]. He took the viewpoint of modality, whereas we took the 
viewpoints of the regular systems of weights as above, which is much 
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more special. The reason for this restriction comes from the tact that we 
wanted to single out the singularities in connection with· group theoretic 
veiwpoint. 

The author expresses his gratitude to H. Maeda and K-1. Watanabe, 
who pointed out to the author the works of Dolgachev [15] and Wagreich 
[64] [65], which the author missed while preparing the first version of the 
paper. 
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§ 1. Regular system of weights and its exponents 

This paragraph is devoted to a purely arithmetic study of regular 
systems of weights (see Definition (1.2)). The main result is the positivity 
of coefficients ak of the characteristic function X(T) (see (1.3) Theorem 1, 
Theorem 1 *), which enables us to introduce exponents (see (1.4) Defini­
tion) for every regular system of weights. 

(1.1) Let us start with a numerical datum, 

(1.1.1) (a, b, c; h) e N 3 xN 

such that 

(1.1.2) h>max (a, b, c). 

We shall call such (a, b, c; h) a system of weights. It will be called 
primitive*, if it satisfies 

(1.1.3) gcd (a, b, c, h)= 1. 

(1.2) To a system of weights, we associate a rational function X(T) 
in a variable T, 

(1.2.1) 

*> In a forthcoming paper "On the existence of exponents prime to the Coxeter 
number, RIMS 529, 1985", we have changed our terminology "primitive" to "re­
duced". 
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which we shall call the characteristic function for the system of weights 
(cf. (3.2) Lemma 2). 

By definition X(T) satisfies the relation, 

(1.2.2) X(T- I )= T-hX(T). 

(1.2) Definition. A system of weights (a, b, c; h) is regular, if its 
characteristic function X(T) is regular on C-{O}. (i.e. X(T) does not have 
any pole on j Tj= I). 

(1.3) Our interest in this paper is the study of regular systems of 
weights. The first result in the direction is the following. 

Theorem 1. Let (a, b, c; h) be a regular system of weigh ts. Put 

(1.3.1) f1:- (h-a)(h-b)(h-c) . 
abc 

Then f1 is a positive integer. There exist f1 integers ml , ••• , mp S.t. 

(1.3.2) 

(1.3.3) 

(1.3.4) fori=I,···,f1. 

Here we define the index e by, 

(1.3.5) 

The above Theorem 1 is an obvious reformulation of the following 
Theorem 1*. 

Theorem 1*. Let (a, b, c; h) be a regular system of weights. Let f1 
be defined as (1.3.1). 

The characteristic function X(T) has the following additive expression: 

(1.3.5) 
m=s 

where am (m E Z) are nonnegative integers, s.t. 

(1.3.6) 

(1.3.7) 

(1.3.8) 

m=e 

am=ah_m for m=e, e+l, "', h-e, 
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The relationship among ml , ... , mp and ao ... , a"_e is 

(1.3.9) 

(1.3.10) 
h-e 

{ml' ... , mp}= U {m, ... , m}. 
m=e "-...-" 

am copies 

(1.4) Definition. Let (a, b, c; h) be a regular system of weights. 
1. We shall call fl. of (1.3.1) the rank of (a, b, c; h). 
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2. We shall call the integers ml> ••• , mp of (1.3.2) the exponents of 
(a, b, c; h). 

3. We shall call the integer am of (1.3.5), the multiplicity of an ex­
ponent m of (a, b, c; h). 

The remaining (1.5)-(1.11) of this paragraph is devoted to the proof 
of the above Theorem 1 *. 

(1.5) First let us introduce a notation. 

Definition. For a set of positive integers Cl> ••• , Cr and for k E Z, put 

(1.5.1) N(k; c l , ••. , cr ) 

= The coefficient ofP in the Taylor expansion of l/iD1 (1- Pi) 

=#{(PI' ... ,Pr) E (Z+Y: tiPiCi=k}. 

where Z+ :={p E Z;p>O}. 

By definition N(O; cl , •.. , cr )= 1 and N(k; CI , ..• , cr)=O for k<O. 
In Section I-Section 3, we shall always assume that r = 3 and CI = a, 

Cz = band Cg = C for some system of weights. Therefore if the weights in 
reference is clear from context, we shall simply denote N(k) instead of 
N(k; a, b, c). 

(1.6) The following Assertions are basic. 

Assertion. Let (a, b, c; h) be a regular system of weights. 
1. The weight a divides h-a, h-b, or h-c. 
2. There exists a positive integer u s.t. either h=(u+ l)a, h=ua+b 

or h=ua+c. 
Statements similar to 1 and 2 obtained by permutations of a, band c 

hold. 
3. N(h-a»O, N(h-b»O, and N(h-c»O, 
4. gcd (a, b) I h, gcd (b, c) I hand gcd (c, a) I h. 

Proof 1. The denominator of (1.2.1) is divisible by ifJa (= : the 
irreducible cyclotomic polynomial primitive a-th roots of unity). Hence 
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the numerator (Th-a_I) (P-b_I) (P-C_I) is also divisible by ¢a, so 
that either al(h-a), al(h-b) or al(h-c) holds. 

2. Due to the above 1, either (h-a)/a, (h-b)/a or (h-c)/a is an 
integer, say u. If u were not positive, h=max (a, b, c). This is a contra­
diction to the definition of the weights (cf. (1.1.2». 

3. Due to 2, h-a is equal to either ua, (u-I)a+b or (u-I)a+c. 
This implies N(h-a»O. 

4. Suppose g:=gcd(a, b» 1. Then the denominator of X(T) in 
(1.2.1) is divisible by ¢~. Therefore at least two of h-a, h-b, h-c is 
divisible by g. This implies either g 1 (h-a) or g 1 (h-b). Therefore g 1 h. 

q.e.d. 

Note. The above 1-4 together give enough conditions for a system 
of weights to be regular. 

Corollary. If (a, b, c; h) is a primitive regular system of weights, then 
we have, 

(1.6.1) gcd(a, b, c)=1. 

Proof Due to Assertion 4, gcd (a, b, c) 1 h. q.e.d. 

(1.7) The characteristic function X(T) has an expression, 

(1.7.1) P(I _ Th-a)(I - T h- b)(1- Th-C) I:: Tpa+ qb+TC 
p,q.r=O 

on the unit disc 1 T 1 < 1, so that X has a power series development at T = 0, 

(1.7.2) I:: akP (ak E Z for k E Z), 
kEZ 

such that ak=O for k<e and a. = 1. 
In general the series (1.7.2) converges only on 0<1 TI< 1. 

(1.8) If the weights (a, b, c; h) for the characteristic function X(T) is 
regular, then the series (1.7.2) is afinite sum, 

(1.8.1) 

with the duality, 

(1.8.2) for k e Z. 
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Proof Since X(T) is a regular function on C-{O}, the series (1.7.2) 
converges on 0 < I T I < 00. Thus one may apply the relation (1.2.2) to the 
series. Comparing the coefficients, one obtains the duality (1.8.2). q.e.d. 

(1.9) In the following, we want to show the positivity ak>O (k E Z) 
of the coefficients of (1.8.1). For the purpose, let us give an expression 
for them. 

Formula. 

(1.9.1) ak=N(k-s)-N(k-b-c)-N(k-c-a)-N(k-a-b) 

for k<h+inf(a, b, c) 

Proof Put d:=inf(a, b, c). Noting the following inequalties, 

e+(h-a)+(h-b)=h+c~h+d 

e+(h-b)+(h-c)=h+a~h+d 

e+(h-c)+(h-a)=h+b>h+d 

e+(h-a)+(h-b)+(h-c)=2h~h+d, 

and the equalities, 

one obtains the following congruence relation, 

Therefore, 

00 

X(T)-=(T'_Tb+C_Tc+a_Ta+b) L: Tpa+qb+rcmodTh +d • 

p,q,r=O 

This implies the formula (1.9.1). q.e.d. 

(1.10) The following is the main step for the proof of Theorem 
(1.3). 

Assertion. For a regular system of weights, the coefficients of the 
additive expression (1.8.1) of the characteristic function are non-negative, 
i.e. 

ak~O for k E Z. 

Proof Due to the duality (1.8.2), it is enough to show the assertion 
only for k<h/2. 
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Let us define elements A, Hand C of Z~ by, 

A:=either (u, 0, 0), (u, 1,0) or (u,O, 1) according as 
either h-a=ua, h-a=ua+b or h-a=ua+c. 

H:==either (0, v, 0), (0, v, 1) or (1, v, 0) according as 
either h-b=vb, h-b=vb+c or h-b vb+a. 

C: = either (0, 0, w), (1,0, w) or (0, 1, w) according as 
either h-c=wc, h-c=wc+a or h-c=wc+b. 

These A, Hand C are well defined due to (1.6) Assertion 2. 
Let us define subsets M A, MB and Me of Z~ by, 

MA:={A+(p, q, r): (p, q, r) e Z~ S.t. pa+qb+rc=k-b-c}, 

MB:={H+(p, q, r): (p, q, r) e Z~ S.t. pa+qb+rc=k-c-a}, 

Me:={C+(p, q, r): (p, q, r) e Z~ S.t. pa+qb+rc=k-a-b}. 

Here in the definition, the symbol + for two elements of Z~ means the 
addition as elements of ZS. 

By definition, we have obviously, 

#MA=N(k-b-c), #MB=N(k-c-a) and Me=N(k-a-b). 

On the other hand, MA, MB and Me are subsets of 

M:={(p, q, r) e Z~: pa+qb+rc=k-e}. 

C.· (h-a)+(k-b-c)=k+h-a-b-c=k-e; etc.) 

Therefore if we have shown that M A, MB and Me are disjoint in M, then 
the~inequality 0 <#M -#MA-#MB-#Me = N(k-e)-N(k-b-c)­
N(k-c-a)-N(k-a-b) implies the positivity ak~O due to (1.9.1). 

In the following i)-iv), we shall show that if MA, MB and Me are not 
disjoint, then after a suitable change of A, H, C to A', H', C' the newly 
defined M A" MB, and Me' become disjoint. 

i) If A is of the form (u, 0, 0), then MA is disjoint from MB andfrom 
Me· 

Proof Suppose :I(p, q, r) e MA n MB. On one hand, (p, q, r) e 
MA implies p>u=(h-a)Ja. On the other hand, (p, q, r) e MB implies 
p::;;'I+(k-c-a)Ja. Therefore (h-a)Ja< 1+(k-c-a)Ja and hence 
h-a+c<k. Combining this with k<hJ2, one gets hJ2<a-c. Then 
k-a-c<hJ2-a-c< -2c<0 so that N(k-a-c)=O and MB=</>. 
This is a contradiction to MA n MB=I=ifJ. The same argument shows 
MA n Me=l=ifJ. q.e.d. 
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ii) If A is of the form (u, 0,1), then MAnMB=ifJ. 

Proof Suppose 3(p, q, r) E MA n MB. Then (p, q, r) E MA implies 
p~u=(h-a-c)/a and (p, q, r) E MB implies p~l+(k-c-a)/a. There­
fore (h-a-c)/a~l+(k-c-a)/a and hence h;;;;'k+a. Noting k~h/2, 
one computes k-a-c ~ h/2-a-c;;;;, h-k-a-c;;;;, -c<O. Thus 
N(k-a-c)=O and MB=ifJ. This contradicts MA n MB=F-ifJ. q.e.d. 

iii) Let A = (u, 1, 0) and B= (I, v, 0). Then one of the following 
three cases occurs 

a) MAnMB=ifJ, 
b) u= 1, a=vb and h=(2v+ l)b, 
c) V= 1, b=ua and h=(2u+ l)a. 

Proof The assumption on A and B implies, 

Therefore ua=vb and hence u=O iff v=O. If u=v=O, then h=a+b. 
Without loss of generality let us assume a~b. Then 

h b-a 
k-c-a~--c-a=---c<O 

- 2 2 

so that N(k-c-a)=O and MB=ifJ. Thus MA n MB=ifJ. 
Assume u~ 1 and v~ 1. Suppose MA n MB=F-ifJ. Take (Pt, ql' r t ) 

and (P2' q2' r2) or Z~ such that 

Written componentwise, this means, 

First let us show Pt = q2 = O. 
Since (h-a-b)/a = u = P2+ 1-Pl=(k-c-a-q2b-r2c)/a+ 1-PI> 

one gets 

Therefore if Pl~ 1 then h-k<b and if q2~ 1 then h-k<a. Since 
k ~ h/2, this implies k < b or k < a, so that in the first case M A = ifJ and in 
the second case MB=ifJ. In any case MAnMB=ifJ. 

Now usingpl=q2=0, one computes easily, k-b-c=P1a+q1b+r1c 
=(v-1)b+rtc so that one gets 
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Then recalling h = vb + a + b and vb = ua, one gets 

.!.-k= vb+a+b vb-(r1+1)c 
2 2 

=~(v+u-uv)(rl+ l)c. 
2u 

Since hj2-k>0 and c>O, one obtains the inequality, 

v+u-uv>O, 

where u, v E Z and u> 1, v> 1. Hence either u= 1 or V= 1. 
cases one sees directly the equalities of iii). 

In both 
q.e.d. 

iv) Suppose that M A, MB and Me are not disjoint. By a permutation 
of the role of a, band c, suppose MA n MB1=ifJ. Then i) and ii) imply 
A=(u, 1,0) and B=(l, v, 0). Then applying ii) again MAn Me = ifJ and 
MB n Me = ifJ· Applying iii) either a I h or b I h occurs. Then we replace 
A=(u, 1,0) by A' = (2u, 0, 0) or B=(1, v, 0) by B'=(O, 2v, 0). In any case, 
using i) and ii) one may check easily that MA" MB, and Me' are disjoint. 

These complete the proof of (1.10) Assertion. q.e.d. 

(1.11) Since all the coefficients ak (k E Z) are non-negative, and 
only finite number of them are positive, let us define, 

(1.11.1) 

Then p is counted from the weights as follows. 

(1.11.2) (h-a)(h-b)(h-c) 
p 

abc 

By the additive expression (1.8.1) for X, we have p=X(1). On the 
other hand the rational expression (1.2.1) for X implies, 

1 (p-a-l+ . .. + 1)(P-b-l+ ... + 1)(P-c-l+ ... + 1) 
X( ) (Ta-I+ . .. + l)(P-I+ ... + 1)(P-l+ ... + 1) 

= (h-a)(h-b)(h-c) 
abc 

Thus (1.5)-(1.11) altogether prove (1.3) Theorem 1 *. 
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§ 2. Classification of regular systems of weights for s = 0, ± 1 

In the present paragraph, we classify primitive regular systems of 
weights for e>O, e=O and e= -1 (cf. (2.2) Tables 1,2 and 3). 

(2.1) Theorem 2. For e>O, there are two infinite sequences Al 
(I;;::: 1), and DI (/;;:::4) of primitive regular systems of weights and three 
exceptional cases E6 , E7 and E8 (see (2.2) Table 1). 

For e=O, there are three exceptional cases £6' £7 and £8 of primitive 
regular systems of weights (see (2,2) Table 2). 

For e=-I, there are 14+8+6+3 cases of exceptional primitive 
regular systems of weights (see (2.2) Table 3). 

The proofs of the classification are given in (2.3), (2.4) and (2.5). 

Note 1. For each regular system of weights above, we associate a 
notation for later use as follows. 

For any regular system of weights, we associate some surface singular 
point in (3.2), (3.3). Therefore if the singular point has already a 
"standard" notation, we use it also for the regular system. 

For some other regular systems (a, b, c; h) in the case e= -1, we 
use tentatively Rabc as the notation for the system of weights. 

Note 2. We identify two systems of weights, when they differ only 
by a permutation of the first three weights a, band c. Thus in Tables 1, 
2 and 3, we have assumed a~b·::;c except in the case of type AI' 

(2.2) Primitive regular systems of weights 

Table 1 (Case e>O) 

Notation p. a b c h exponents h/abc 

Al (I;;::: 1) I a b c h lc, 2c, 3c, ... , Ic (/+ 1)/ab 
Here h:=a+b S.t. c I hand I:=h/c-l. (cf. Note 1) 

DI (/;;:::4) / 2 1-2 I-I 2(1-1) 1,3,5, ···,1-1, ···,2/-3 1/(1-2) 
(1-1 twice for / even) 

E6 6 3 4 6 12 1,3, 5, 7, 8, 11 1/6 
E7 7 4 6 9 18 1,5, 7,9,11,13,17 1/12 
E8 8 6 10 15 30 1,~ 11, 13, 1~ 1~23,29 1/30 

Table 2 (Case e=O) 

Notation p. a b c h exponents h/abc 

£6 8 1 3 0, 1, 1, 1,2,2,2,3 3 
£7 9 1 2 4 0,1,1,2,2,2,3,3,4 2 
£8 10 2 3 6 0, 1, 2, 2, 3, 3, 4, 4, 5, 6 
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Table 3 (Case e=-l) 

Notation fl- a b c h exponents h/abc 

EI2 12 6 14 21 42 -1,5,11,13, 17, 19,23,25,29, 1/42 
31,37,43 

EI3 13 4 10 15 30 -1,3, 7, 9, 11, 13, 15, 17, 19,21, 1/20 
23,27,31 

E14 14 3 8 12 24 -1, 2, 5, 7, 8, 10, 11, 13, 14, 16, 1/12 
17,19,22,25 

Zl1 11 6 8 15 30 -1, 5, 7, 11, 13, 15, 17, 19,23, 1/24 
25,31 

Z12 12 4 6 11 22 -1,3, 5, 7, 9, 11, 11, 13, 15, 19, 1/12 
23 

ZI3 13 3 5 9 18 -1,2,4,5, 7, 8, 9, 10, 11, 13, 14, 2/15 
16,19 

W12 12 4 5 10 20 -1,3,4,7,8,9, 11, 12, 13, 16, 17. 1/10 
21 

WI3 13 3 4 8 16 -1,2, 3, 5, 6, 7, 8, 9, 10, 11, 13, 1/6 
14,17 

QIO 10 6 8 9 24 -1,5,7,8,11,13,16,17,19,25 1/18 
Q11 11 4 6 7 18 -1,3, 5, 6, 7, 9, 11, 12, 13, 15, 19 3/28 
Q12 12 3 5 6 15 -1,2,4, 5, 5, 7, 8, 10, 10, 11, 13, 1/6 

16 
Sl1 11 4 5 6 16 -1,3,4,5,7,8,9,11,12,13,17 2/15 
S12 12 3 4 5 13 -1,2,3,4, 5, 6, 7, 8, 9, 10 11, 14 13/60 
Ul2 12 3 4 4 12 -1,2,3,3,5,6,6,7,9,9,10,13 1/4 

R26lJ3,0) 16 2 6 9 18 -1, 1,3, 5, 5, 7, 7, 9, 9, 11, 11, 13, 1/6 
13;15,17,19 

R24lZI ,0) 15 2 4 7 14 -1, 1,3,3, 5, 5, 7, 7, 7, 9, 9, 11, 1/4 
11, 13, 15 

R245(Q2,0) 14 2 4 5 12 -1, 1,3) 3,4, 5, 5, 7, 7, 8,9,9, 3/10 
11,13 

R236(WI ,o) 15 2 3 6 12 -1, 1, 2, 3, 4, 5, 5, 6, 7, 7, 8, 9, 1/3 
10,11,13 

R23lSI,0) 14 2 3 4 10 -1,1,2,3,3,4,5,5,6,7,7,8,9, 5/12 
11 

R233(UI ,o) 14 2 3 3 9 -1,1,2,2,3,4,4,5,5,6,7,7,8, 1/2 
10 

R22sC VI, 0) 15 2 2 3 8 -1,1,1,2,3,3,3,4,5,5,5,6,7, 2/3 
7,9 
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R22,(NI6) 16 2 2 5 10 -1, 1, 1,3,3,3,5,5, 5, 5, 3, 3, 3, 1/2 
9,9,11 

RU6 22 1 4 6 12 -1,0,1,2,3,3,4,4,5,5,6,6,7, 1/2 
7, 8, 8,9, 9, 10, 11, 12, 13 

RI35 21 1 3 5 10 -1,0, 1,2,2,3,3,4,4,5, 5, 5, 6, 2/3 
6, 7, 7, 8, 8, 9, 10, 11 

R 134 20 - 1 3 4 9 -1,0, 1,2,2,3,3,3,4,4, 5, 5,6, 3/4 
6, 6, 7, 7, 8, 9, 10 

R124 21 1 2 4 8 -1,0, 1, 1,2,2,3,3,3,4,4,4,5, 1 
5, 5, 6, 6, 7, 7, 8,9 

R123 20 1 2 3 7 -1,0,1,1,2,2,3,3,3,4,4,4,5,7/6 
5, 5, 6, 6, 7, 8 

R122 20 2 2 6 -1,0, 1, 1, 1,2,2,2, 3, 3, 3, 3, 4, 3/2 
4, 4, 5, 5, 5, 6, 7 

R1I3 25 1 3 6 -1,0,0, 1, 1, 1,2,2,2,2,3,3; 3, 2 
3, 3, 4, 4, 4, 4, 5, 5, 5, 6, 6, 7 

R112 24 1 1 2 5 -1,0,0, 1, 1, 1, 1,2,2,2,2,2,3, 5/2 
3, 3, 3, 3, 4, 4, 4, 4, 5, 5, 6 

R111 27 1 1 1 4 -1,0,0,0, 1, 1, 1, 1, 1, 1,2,2,2, 4 
2, 2, 2, 2, 3, 3, 3, 3, 3, 3, 4, 4, 4, 5 

Note 1. The case AI need special treatment, since I alone does not 
determine the weights (a, b, c; h) uniquely. In this case we understand 
c= 1 as the condition for the system to be primitive. 

Under this convention we have always the equality, 

for any primitive regular system of weights with e>O. 

Note 2. For the case D I , I even, the exponent 1-1 is counted twice. 
(i.e. a l _ 1=2 (/:even), =1 (I: odd).) 

Note 5. The division of Table 3 into 14+8+6+3 types are done 
according to the following rule. 

The first group of 14 types: = Regular systems of weights 
with aO=a1=0. 

The second group of 8 types: = Regular systems of weights 
with ao=O, a1>0. 

The third group of 6 types: = Regular systems of weights 
with 00= 1, a1>0 
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The fourth group of 3 types: = Regular systems of weights 
with ao>2, a1>0 

Note 6. We notice that Table 3 of (a, b, c; h) for e= -1 coincides 
with the table obtained by P. Wagreich [64, Table 1] for the systems of 
degrees (qo, ql' qz; d) of three generators and a relation polynomial for 
certain ring of automorphic forms. This fact will be proven in (3.4) 
Theorems 3 and 4 and in (5.5). (Compare [loco cit, Theorem 3.1, Theorem 
4.6].) 

Proof of (2.1) Theorem 2. Without loss of generality, we assume 
a>b>c. 

(2.3) Case e>O 
Due to (1.6) Assertion 2, either i) h=ua+b, ii) h=ua+c or iii) h= 

(u+ I)a for an integer u>O. On the other hand, the assumption e=a+ 
b+c-h>O implies h<3a, h<2a+b and h<2a+c. Therefore, 

i) h=a+b and c=e. Hence X=T'(Th-c-I)f(P-I) so that 
cl(h-c) and X= P(P-zc+ p-sc+ ... + I). This is the case of type A z 

for 1=(a+b)/c-1. 
ii) h=a+c and b=e. This is also the case of type A z for 1= 

(a+c)/b-1. 
iii) h=2a and a=b+c-e. Hence X=T'(P-b-l)(P-C_I)/ 

(P-I)(P-I) so that either iii)! bl(h-c) or iii)z bl(h-b). 
iii)! Since h-c=2a-c=2b+c-2e<3b, we have h-c=vb for 

v= 1 or 2. If v= I, then 2a=h=b+c so that a=b=c. This is the case 
of type A!. 

Assume v=2 so that h=c+2b and c=2e. Then 

so that 2e 12b. This implies 2e divides c+2b=h=2a and hence 
gcd (a, b, c; h)=e. 

Thus if the system of weights is primitive, then e= I and c=2, b= 
1-2, a=I-1 for some 1~4 and 

This is the case of type D z• 

iii)z Since h=2b+2c-2e<4b, we have h=vb for v=2 or 3. If 
v=2, then 2a=h=2b so that a=b and h=a+b. This case reduces to i). 

Assume v=3, so that h=3b andb=2c-2e. Then 
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X= T' (T2c-2'+ I)(T5c-6'_I) == _ T-7e (P'+ l)(P'-l) 
P-I P-I 

mod Z[T]T' 

(Here Z[T]T means the localization of Z[T] by T.) Therefore either 
iii)2,1 c 14e or iii)2,2 c 16e. On the other hand by the assumption b>c, we 
have b-c=2c-2e-c=c-2e>O, that is, 

*) c~2e. 
iii)2,1 Put c=pe/q where p 14 and q 1 e. 
*) implies pe/q~2e so that 4~p>2q and hence q=I or q=2. 

Then, either 

c=2e, b=2e, a=3e, h=6e and X= T'(T2'+ 1)2, or 
c=4e, b=6e, a=ge, h= 18e and 

X= T'(T"- P'+ 1)(T12'+T10'+ ... + 1). 

iii)2,2 Put c=pe/q wherepl6 and qle. 
*) implies pe/q~2e so that 6~p>2q and hence q= I, 2 or 3. 

Then, either 

c= 3e, b=4e, a=6e, h= 12e and X= T'(T"+ I)(T6'+ T"'+ 1), or 
c=6e, b=lOe, a=I5e, h=30e and X=T'(po'+I)(ps'+P2'+P'+I). 

This completes the proof for Table 1. 

(2.4) Case e=O 
Since h=a+b+ c, due to (1.6) Assertion either a 1 (b+ c), alb or a 1 c. 

Therefore a>b~c>I implies either i) a=b or ii) a=b+c. 

i) a=b. Then X=(P+C-I)2(P+I)/(P-1)(P-1) so thatblc. 
Therefore a=b=c and X=(P+ 1)3. 

ii) a=b+c. Then X=(T2c+b_I)(Pb+C_1)/(P_I)(TC_I) so that 
b 12c or b 1 c. Therefore b > c implies either b = c or b = 2c. Thus either 

a=2c, b=c and X=(pc+ TC+ 1)2, or 
a=3c, b=2c and X=(T2c+I)(T'c+pc+pc+P+1). 

This completes the proof for Table 2. 

(2.5) Case e=-I 
Since h=a+b+c+I, due to (1.6) Assertion either al(b+c+I), 

al(b+I) or al(c+I). Therefore a>b~c implies either i) a=b+c+l, 
ii) a=(b+c+ 1)/2, iii) a=b+ 1, iv) a=c+ 1 or v) a=b=c= 1. 

i) a=b+c+ 1. Then X(T) = T-1(P+ 2c+2_I)(Pb+c+2_I)/(P_l) 
X(P-I) so that either b 1 (2c+2) or b 1 (c+2). Thus b>c implies either 

i)1 b=2c+2, i)2 b=c+ 1, i)3 b=c+2 or i)4 b=c=2. 
i)1 b=2c+2. Then X(T)= T-l(PC+2+ 1)(PC+6_1)/(Tc -1) so that 

either c 14 or c 16. Thus we have one of the following: 
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c=I, b=4, a=6, X=T-I(T4+I)(T1o+T9+ ... +1); 
c=2, b=6, a=9, X= T-l(T6+ I)(TH+ T 12 + . .. + 1); 
c=3, b=8, a=12, X=T-l(P+I)(T1B +T15+ ... +1); 
c=4, b=1O, a=15, X=T- 1(P_T6+ ... +1)(T24+T22+ ... +1); 
c=5, b=14, a=21, X=T-l(TH+l)(T30 +T24+ ... +1). 

i)2 b=c+1. Then X(T)=T-l(T2c+2+T<+1+1)(T3cH_l)/(T<_I) 
so that c 13 or c 14. Thus we have one of the following: 

c=l, b=2, a=4, X=T- 1(T4+T2+1)(P+T5+ ... +1); 
c=2, b=3, a=6, X=T- 1(T6+P+l)(P+P+ ... +1); 
c=3, b=4, a=8, X=T- 1(T6_T5+T3_T+l)(TI2+TIl+ ... +1); 
c=4, b=5, a=1O, X=T-I(TIO+rs+I)(T I2+TB+T'+I). 

i)3 b=c+2. Then X(T)=T- 1(T3CH_l)(T2C+4+T<+2+1)/(T<_I) 
so that either c 14 or c 16. Thus we have one of the following: 

c=l, b=3, a=5, X=T- 1(T6+T5+ ... +1)(T6+r+l); 
c=2, b=4, a=7, X=T-1(P+P+··· +1)(P+T'+I); 
c=3, b=5, a=9, 

X=T-I(P2+TIl + ... +1)(TB-r+T5-T4+P-T+l); 
c=4, b=6, a= 11, X= T-l(Tl2+ rs+ T'+ 1)(TI2+ T6+ I); 
c=6, b=8, a= 15, X= T- l(T20+ TlB + ... 1) 

X (T14_ rt3+ TIl_ TlO+p_ r+ T6_ T4+r-T + 1). 

i), c=2, b=2, a=5, X=T- l(T6+T'+T2+ 1)2. 
ii) a=(b+c+ 1)/2. Then the inequality a>b>c implies that a= 

b=c+ 1 and hence X(T) = T-l(T<+l+ I)2(pc+3_1)/(T<_I). Therefore 
c 12 or c 13. Thus we have one of the following: 

c=l, b=2, a=2, X=T-I(T2+1)2(T4+r+ ... +1); 
c=2, b=3, a=3, X= T-I(P+ 1)(T2- T + 1)(T6+ T5+ . .. + 1); 
c=3, b=4, a=4, X= T-l(T'+ 1)2(T6+ P+ 1). 

iii) a=b+ 1. Then X(T) = T- 1(P+C+l_1)(P+C+2 _1)(Tb+l -1)/ 
(P-I)(T<-I). Thus b>c implies either iii)l b=c+2, iii)2 b=c+ I, iii)3 
b=2 or iii)4 b=c= 1. 

iii)l b=c+2. Then X(T)= T- l(T2c+3_I)(T<+2+ 1)(T<+3+ I)/(T<-I) 
so that either c 14 or c 16. Thus we have one of the following: 

c=I, c=3, a=4, X=T-1(T'+P+ .. . + 1)(T3+ 1)(T4+1); 
c=2, c=4, a=5, 

X=T- 1(T6+T5+ ... + 1)(T'+I)(T'-T3+P-T+ 1); 
c=3, c=5, a=6, X=T- 1(T6+P+I)(rs+I)(T6+I); 
c=4, c=6, a=7, X= T-l(Tlo+ T9+ . .. + 1)(T'- T2+ I) 

X(rs- rs+· .. + 1); 
c=6, c=8, a=9, X=T- l(rt2+P+ ... +I)(P+l)(T6-T3+1). 
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iii)2 b=c+ 1. Then X(T) = T-l(P+1+ 1)(pc+3_1)(P+2+ 1)/(P -1) 
so that either c 13 or c 14. Thus we have the following: 

c=l, b=2, a=3, X=T-l(P+1)(T3+1)(T4+T3+ ... +1); 
c=2, b=3, a=4, X=T- '(P+T+l)(T6+P+ ... +1)(r+l); 
c=3, b=4, a=5, X=T- '(r+l)(p+l)(T6+P+l); 
c=4, b=5, a=6, X=T-l(T4_T3+ ... +1)(T10+P+ ... +1) 

(T4_P+l). 

iii)3 b=2. Then X(T) = T-1(P + 1)(P+4 - 1)(P+3 - 1)/(P - 1) 
X(P-l) so that either c13, cl4 or cl6 and c<b=2. Thus either 

c=l, b=2, a=3, and X=T- 1(p+l)(r+p+ ... + 1)(P+ 1), or 
c=2, b=2, a=3, and 

X=T- '(P-T+l)(r+p+l)(r+p+ ... + 1). 

iii). c=l, b=l, a=2 and X=T- '(T2+T+l)(P+P+T+l) 
X(P+l). 

iv) a=c+ 1. Since a>b>c, then either iv), a=b=c+ 1 or iV)2 
a=b+ 1, b=c. Thus iV)1 is reduced to ii) and iV)2 is reduced to iii). 

v) a=b=c=1 and X=T- 1(P+T+1)3. 
This completes the proof for Table 3. 

(2.6) Before closing this paragraph, let us give a numerical equality, 
which will explain a dimensional relation among certain moduli spaces 
(cf. (3.6) Assertion). 

Assertion. Let (a, b, c; h) be a regular system of weights which is not 
of type A!. Then we have, 

(2.6.1) a_.=a"+e=N(h)-N(a)-N(b)-N(c) 

where a_. is the multiplicity of exponents equal to -e and N(k) are defined 
in (1.5). 

Proof Due to the duality (1.3.7), we have only to show, 

a,,+< =N(h)....:.... N(a)- N(b)- N(c). 

Due to the classification Table 1, an inequality h+e<h+inf (a, b, c) 
holds except in the case of type A!. Then the formula (1.9.1) obviously 
implies the Assertion. q.e.d. 

Notation. We shall denote the number a_.=a"+e by mo. (cf. (3.6) 
Assertion 1 and (4.1.2)) 
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§ 3. Quotient singularities 

For any regular system of weights (a, b, c; h), there exists weighted 
homogeneous polynomials f(x, y, z) of degree h with deg x=a, degy=b 
and degz=c such that the hypersurface Xo:={(x, y, z) E C 3 :f(x, y, z)=O} 
has singular points only at the origin. «3.2) Theorem) 

According as e= 1,0 or -1, the 2-manifold Xo-{O} is a quotient 
variety by the free action of the discrete subgroups of the motion groups 
of PI(C), Cor H:={z E C: Im(z»O} on their canonical, trivial or anti­
canonical C*-bundles. «3.4) Note.) 

(3.1) Let (a, b, c; h) be a system of weights. The polynomial ring 
R: = C[x, y, z] in three variables x, y and z has a natural graded ring 
structure, 

(3.1.1) 

by weights degx=a, degy=b and degz=c. Here Rn is spanned by the 
monomials xpyqzr S.t. pa+qb+rc=n, whose rank is equal to men) (recall 
(1.5)). 

We shall denote by, 

(3.1.2) 

the maximal ideal of R generated by x, y and z. 

(3.2) Theorem 3. For a system of weights (a, b, c; 11) the following 
three statements are equivalent. 

i) The system of weights is regular. 
ii) There exists a polynomial f(x, y, z) E Rh of degree h, with the 

following property: 
(3.2.1) The partial derivatives aflax, aflay, and aflaz form a regular 

sequence in the ring R. 
iii) The set U: ={f E R h : f satisfies (3.2.1)} is a non-void Zariski open 

subset of R h • 

Note [34]. For a polynomial f satisfying (3.2.1), put 

(3.2.2) 

Then A f is a graded module of finite rank f1 over C, whose Poincare 
polynomial (cf [5, Ch. v, § 5]) is T-·X(T). 
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Proof The equivalence of ii) and iii) is an immediate consequence 
of a more general assertion: the condition for three homogeneous ele­
ments j;, h and fa of degrees u, v and w in R+ to become a regular 
sequence is an open condition in R" X Rv X Rw for u, v, WEN. 

Let us show that i) implies ii). 
Due to (1.6) Assertion 2, the space R" contains a monomial of the 

form X"+l, x"y or x"z for some u E N. (Also R" contains yV+l, y·z or yVx 
for some v EN and zW+J, zWx or zWy for some wEN.) 

A direct calculation shows that some linear combinations of these 
monomials such as x'U1+yV+l+ZW+I, X"+l+yv+l+ ZWY, X"+l+y"X+ZWy, 
X,,+l+ y"x+ZWy, x"z+ y·x+ZWy and linear combinations which are ob­
tained from the above by a permutation of the role of x, y and z, satisfy 
already the condition (3.2.1) so that there is nothing to prove. 

On the other hand, the other types of linear combinations such as 
x"z+Y"Z+ZW+l, x"z+yVz+ZWy or x"z+y·z+zwx does not satisfy (3.2.1), 
since they are divisible by z. 

This happens, when 

*) al(h-c) and bl(h-c). 

Since gcd (a, b) I h «1.6) Assertion 4), the above *) implies gcd (a, b) I c so 
that gcd(a, b) = gcd (a, b, c, h). Since we may reduce the problem to 
the primitive system of weights, we shall assume from now on that 
gcd (a, b) = 1. Then *) implies that 3d E N s.t. 

h=c+dab. 

Furthermore gcd (a, b)= 1 implies that 3p, q E Z S.t. 

h=pa+qb. 

By modifying h=(p,-kb)a+(q+ka)b for k E Z, if necessary we may 
assume that P?:O, q?:O C .' h>dab?:ab.). Thus R" contains a monomial 
xPyq. 

Due to (1.6) Assertion 2, we consider the following three cases. 

Case 1. h=(w+l)c. Put/=(xdb+yda)z+xpyq+zW+l. 
A direct calculation shows that afJax, afJay and aflaz is not a regular 

sequence of R+, iff 

**) 

Since c+dab=h=pa+qb and since the function cp(t):=t'(h-t)"-' (t E 

(0, h)) is convex, the equality **) implies that h=even and either c=pa 
or c=qb. This implies either a divides c+dab=h or b divides c+dab=h. 
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Then by replacing the monomial x"z or y!lz by the new monomial xh/a or 
yh/ b inf, we obtain a new polynomial satisfying (3.2.1). 

Case 2. h=a+wc. Putf=(xdb+yda)z+xpyq+zwx . 
One may assume w> 1, since otherwise db= 1 and we may replace 

the monomial y·z by yh in! 
A direct calculation shows that (afJax, afJay, afJaz) is not a regular 

sequence of R+, iff 

***) (_1) dW dd(d(w_1»d(W-I) 

=(W-:1)qycw-l)q)/\ WP-:+l) YWP-P+l)/b 

Since 

d +d(w-1)=dw= (w-1)q + wp- p+ 1 
a b 

and since the function cp(t):=tt.(dw_t)dw-t (te(O,dw» is convex, the 
equality ***) implies that dw=even and either d(w-1)=«w-1)q)Ja or 
d(w-1)=(wp-p+ l)Jb. If d(w-1)=«w-l)q)Ja, then ad=q so that a 
divides pa+qb=h. Then by adding new monomial xh/a instead of x"z 
to f, we obtain a polynomial satisfying (3.2.1). 

If d(w-1)=(11'P-P+ l)Jb, then (bd-p)(w-1)= 1, so that w=2 
and bd=p+ 1. Using these relations c=h-a-(w-1)c=(h-c)-a= 
abd-a=ap. Therefore a divides c+abd=h. Then by replacing the 
monomial x"z by xh/a inf, we obtain a polynomial satisfying (3.2.1). 

Case 3. h=b+wc. 
We can reduce this case to Case 2 by changing the role of x and y. 
This completes the proof of the implication i)::}ii). 
To show that ii) (or iii» implies i), it is enough to show the Note. 

C .' If T-'X(T) is a polynomial, X(T) can have poles only at T=O.) 

Proof of Note. Obviously the Poincare series for R is IJ(1- P) 
(1- P)(l- P). Since the ideal (aflax, aflay, aflaz) is generated by a 
regular sequence which are homogeneous of degrees h-a, h-b and h-c, 
a generality on Poincare series (cf. [5]) implies that the Poincare polyno­
mial for At is (p-a-I)(p-b-I)(Th-C-1)f(Ta-1)(p-1)(P-l)= 
T-~(T~ ~~~ 

Note 1. Geometrically, the property (3.2.1) is equivalent to the fact 
that the affine variety, 

(3.2.4) Xo:={(x, y, z) e C 3: f(x, y, z)=O} 
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has an isolated singular point at the origin 0, where fl is the so called 
Milnor number. ([32] [34]) 

The exponents for a hypersurface singular point are introduced in 
[51, (5.3)] (cf. [44, § 1]). Then the exponents ai' .. " a p for the singular 
point Xo and the exponents ml , .. " mp for the regular system (a, b, c; h) 
defined in this paper are related by 

(cf. [44, (3.7.1)]). 
The eigenvalues of the Milnor monodromy [32] of the singular point 

is given by exp (2",-1=1 mt/h) (i = 1, .. " fl). 

Note 2. Put 

Q f : = Q~3/ df /\ Q~3' 

where C 3 : = Spec R. Then Q f is a graded vector space of rank fl whose 
Poincare polynomial is ThX(T). 

There is a nondegenerate residue pairing, (cf. [69, III § 9]) 

[ 
<p(~),y{~)d~ 1 

J: Qf x Qr-7>C, (<p(x)dx, ,y{x)dx);--~Res of, of, of . 
ax oy oz 

(3.3) In the following Table 4, we give a weighted homogeneous 
polynomialf(x, y, z, ,1) of degree h in three variable x, y and z of degrees 
a, band c respectively with parameters ,1 = 01, ... , Amo) satisfying the 
condition (3.2.1) of (3.2) Theorem 2, for each regular system of weights 
(a, b, c; h) with e= 1,0, -1 (which are classified in Tables 1,2 and 3 in 
§ 2). 

The meaning of the parameter ,1 will be explained in (3.6). The data 
m++mo+m_ and fl++flo+fl- will be explained in (4.l.2) and (4.5.3). 

Table 4. 
1. Case e= I 

Notation Polynomial m++mo+m_ fl+ + flo + fl-

Az X1+I+yz 1+0+0 0+0+1 
D z XZ-l+xy2+Z2 1+0+0 0+0+1 

E6 X4+ y3+ Z2 6+0+0 0+0+6 
E7 x 3y+y3+ Z2 7+0+0 0+0+7 
E8 X5+y3+ Z2 8+0+0 0+0+8 
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2. Case e=O 

Notation Polynomial m++mo+m_ fJ.++fJ.o+fJ.-

£6 zy2_X(X-Z)(X-AZ) A=F O,l 7+1+0 0+2+6 
£7 XY(X-Y)(X-AY)+Z2 A=F O,l 8+1+0 0+2+7 
£8 Y(Y_X2)(Y_AX2)+Z2 A=FO,l 9+1+0 0+2+8 

3. Case e=-l 

Notation Polynomial m++mo+m_ fJ.++fJ.o+fJ.-

EI2 X7+y3+Z2 11+0+1 2+0+10 
EI3 yx5+y3+ Z2 12+0+ 1 2+0+11 
Eu x8+i+z2 13+0+1 2+0+12 
Ell X5+ xy3+ Z2 10+0+1 2+0+9 
Zl2 yx4+ xy3+ Z3 11+0+1 2+0+10 
ZI3 X6 + xy3+ Z2 12+0+1 2+0+11 
Wl2 X5+y4+ Z2 11+0+1 2+0+10 
WI3 yx4+y4+ Z2 12+0+1 2+0+11 
QIO X4+y3+ XZ2 9+0+1 2+0+8 
Ql1 x3y+y3+ XZ2 10+0+1 2+0+9 
QI2 X5+y3+ XZ2 11+0+1 2+0+10 
SII X4+y2Z+Z2X 10+0+1 2+0+9 
SI2 x3y+y2Z+ Z2X 11+0+1 2+0+10 
Ul2 X4+y3+ Z3 11 +0+ 1 2+0+10 

R 26sCJ3,O) y(y - x3)(y - AX3) + z' A=FO,l 14+1+1 2+0+14 
R297(ZI,O) xy(y-x2)(y- AX2)+Z2 A=FO,l 13+1+1 2+0+13 
R 245(Q2,O) Y(Y_X2)(Y_AX2)+Z2 A=FO,l 12+ 1 + 1 2+0+12 
R236(WI,o) (y2 _ X3)(y2 _ AX3) + Z2 A=F O,l 13+1+1 2+0+13 
R 234(SI,O) x(y - x2)(y - AX2) + JZz A=FO,l 12+ 1 + 1 2+0+12 
R233(UI,o) x3y+z(z- y)(Z-AY) A=FO,l 12+ 1 + 1 2+0+12 
R223(VI,O) Y(Y-X)(Y-AIX)(Y-A2X)+XZ2 

Ai=FO, 1, AI=FA2 12+2+ 1 2+0+13 
R 225(NI6 ) xy(x- y)(y- AIX)(y-A2X)+Z2 

A2=FO, 1, AI=FA2 13+2+ 1 2+0+14 

RU6 Y(Y_X4)(Y_AX4)+Z2 A=F O,l 19+1+2 2+2+18 
R I35 xy(y - x3)(y - AX3) + Z2 A=FO,l 18+1+2 2+2+17 
R I34 y(y _ x3)(y _ AX3) + XZ2 A=FO,l 17+1+2 2+2+16 
R124 y(y - AX2)(y - Al X2)(y - AzX2) + Z2 

Ai=FO, l, AI=FA2 17+2+2 2+2+17 
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y2Z+XZ2+xY(X2_AtY)(X2_A2Y) 
yz(y-z)+x4y 

16+2+2 
15+3+2 

xy(x-y)(x- AtY)(X- A2Y)(X- AsY) +Z2 
At=;t:O, 1, At=FAj 19+3+3 

{

Z2X+ ZYS+ y(x- A1Y)(X- A2Y)(X- AsY)(X- A.y) 
At*Aj 17+4+3 

Z2X+ y(x- A1Y)(X- A2Y)(X- A4Y) 
At=FO, At=FAj 17+4+3 

heX, y, z, J,) 17+6+4 

501 

2+2+16 
2+2+16 

2+4+19 

2+4+18 

2+4+18 
2+6+19 

where h is a homogeneous polynomial of degree 4 in (x, y, z) with 6-
dimensional parameter (J), which defines a 6-dimensional family of 
smooth quartic curves. 

(3.4) Note. It is remarkable that many of the polynomials in 
Table 4 above are already known as the relation polynomials among 
invariant functions for certain discrete groups as follows. 

Case. e=l 
The polynomials for the types Es, E7 and Ea first appeared in H.A. 

Schwarz [57] and then the cases Al and Dl were completed by F. Klein 
[26] [19]. 

Namely the polynomial appeared as a relation among three homoge­
neous generators x, y and z of the ring of invariant polynomials in two 
variables (u, u) of C 2, on which a finite subgroup r of SL(2, C) is acting. 
Here r is the binary icosahedral group for Ea, the binary octahedral 
group for E7, the binary tetrahedral group for E6, a binary dihedral group 
for Dl and a cyclic group for A l . 

As is well known, these notations A l , Dl , Es, E7, Ea are exactly those 
for the Dynkin diagrams for finite root systems having no multiple bonds 
(cf. [5] [8]). 

Case. e=O 
The polynomials appeared as equations for simple elliptic singu­

larities in [47]. 
Namely they appeared as a relation among three homogeneous 

generators x, y and z of the ring of regular functions on a negative line 
bundle over an elliptic curve defined in the Legendre normal form. Here 
the Chern class of the line bundle is equal to - 3, - 2 and - 1 for Es' E7 
and Ea, respectively. In other words, the polynomials may be regarded 
as relations among three homogeneous generators of the ring of invariant 
holomorphic function on C 2 under the action of the Heisenberg groups 



502 K. Saito 

corresponding to -1, -2, -3 e Ext2(Z2, Z):::::Z. If the Chern class is 
less or equal than - 4, then the invariant ring has more than 4 generators 
so that we disclude the case from our consideration. 

These three cases correspond to the three Dynkin diagrams of types 
E~I,Il, m1,1) and E~I,I) in [53], which are exactly the diagrams for extended 
affine root systems without multiple bonds and of codimension one. 

Case. e=-1 
The first 14 and the following 6 polynomials appeared as weighted 

homogeneous equations for 14 exceptional unimodal singularities and 
some of the bimodal singularities by V.I. Arnold [2] [3]. Then I.V. 
Dolgachev has shown that the singularities are canonical triangle or 
quadrangle singularties [13] [14]. 

Namely the polynomials are the relations among three homogeneous 
generators x, y and z of the invariant subring under the action of a finite 
group r/r' on the ring of regular function on the anticanonical bundle 
over a compact smooth curve H/r', where r is a Fuchsian group, having 
a triangle or a quadrangle as a half of the fundamental domain, acting on 
the upper half plane H, and where r' is a finite index normal subgroup 
of r without fixed points on H. 

Particularly in the case E12 of (a/h, b/h, c/h) = (I/2, 1/3, 1/7), H/r' is 
the curve of F. Klein of genus 3 S.t. r/T' = Aut (H/r'):::::PSL (2, F7) is 
the simple group of order 168: the maximal possible order for a genus 3 
curve. This case was studied by F. Klein [26]. 

Including these 14+6 cases, the following theorem holds. 

(3.5) Theorem 4. Let f(x, y, z) be a weighted homogeneous polyno­
mial in Rh satisfying (3.2.1),jor a regular system of weights with e=-1. 
Then there exists a Fuchsian group r c SL (2, R)/{ ± I} of the first kind, 
which is related to f in the following way. 

The binary extension tcSL(2, R) of r acts on the space H:={(u, v) 
e C 2 : Im(u/v»O} properly discontinuously in the natural manner, 

g(u, v):=(au+bv, cu+dv) ( a b) -for g= c d e r, 

s.t. there exist three homogeneous generators x, y and z for the ring of 
invariant holomorphic functions on H under the action of t, whose relations 
are generated by 

f(x, y, z)=O. 

(Here a function x(u, v) on H is homogeneous of degree a iff 
(u8/8u+ v8/8v)x=ax.) 
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Theorem 5. Conversely, if a polynomial f(x, y, z) is obtained as in 
Theorem 4 for a suitable Fuchsian group of the first kind, then by putting 
a:=degx, b:=degy, c:=degz and h:=degJ, the (a, b, c; h) is a regular 
system of weights, whose index s is equal to - 1. 

The proofs of these theorems will be given in (5.5). 

P. Wagreich has classified the index of the Fuchsian group G of the 
first kind, whose ring Ao of automorphic forms is generated by 3 elements, 
and gave the table of the degrees of the generators and the relation poly­
nomial [64, Theorem (3.1), (4.6), Table 1]. 

Therefore the above theorems assert that the table for regular systems 
of weights with s= -1 coincides with the table given by Wagreich. Note 
that furthermore the above theorems reprove the theorem of Wagreich, 
since in our formulation any polynomials f of Rh satisfying (3.2.1) cor­
responds to a Fuchsian group of the first kind. 

(3.6) Parameters At, ... , Amo· 

(3.6.1) Let G:={(P Q R) E R XR XR : det o(P, Q, RL-L-o} 
" abc ~( )--r-­u x, y, z 

be the group of automorphisms of the graded ring R (3.1.1), whose Lie 
algebra and the dimension is given by 

(3.6.2) @:={P~+Q~+R~: P ERa, Q E R b , R ERe}. 
ox oy oz 

(3.6.3) dimcG=dimc@=N(a)+N(b)+N(c). 

Let (a, b, c; h) be regular and let U be the domain in Rh of all poly­
nomials f E Rh which define isolated singular points at 0, as in (3.2) 
Lemma 1. The group G acts on Rh and hence on U in an obvious 
manner. 

Assertion 1. Except in the case of type AI, 
i) the isotropy subgroup of G at any point of U is finite. 

ii) UjG is an analytic variety of dimension equal to mo:=a_ e (cf. (2.6)). 
2. The parameters Aj , •• " Amo in the polynomials in Table 4 describe 

an mo-dimensional section of U-,;UjG. 

Proof 1. i) Since the group and its action are algebraic, we have 
only to show that any isotropy group has dimension 0. 

If the isotropy subgroup at f had a positive dimension, then there 
exists (}=P(ojox) + QCojoy) + RCojoz) E @ S.t. (}f=O, i.e. 
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p af + Q af + R af =0. 
ax ay az 

Since af/ax, aflay, afjOz is a regular sequence, there eixst A, B, C e R (or 
in the localization of R by the maximal ideal), S.t. 

p=c af -B af, 
ay az 

*) Q=A af -C af, 
az ax 

R=B af -A af. 
ax ay 

By comparing homogeneous parts of the relation, one may assume that 
A, Band C are homogeneous with deg A=b+c-h=e-a, degB=c+a 
-h=e-b, and degC=a+b-h=e-c. 

If one of these degrees, say e-c, is non-negative, then e>c>O. 
According to the classification in Table 4, this is possible only when 
(a, b, c; h) is of type AI' 

ii) The same argument a& in i) shows that the orbits of G in U are 
closed so that the action of G on U is proper. Due to a theorem of 
Holmann [20], U/G has the structure of an analytic space, whose dimen­
sion is 

dim U/G = dim U-dimG 

=m(h)- m(a)- m(b)-m(c) 

(cf. (2.6) Assertion). 
2. This is a consequence of rather cumbersome case-by-case calcula-

tions, which we omit in this paper. q.e.d. 

§ 4. Universal unfoldings and Hamiltonian systems 

In this paragraph, we recall and fix the notions for universal unfold­
ings and related subjects to explain our main motivation (4.3) of the 
present paper. Some hurrying readers may skip this paragraph and come 
back if it is necessary as a reference. 

(4.1) Universal unfoldings. Let us introduce a polynomial F(x, y, z, 
p, J, ~) for every regular system of weights (classified in Section 2), which 
is called the universal unfolding of the singularity fby R. Thorn [61]. 

(4.1.1) 
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Here 
i) j(~,.1) is a polynomial in Table 4. 

ii) GI ,···, Gm+ (resp. HI, ... , Hm_) are homogeneous polynomials 
in R 0 cC[.1], representing certain homogeneous C[.1]g free basis of 

R0C[J.] /( aj aj aj ) 
- g ax' ay' az 

of degrees <h (resp. degrees >h). Here g=gO) is a polynomial in J., 
whose zero locus describes the exceptional values of 1 given in the Table 4 
and C[l]g is the localization by g. 

Recall (3.2) Lemma 2 and (1.4) Definition, so that 

R0C[2] /( aj _aj aj ) 
- g ax' ay' az 

is a graded Cmg-free module of rank f.1 and it splits into a direct sum of 
submodules M<,,, Mn and M>n, where M<n (resp. M>n, resp. M>n) con­
sists of elements of degree <h (resp. =h, resp. >h) whose rank is equal 
to m+ (resp. mo, resp. mJ given by, 

(4.1.2) 

such that 

(4.1.3) 

We shall assume 

(4.1.4) 

By definition F(~, f.1, .1, !,i) is a weighted homogeneous polynomial of 
degree h with respect to-the weights 

(4.1.5) 

degf.1j:=h-deg Gj>O 

deg2 j :=O 

degvj;=h-degHj<O 

forj=I,.·.,m+, 

for j = 1, ... , mo, 

forj=I,···,m_. 

Note 1. Here we modified slightly the original definition of the 
universal unfolding by R. Thom [61]. 

Namely we added the base GI = 1 in (4.1.1), so that the number of 
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parameters in F is equal to fl instead of fl-l, which is called the codimen­
sion by R. Thom. 

This modification is necessary to introduce a Hamiltonian system, 
which leads us to the flat structure on the space of the parameters (fl, ,1, 1<) 
(cf. (4.3». -

Note 2. The equation F(x, y, z, 0, ,1, 1<)=0 defines a family of 
hypersurfaces with an isolated singular point at the origin, whose Milnor 
number (cf. [32]) is constantly fl. The dimension mo+m_ of the para­
meters is called the inner modality by V.I. Arnold [2]. 

(4.2) The flat family cp: X-+S. 
Using the universal unfolding (4.1.1), let us define a flat family of 

affine algebraic surfaces, 

(4.2.1) cp: Xp+2~Sp 

(the superscript denoting the dimension of the variety), 

where 
i) SP is a smooth affine variety, given by 

(4.2.2) SP: = C m+ X S!:'o X Cm -

where C m+ and C m- are the spaces of the coordinates (fll> •. " flmJ and 
().II> .. " ).ImJ respectively, and 

(4.2.3) 

ii) Xp+2 is a smooth affine hypersurface in Z:=C3 XS, defined by 

iii) The map cp: X-+S is inducedfrom the projection, 

By definition, 
i) cp is flat. 

ii) The fiber X t :=cp-l(t) over a point t=(p., ,1, 1<) E S is an affine 
hypersurface in C 3 defined by the equation F(x, y, z,p, ,1, 1<)=0. 

iii) The spaces S, Z and X admit the action 01 c E C* defined as the 
multiplication of the power of c for each coordinate ~, fl, ,1 and 1< according 
as the degree, so that the map cp is equivariant with respect to the C*-action. 
(Compare [45, 2.3].) 
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(4.3) The above defined family cp: X~S has a structure called a 
Hamiltonian system ([50], [51)) or a gauge structure ([41)), which leads us 
to a study of a period mapping by a use of a primitive form ([51], § 3]). 

As explained in the introduction the present paper is motivated for a 
study of the inverse map of the period mapping. Let us briefly formulate 
the problem and explain the current stage of the answer to the problem. 

The primitive form induces the following two mappings. 
i) A fiat embedding ([51, (3.3), I))), 

SI'~Q; 

which is a C*-equivariant locally biregular embedding of S into a domain 
in a weighted vector space Q f carrying a non-degenerate bilinear form J 
(the residue pairing) (cf. (3.2) Note 2). (The embedding is defined by an 
integrable torsion free connection J7 with J7 J = 0, which is the leading 
term of the GauB-Manin connection for the family X~S.) 

ii) A period mapping ([51, (5.7)]), 

which is a locally biregular embedding of the "monodromy covering space" 
S of S into "the exponent shifted" (co-)homology group E with the intersec­
tion from I. (The period mapping is defined by the solutions of "the 
exponent shifted" GauB-Manin connection for the family X~S.) 

Problem. Describe the inverse map from the period domain in E to 
S~E 

Q f' which makes the diagram 1 1 commutative. 
S~Qf 

Precisely, the problem asks to construct a homogeneous generater 
system of degrees m1+s, "', ml'+s of the ring of monodromy invariant 
automorphic functions on the domain of the period in E, which are 
identified with a linear coordinate system of Q f' 

Case s= 1. In this case the monodromy groups are the finite Weyl 
groups. Including these cases, for all finite Coxeter groups, the map E~ 
Q f is constructed explicitly in [49] case by case and in [48] without using 
the classification of the groups (cf. [21] [22] [25] [36] [37] [67)). 

Recently P. Orlik found some structure similar to the flat strusture 
for certain unitary reflexion groups. ([40]) 

Case s=O. In this case the map E~Qf is completely determined 
and described in terms of extended affine root system [53], whose flat 
invariants will be studied in a forthcoming paper. It has close relationship 
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with the representation theory of affine Kac-Moody Lie algebras [23] [24] 
[29]. Another explicit description of flat coordinates is given in [37]. 

There is not yet a systematic study of the flat structure for the case 
c = - 1 and the present note is a first attempt in this direction. 

A partial result on the root lattice is given in [9] [10] [30] [55]. 

(4.4) Discriminant. As a first step toward the analysis of the 
Hamiltonian system, let us recall the notion of the discriminant. Nota­
tions are as in (4.3). 

Assertion 1. Consider two maps, 

(4.4.1) 

where T: = So X c m+ -I and 7i: S-'>-T is the natural projection forgetting fll' 

They are flat finite maps of degree fl, so that & *(!) z (resp. & *(!) x) are 
(!)c3xs- (resp. (!)c3xs-) free modules of rank fl. 

Proof Obvious, since the maps are defined as the perturbations of 
the regular sequence aFjax(;&, 0, J, ].I), aFjay(;&, 0, J, !,!), aFjaz(;&, 0, J, !,!) and 
AI, .. " Am. and ].II> •• " ].Im_ in the lower degree terms parametrized by 
fll' .• " flm+' q.e.d. 

Define two varieties by 

C'F:=&-1(OxS)CZ 
(4.4.2) 

C~-I :=I/J-I(O X T)Cx. 

Note that C F and Cp are exactly the critical loci of the maps (F, p): Z P+ 3 

-'>-CXSP and cp: X p + 2-,>-SP respectively. 
As subvarieties in ZP+3, we have the relation, 

(4.4.3) 

and therefore a short exact sequence, 

(4.4.4) 

Here F means the multiplication by F. 
Note that piC F = & I C F = & I &-1(0 X S) is flat finite of degree fl and 

I/Jp I Cp =cp I Cpo By taking the direct image R"p* of (4.4.4), one obtains 
an exact sequence, 
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(4.4.5) 

Here P*(I}CF is a (l}s-free module of rank P, so that (4.4.5) gives a (l}s-free 
resolution of ep*(I}c.. Then the discriminant .::1 for the Hamiltonian system 
is, 

(4.4.6) 

where det means the determinant of a (I) s-matrix presentation of the (I) s­
homomorphism with respect to some (I) s-free basis of p*(I) CF. ([50, (2.6.4)]). 

Assertion 2. .::1 is a monic polynomial of degree P in PI' i.e. 

(4.4.7) .::1=pr+A1Pi-l+ ... +Ap_1Pl+A p 

for Ai E (l}T and degree (Ai)=p-i. 

3. The zero locus D of .::1, which is equal to the critical set ep(e) in S, 
has constant multiplicity P along the subspace 0 X So X C m-. 

(4.5) The Milnor fibration. Outside the discriminant locus DeS, 
the restriction of the map ep in (4.2.1), 

(4.5.1) 

is a locally trivial smooth fiber bundle, whose general fiber is homotopic 
to a joint of P copies of 2-spheres, which we shall call the Milnor fibra­
tion [32]. 

Let X t be a general fiber of ep. Then the ball Br:={(x, y, z) E 

C 3 : IxI2+lyI2+lzI2::;:r2} intersects X, transversally at its boundary for 
r » 1 t I, so that the fiber X t retracts to Y: = X, n Bn where Y is a compact 
real 4-manifold with boundary. The Poincare duality P: H2(Y, oY)~ 
H2(y) combined with the excision morphism E: H z(Y)---+H2(Y, oY) defines 
a symmetric bilinear form, 

(4.5.2) leu, v): = <PEu, v) 

which is the so called intersection form on H2(Y)~H2(X) [loco cit.], whose 
radical:={u E H2(Y): leu, v)=O for "Iv E H2(Y)} is the image of HzCoY) in 
H/Y). 

(' .' Recall the exact sequence, 
E 

O---+H2(oY)---+H/Y)~Hz(Y, OY)---+Hl(OY)---+O.) 

Let us denote by (p+, Po, PJ the singnature of I. (i.e. p± is the 
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maximal rank of subspaces of H 2(y) Q9 R on which I is positive or negative 
definite and ,uo: = rank (rad I).) 

Formula 

,u+ :=2 L: aj =2 L: aj = L: aj + L: aj' 
J<o j>h J<o J>h 

(4.5.3) ,uo: = 2ao = 2ah = ao + ah , 

,u-:= L: aj. 
O<J<h 

Proof Letp: X--+Xt be the minimal good resolution of the singular 
point of X t :=<p-l(t) for t E OXSoXCm- with the exceptional set E:= 
F 1(0) (cf. for instance [39]). Since,uo = rank H 2(a Y) = rank H 1(E) and E 
consists of rational curves and the central curve Eo forming a star graph 
(cf. [loco cit.). or § 5 (5.3)), we have ,uo=2 (genus of Eo). It is not hard 
to see that the genus of Eo is equal to ao (cf [loco cit.] or § 5 (5.3)). 

Using the limit mixed Hodge structure on H2(y), Steenbrink has 
shown ([60]), ,uo+,u+ = # {exponents which do not lie in the interval (0, h)} 
= L:j';O aj + L:J2h a j (cf. (3.2) Note 1). q.e.d. 

Note. The geometric genus p g of the singular point X, is defined by 
pg:=rank R l 7r*((!)g),. Then we have the formula, 

due to M. Saito {56, § 1. Theorem 1] and A. Durfee [16, Proposition (3.1)]. 

§ 5. Resolution of singularities 

Resolution of the singularity with a good C* action has been 
studied by several authors [39] [13] [44] [38]. 

In this paragraph, we describe the weighted graphs for the minimal 
good resolution (as defined in [39] (2.4)) of the singular point of the 
surface Xl: = {fCr, J) = o} defined by the polynomial f given in Table 4. 

(5.1) The singularity defined by f(x)=O for a polynomial with 
c= 1, is known to be a rational double point, whose exceptional set of the 
minimal good resolution consists of smooth rational curves of self inter­
section number - 2, intersecting among themselves transversally in the 
form of the Dynkin diagram. ([4] [6] [I7] [35]) 

(5.2) The singularity defined by f(K, i!)=o for a polynomial with 
c=o, is known to be a simple elliptic singularity, whose exceptional set of 
the minimal good resolution consists of a smooth elliptic curve of self 
intersection number - 3, - 2 or -1 according as the notation for the 
singularity is E6, E7 or E6 (cf. [46] [63]). 
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(5.3) Case e= -1. The singularities defined by the first 14 poly­
nomials in Table 4 for e= -1 are known to be exceptional unimodular 
singularities, whose resolution graphs are stars of types (1,0; p, 1; q, 1; 
r, 1) for some p, q, r E N with l/p+ l/q+ l/r< 1 (cf. LV. Dolgachev [13]). 
Similar description of the resolution graphs for the next 6 singularties is 
given in [14]. (Cf. [63] [42]) 

Using the general method of resolution (for instance [39] [44] [38]) it 
is not hard to determine all the resolution graphs for the singularities with 
Ii: = - 1 as follows. 

Theorem 6. Let p: X-+X.:={(x, y, z) E C 3 :f(x,y, z, J)=O} be the 
minimal good resolution of the singular point of X. which is defined by a 
polynomial in Table 4 for e = -1, J E So. 

Then the exceptional set E: = p-l(O) is a union of a smooth curve Eo of 
genus g: = ao, called the central curve, and smooth rational curves E l , •• " 

En intersecting among themselves as follows: 

E~= -(al-aO+ 1), 

(5.3.1) 
Eo·Ej =1 for l-::;'j<r, 

Ei·Ej=O for l<i<j-::;'r, 

for l-::;'i-::;'r, 

where the set A: = {PI' ... , Pr} is given by 

(5.3.2) 
3 

A:= U {ck } U 
k~l 

Cktn 

3 

U {gC~(Ck,CI)" .. ,gcd(ck,-c l )}. 
k,l=l ( 

gcd(Ck,Cl»l m(c/.:,cz)-l copies 

Here we denote by Cl> c2, C3 the weights a, b, c and meek' cl ) = 
m(h: ck , cl ) (cf (1.5.1)). 

There is a relation, 

(5.3.3) 

The resolution graph 
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The following Table 5 gives the explicit list of the values g, E5, PI' 
•.. , PT and the value 2g- 2 + L:i=l (1- l/Pi)· 

Table. 5; 

Notation g E~ r PI> •.. ,PT 2g~ 2+ L: (l-l/Pi) 

EI2 0 -1 3 2,3,7 1/42 
EI3 0 -1 3 2,4,5 1/20 
E14 0 -1 3 3,3,4 1/12 
Zl1 0 -1 3 2,3,8 1/24 
ZI2 0 -1 3 2,4,6 1/12 
ZI3 0 -1 3 3,3,5 2/15 
Wl2 0 -1 3 2,5,5 1/10 
Wl3 0 -1 3 3,4,4 1/6 
QIO 0 -1 3 2,3,9 1/18 
Q11 0 -1 3 2,4,7 3/28 
Ql2 0 -1 3 3,3,6 1/6 
Sll 0 -1 3 2,5,6 2/15 
SI2 0 -1 3 3,4,5 13/60 
Ul2 0 -1 3 4,4,4 1/4 

R269(J3,O) 0 -2 4 2,2,2,3 1/6 
R247(ZI, 0) 0 -2 4 2,2,2,4 1/4 
R 245(Qz, o) 0 -2 4 2,2,2,5 3/10 
R 236(WI,O) 0 -2 4 2,2,3,3 1/3 
R Z3i S I,O) 0 -2 4 2,2,3,4 5/12 
R 233(UI,O) 0 -2 4 2,3,3,3 1/2 
R22S(NIS) 0 -3 5 2,2,2,2,2 1/2 
R 223(VI,O) 0 -3 5 2,2,2,2,3 2/3 

R146 1 -1 2 1/2 
R135 1 -1 1 3 2/3 
R l34 1 -1 1 4 3/4 
Rl24 -2 2 2,2 1 
R123 -2 2 2,3 7/6 
R122 -3 3 2,2,2 3/2 

RU3 2 -2 0 2 
Rll2 2 -3 1 2 5/2 
Rlll 3 -4 0 4 



Regular System of Weights 513 

Proof For the sake of completeness, we describe the construction 
of resolution explicitly as follows. Let IT: C 3(a, b, c)-+C3 be the weighted 
blowing up of C 3 defined as follows. Let Pea, b, c):=(C3 _{0})/ - be the 
weighted projective space, where - is defined by (x, y, Z)_(ta X, tby, fCZ) 
for t E C*. Then C\a, b, c) is the closure of the graph GcC3 XP(a, b, c) 
of the natural map C'-{O}-+P(a, b, c) and IT is induced from the projec­
tion to the first factor. We have an isomorphism IT-I(O):::: pea, b, c). 

Let us denote by X;,CC 3 the strict transform of X,cC 3• Then the 
exceptional set Eo: = X. n IT-I(O) is isomorphic to the smooth curve in 
Pea, b, c) defined by the weighted homogeneous equation f(x, y, z, J)=O, 
whose genus g is equal to ao• 

Assertion. X, has at most cyclic quotient singular points at Eo n 
(Ix U Iy U lz), where lx, Iy and Iz are coordinate axises of Pea, b, c) defined 
by x=O, y=O and z=O respectively. 

The set Eo n (lx\lv\lz) consists of N(b, c: h)-1 points, which are cyclic 
quotient singular points X, of type (p, -e) for p=gcd(b, c). The point 
ly n Iz belongs to Eo iff mea: h)=O. Then the point is a cyclic quotient 
singular point of X, of type (a, -e). 

For a definition of a cyclic quotient singular point of type (p, q), see 
[44, § 2]. 

Proof Let us define a chart O!f of C3 as the image of 

1 X C3 ____ ~) C3(a, b, c) 

(1, y, Z, w)~(wa, wby, WCz) x(l: y: z). 

The image O!f is isomorphic to the quotient variety 1 X C 3/Za, where Za:::: 
the set of a-th roots of unity acts on 1 X C 3 by (1, y, z, w} __ +(,-a, ,-by, 
,-CZ, 'w) for' E Za' Therefore X. n O!f is isomorphic to the quotient 
variety Y/Za , where Y is the smooth hypersurface in 1 X C 3, 

Y:={(l, y, z, w) E C 3 : f(1, y, z)=O} 

and Za action on Y is induced from that on 1 X C 3• 

If a point ~=(1, y, z, w) E Y is fixed by, E Za for a '* 1, then w=o. 
Furthermore if yz*O, then ,b = 1 and 'C = 1. This is a contradiction to '* 1, since gcd(a, b, c)= 1. Thus fixed points on Y appear along the 
coordinate line y=O or z=o. 

The type of the action at a fixed point ~ E Y is determined as follows. 
First let us show that two functions f(I, y, z) and w from a part of a local 
coordinate for 1 X C 3 at ~, since the rank of 
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aU(I, y, z), w) 

a(y, z, w) [ ~' ~, 0] 
0, 0, 1 

is equal to two. C.· Otherwise aj/ay=aj/az= j =0 at ;r and hence 
aj/ax(l, y, z) = hf(1, y, z)-by(aj/ay)(1, y, z)-cz(aj/az)(l, y, z)=O. This 
contradicts the isolatedness of the singular point of X •. ) 

The Jacobian determinant of the action of t; E Isotropy at ;rCZa on 
Y at ;r is calculated by, 

Since t; acts on one coordinate w of Y by multiplication, t; acts on v 
(=the local coordinate of Yat;r, s.t. t; acts on (w, v) linear diagonally) 
by the multiplication of t;-', (i.e. t; X (w, v)---+(t;w, t;-'v) at ;r E Y). q.e.d. 

It is well known by E. Brieskorn [6] that the graph of the minimal 
good resolution of a cyclic quotient singular point of type (p, 1) is 
8 and that of type (p, -1) is @--0-... -@. By resolving 

..... T --

p-l 

the singular points of X. minimally, we obtain the description in the theo­
rem, where Eo is the strict transform of Eo. 

The formula (5.3.3) is a consequence of the adjunction relation on 
Xl as follows. 

- Let Wo be a meromorphic 2-form on Xl' which is a lifting of the two 

[ dxdydz ] . 
form Resx " j(x, y, z, J) on X.. Then Wo has sImple poles along Ei for 

i = I, ... , r and a double pole along Eo, i.e. 

r 

(5.3.4) [wo] = - 2Eo-.L: E i • 
i=l 

c .. As above, let (w, v) be local coordinates of Yat a fixed point ;r of Zp­
The lifting of 

R [d(wa)d(WbY)d(WCZ)] _ dw R [ dydz ] esx -a-- es 
• j(wa, wby, WCz) w'-' j(1, y, z) 

on Y is locally expressed as u(w, v)dwdv/wl-s for some unit u. Let EiCXl 

be the exceptional set of the resolution of ;r in Xl. Then at the point 
EonEi' one may choose W:=wP and U:=w/v as local coordinates of X. 
s.t. Et : W=O and Eo: U=O. Then 



This implies (5.3.4)). 
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dwdv m = pull back of u--
w2 

The adjunction formula on g, applied to the curve Eo implies 

2g-2=[mo]Eo+E~. 

By substituting [mol by (5.3.4), we obtain the formula (5.3.3). 
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This completes the proof of Theorem 6. q.e.d. 

Note. Artin's fundamental cycle (cf. [4]) Zo and Z~, Pa(Zo): = 1 
- X(<!J zo) are easily calculated as follows (cf. [42] [63] [27] [61] [68]). 

Resolution graph Zo Z~ Pa(Zo) 

(1,0;2,1;3,I;r,l) r>6 6Eo+3E1+2E2+E3 6-r 1 

(1,0;2, l;q, l;r, 1) q,r>4 4Eo+ 2El + E2+ E3 8-q-r 1 

(1,O;p, l;q, l;r, 1) p,q,r>3 3Eo+ El + E2+ E3 9-p-q-r 1 

(2,0; 2, 1; q, 1; r, 1; s, 1) 4 

q, r, s>2 2Eo+ L: Ei 6-q;....r-s 1 
i~l 

(3,0; 2, 1; 2, 1; 2, 1; 2, 1; r, 1) 5 

t~O 2Eo+L: Ei -t 
i~1 

r r 1+ (PO,g;Plo 1;··· ;p" 1) g>1 L:Ei 2r- L:Pi (po-r)/2 i~O i~O 

(5.4) The following theorem due to H. Pinkham gives an insight 
into the proof below of Theorems 3 and 4 in (3.5). 

Theorem. ([44, Theorem 1.1]) Let Xo be any normal two dimen­
sional variety IC with a good C*-action fixing an isolated point 0 e Xo. 
Then there exists a smooth proper curve C, a finite group G of automor­
phisms of C and a G-invariant, ample invertible sheaf ::e of rank 1 on C 
such that 

a) G acts on X(C, ::e), freely except at the vertex, where X(C, ::e) 
denotes the space obtained by contraction of the zero section of the line 
bundle F(C, ::e) over C associated to the invertible sheaf ::e- I over C. 

b) Xo is analytically isomorphic to the quotient of X(C, ::e) by G. 

(The proof of the theorem essentially uses the solution of Fenchel's con­
jecture due to Bundgard-Nielsen [11] and Fox [18].) 

Let us return to our case: the hypersurface Xo defined by a polyno­
mial for a regular system of weights (a, b, c; h) with e: =a+b+c-h, 
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which admits a good C*-action t X (x, y, z)_(t"x, tby, tez) for t e C*. Let 
us keep the notations of the proof of (5.3) Theorem 5. 

Due to the universality of the weighted blowing up X.!_X.!, there 
exists a holomorphic map F(C,2')_X., which makes the following 
diagram commutative. 

Therefore F(C, 2')/G=:::.X. and C/G=:::.Eo. Then the lfurwitz formula for 
the covering C-Eo implies, 

r 

(5.4.1) 2g(C)-2=OfG)(2g(Eo)+2+ ~ (l-I/Pi)}' 
i=1 

Let w be the meromorphic 2-form on F( C, 2') which is the pull-back 

[ dxdydz ] h of Resx.! f(x, y, z, J) on X.. Then the natural action of t e C* on t e 

line bundle F( C, 2') induces, 

(5.4.2) t*w= tSw. 

(5.5) Proof of (3.5) Theorem 4. 
First let us show: 

Lemma. Let F_C be a line bundle over a smooth curve C. Suppose 
there exists a nowhere vanishing holomorphic 2-form w on F\ C (= the total 
space of F minus the zero section) and an integer e e Z, s.t. 

t*w= t'w for t e C* 

where t * means the action of t on the space of two forms on F\ C induced 
from the geometric action of t on F\ C by multiplication on fibers. 

Then F®' is isomorphic to the canonical bundle of c. 

Proof Let Xt (i e J) be local coordinates for a collection of charts 
Ui (i e 1) of C and let Yt (i e J) be the fiber coordinate for a trivialization 
of Flu;. 

Let ajt(x) be the holomorphic function on Ui n Uj which defines the 
transition rule Yj=atlx)Yt of the fiber coordinates for i,j e 1. 

Let SOt(Xt; Yt)dxtdYt be the local expressiol1 for w on Flu t in terms of 
the coordinates (Xt' Yt). Then by the assumption on w, t*(SO;(xt, Yi)dxtdYt) 



Regular System of Weights 517 

=<PlXi' tYi)dxidtYi is equal to t'<PJXi' Yi)dxidJj. Hence <Pi(Xi , tYi)= 
t,-l<Pi(Xi,Yi)' By substitutingYi=l and t==Yi' we obtain, 

for i E 1. 

On the other hand, on the intersection Flu, n Flu j , two differential forms 

and 

(l)IUj=<piXj' Yj)dx j dYl 

= <pixj, aj;(x)Yi) dXJdxid(ajJx)Yi) 
dX i 

= (ajJx))'yr 1 dx} <pix}, l)dx;,dy. 
dx;, 

should coincide with each other. 
Therefore one obtains the relation 

This means the collection {<Pi(Xi, l)}iEI defines a section of the line bundle 
F®<-'lKc overC, where Kc is the canonical bundle of C. Again by the 
assumption on (I), <PJXi' 1) are nowhere vanishing. Thus the collection 
{<PtCXi' l)hEI defines a trivialization of the line bundle F®<-el Kc. q.e.d. 

Applying the lemma to (5.4.2) in our case s= -I, we see that the 
line bundle F(C, 2') is isomorphic to the anticanonical bundle K(/ over 
C. 

Since 2' is ample, the Hurwitz formula (5.4.1) implies, 

so that the universal covering of C is the upper half plane H:= 
{z E C: 1m (z»O}. Let 7C: H-'>-C be the universal covering map and let 
H X .KG! be the lifting of the anticanonical bundle from C to H. By a 
suitable trivialization of the bundle, the group 7C1(C)=-----+SL(2, R)/ ± 1 
acts on H X .KG! as follows. 
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(z, y)~( az+b , (CZ+d)-2y). 
cz+b 

Recall H:={(u, v) E C 2: 1m (ulv»O} and define the following double 
covering 

H~HXnK(/ 

(u, v)~(z, y), z:=ulv, y:=v-2 

so that the action of niC)CSL(2, R)/± 1 on HXnKal can be lifted to 
the linear action of the binary extension of trl(C) in SL(2, R) on H. 

This completes the proof of the Theorem 3. 

Proof of (3.5) Theorem 5. Let T be any Fuchsian group of the first 
kind. Then due to Fox [18] and Bungaard, Nielsen [11], there exists a 
finite index normal subgroup T' of T which does not have a torsion 
element. Let us denote by t' and t the binary extensions of T' and T 
in SL(2, R), respectively. Obviously t' acts freely on H so that HIT' is 
the anti-canonical bundle over a curve HIT' on which the finite group 
TIT' is still acting. Consider the 2-form w on the anti-canonical bundle 
Hit' defined by dudv= -ty2dzdy which is invariant under TIT' and 
satisfies 

*) 

for the C*-action on the fibers on Hit'. Therefore w descends to the 
space Hit satisfying the same rule as *). (No~e that any of TIT' does 
not act trivially on HIT'.) 

Suppose that Hit is embedded in C 3 by three automorphic forms x, 
y and z of degrees a, band c, respectively so that the image is a hypersur­
face defined by a weighted homogeneous polynomial f of degree h. Let 
us denote by w' the differential form on Hit' which is the lifting of 

Res [f1~~~~~)]. Then w' is nowhere vanishing and satisfies 

**) t*w' = t"w' for t E C* 

where e: =a+b+c-h. 
Then cp:=w'lw defines a nowhere vanishing holomorphic function on 

Hit' (=::the anti-canonical bundle over HIT') satisfying t*cp=ta+lcp. This 
implies that (e+ l)-th power of the canonical bundle of HIT' is the trivial 
bundle, which is possible only when e+ 1 =0. Thus (a, b, c; h) is a 
regular system of weights with e= - 1. 

This completes the proof of Theorems 4 and 5. 
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(5.6) Let us recall that a Fuchsian group of the first kind T is 
determined (as an abstract group) by a data (PI'" o,Pr;g) called the 
signature of T, where PI' .. " Pr (called the exponents, which are integers 
:2':2 or 00) are the set of ramification indexes of H---+H/T and g (:2':0) is 
the genus of H/T. (Here H/T is the complete curve by adding cusps if 
necessary,) ([19, pp. 182-190].) The group is described as follows. 

(5.6.1) 
T==.\c l , .. " Cn aI, .. " ag , b l , .• " bg : C~"= 1, 

).1= 1, ... r, CI • •• Cr Ii (a.b.a-;Ib-;I) = 1) 
.~I 

The volume of the fundamental domain of the group is given by 7rp(T), 
where 

r 
(5.6.2) p(T):=2g-2+.L: (l_p;I). 

",=1 

The following theorem is a supplement to the previous Theorems 4, 5 
in (3.5) (cf. [39]). 

Theorem 7. i) The signature of the Fuchsian group for a regular 
system of weights with s= -1, is exactly (PJ, .. " Pr; g) given in (5.3) 
Theorem 5, which are exhibited in (5.3) Table 5. 

ii) The volume p(T) of the Fuchsian group for a regular system of 
weights (a, b, c; h) is given by 

(5.6.3) p(T) = h/abc. 

Proof. i) This is an obvious consequence of the construction of 
the resolution. 

ii) This is a direct consequence of a comparison of Tables 3 and 5. 
An intrinsic proof without the use of the tables is given in (6.2.4). q.e.d. 

(5.7) Note. Let us put 

(5.7.1) 

Using the data (5.3.1), one calculates easily, 

(5.7.2) 

Therefore applying (5.3.3) and (5.6.2), one obtains a formula for the 
volume. 
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(5.7.3) 

only in terms of the intersection matrix (Ei • Ej)i,j~O, ... ,r' 

§ 6. Compactification of the Milnor fiber 

For a proof of Theorem 7 ii) (5.6.3), we introduce for e= 1,0, -1 
the compactification of Milnor fibers by adding a divisor at infinity, 
which has been studied by several authors. Here in this paper, we follow 
the idea of H. Pinkham [42-46], who has explained the strange duality 
due to V.1. Arnold [2]. 

(6.1) Let us recall the compactification of Pinkham below. We 
disclude the case of type A 1 to avoid some complications. 

Let F(x, y, z, p., ,1, ~) be the universal unfolding as defined in (4.1.1) 
for a regular system of weights (a, b, c; h). 

Define a new polynomial 

G(x, y, z, w, e., J):=F(x, y, z, (wdegp')P.l' ... , (wdegpm+)p.m+, ,1,0) 

which is a weighted homogeneous polynomial of degree h in (x, y, z, w) 
with degx=a, degy=b, degz=c and degw=l, with parameters (e., ,1) E 

C m + X So. For instance, 

G(x, y, z, w, 1,0, ·.·,0, J)=f(x, y, z, J)+w". 

For each value of the parameter (p., ,1) E C m+ X So we define a complete 
hypersurface -

Xel:={(x:y:z: w) E pea, b, c, 1): G(x, y, z, w, e., J)=O} 

in the weighted projective space Pea, b, c, 1): = (C 4-{0})j -, where - is 
defined by (x, y, z, w) _(tax, tby, tez, tw) for Vt E C*. 

The map (x, y, z) E C3~(X:y:z: 1) E Pea, b, c, 1) is injective so that· 
we shall identify the image domain with ca. Then the complement 
Pea, b, c, 1)\C3 is naturillly isomorphic to Pea, b, c). Thus when there is 
no confusion, we identify pea, b, c) with the divisor of pea, b, c, 1) at 
"infinity" . 

The "open part" Xeo n C a of XeA is naturally identified with the Milnor 
fiber X~.Q of (4.2.1). The "divisor at infinity" Xe.\XelQ = Xe. n P(a, b, c), 
denoted by E~, is isomorphic to the curve in Pea, b, c) defined by, 

f(x, y, z, ,1)=0 

in an obvious way, which is isomorphic to the central curve Eo in the 
resolution of Xl (cr. Theorem 6). 
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Assertion ([44, 4.1]). The singular points of Xl!" along E~ appears at 
most at E~ n (Ix U Iy U I.), which are cyclic quotient singularities of types 
(Pi' e) for i= 1, . ", r. 

Here Ix (resp. Iy, resp. I.) is the coordinate axis of pea, b, c) defined by 
x=O (resp. y=O, resp. z=O), and p/s are the value describe in Theorem 4, 
at the corresponding points on Eo. 

Proof To illustrate the duality with the proof of (5.3) Theorem 6, 
we give an elementary proof of this assertion. 

Let us define a chart U of Pea, b, c, 1) as the image of 

1 xC 3-+P(a, b, c, 1) 
III 

(I,y,z, w)~(1:y:z:w). 

The image U is isomorphic to the quotient variety 1 X C3jZa, where Za:::::: 
the set of a-th root of unity acts on 1 X C 3 by (1, y, z, w)t_~(ca, Cby, ccz , Cw) 
for C E Za' Therefore Xl!" n U is isomorphic to the quotient variety 
YjZa, where Y is the smooth hypersurface in 1 X C 3, 

Y: ={(1, y, z) E 1 X C 3 : G(1, y, z, w, ~, J)=O} 

and the Za-action on Y is induced from that on 1 X C 3• 

If a point ~=(1, y, z, w) E Yis fixed by C E Za for a C*I, then w=o 
and yz=O. This implies that the singular points of Xe.A appear along 
E~ n (Ix U Iy U I.) as cyclic quotient singularities. Their types are deter­
mined as follows. 

First not that the rank of a(G(I, y, z, w), w)ja(y, z, w) is equal to two 
at a fixed point~. Therefore we shall regard G and was local coordinates 
of 1 XCs at~. 

The Jacobian determinant of the action of C E Isotropy!!<cZa on Y 
at ~ is calculated by 

det a(Cby, ccz, Cw) /aG(Ca. Cby, CCz , Cw) Cb+c+l-"=Ca+1+<=C1+s .. 
a(y, z, w) aG(I, y, z, w) 

Since C acts by mUltiplication of C on one coordinate w of Y, it acts on 
the remaining coordinates by the multiplication of C'. This implies that 
the singularity is of type (p, e), where p is the order of the isotropy 
subgroup. 

The order p of the isotropy is calculated in the same way in the 
proof of Theorem 6. q.e.d. 

(6.2) Let us denote by X: = Xl!. the minimal good resolution of the 
complete surface Xed at 00 and denote by E~ the strict transform of E~. 
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1. The case e= 1. (cf. [54]) 
Due to the above description, the divisor X - Xe' at infinity has 

rational curves intersecting among themselves in the form 

for some integers p, q, r (: = the lengths of the branches for the Dynkin 
diagram of the corresponding type.) 

The canonical divisor Kx of X is given by 

(6.2.1) 

and X is a rational surface, whose second Betti number is equal to .u+4. 
One obtains the formula 

(6.2.2) l/p+ l/q+ l/r-l =h/abc 

where the left hand side is volume of the fundamental domain on the 
sphere S2 under the action of the corresponding Klein group. 

2. The case e=O. (cf. [12] [28] [46]) 
In this case Eoo is a smooth elliptic curve and Xe. is smooth along Eoo. 
X is known as a del Pezzo surface whose canonical divisor is given by 

(6.2.3) 

3. The case 5=-1. 
The divisor X - Xe.J at infinity has the form 

Assertion (compare [42], [15, 3.5.3]). Xe. is a K3 surface for Ct:., J) E 

c m + X So X O\D. 
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Proof Consider the 3-form·D on C\ given by 

D: = (axdydz+ bydzdx+ czdxdy)dw+ wdxdydz 
wIHG(X, y, z, w, p, A) 
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which induces a 3-form on pea, b, c, 1) denoted by the same letter D. For 
instance the restriction of D to the affine chart C 3 X 1 is equal to 
dxdydz/G(x, y, z, 1, p, J). Thus the residue aI:=Resx(D) defines a 2-form 
on Xl'" which is hoiomorphic and nonvanishing except at infinity. 

If e= -1, from the expression for D, one sees easily that at infinity 
along Eoo eXl'" aI is regular and non-vanishing except at the singular 
points of Xl'A. Since the singular points of XeA are rational double points 
(of type Ap), the lifting w of aI to X is holomorphic and nowhere vanish­
ing. X is simply connected since 1t'1(Xl'.)-+1t'I(X) is surjective and the 
Milnor fiber Xe, is simply connected. q.e.d. 

Formula. 
r 

(6.2.4) 2g-2+L: (l-l/Pi)=h/abc. 
i=l 

Proof Consider Eoo as a divisor in the singular surface Xl'.! defined 
as the compactification of the Milnor fiber Xl'A. . 

The total transform E'oo on X for Eoo in the sense of D. Mumford [32, 
II] is easily calculated as, 

E ' ·-E +f.p~? Pi-j E 
00 • - 00 L..J L...J ij 

i=l j=l Pi 

where Eij is the exceptional curve on the i-th branch at the j-th position 
from the Eoo. 

Therefore by definition, 

r r 

*) E:,:=E:;=E:,+ L: (l-I/Pi)=2g-2+ L: (l-l/Pi). 
i=l i=l 

On the other hand as rational Cartier divisors on Xl'.!' we have numerical 
equivalences aEoo - Ex, bEoo - Ey and cEoo - E., where Ex, Ey and E. are 
divisors on Xe& defined by x=O, y=O and z=O respectively. If clh, then 
Ex·Ey=h/c so that 

**) 

Other cases can be calculated similarly. 
Comparing *) and **), we complete the proof. q.e.d. 



524 K. Saito 

References 

[ 1] Arnold, V. I., Normal forms for functions near degenerate critical points, 
Weyl groups Ale, Die, E" and Lagrange singularities, Funktional Anal. i 
Prilozen., 6 (1972), 3-25. 

[ 2] --, Critical Points of Smooth Functions, Proc. Internat. Congress Math., 
Vancouver, I, (1974) 

[3] --, Singularity Theory, London Mathematical Society Lecture Notes, 53 
(1981). 

[4] Artin, M., On isolated rational singularities of surfaces, Amer. J. Math., 88 
(1966), 129-136. 

[ 5] Bourbaki, N., Groupes et algebres de Lie, Chapitres 4,5 et 6. Paris, Herman 
(1969). 

[ 6 ] Brieskorn, E., Rationale Singularitaten komplexer Flachen, Invent. Math., 
4 (1968), 336-358. 

[7] --, Die Aufiosung der rationalen Singularitaten holomorpher Abbildungen, 
Math. Ann., 178 (1968),255-270. 

[ 8] --, Singular elements of semi-simple algebraic groups, Proc. Internat. 
Congress Math., Nice (1970), 279-284. 

[9] --, The Unfolding of Exceptional Singularities, Vova acga Leopoldina, 
NF 52 Nr., 240 (1981),65-93. 

[10] --, Die Milnorgitter der exzeptionnellen unimodularen Singularitaten, 
Bonner Mathematische Schriften Nr., 150 (1983). 

[11] Bundgaard, S. and Nielsen, J., On normal subgroups with finite index in 
F-groups, Matematisk Tidsskrift B, 56-58 (1951). 

[12] Demazure, M., Surfaces de Del Pezzo II, III, IV, V, Seminaire sur les sin­
gularites des surface, Ecole Poly technique, 1976-1977. 

[13] Dolgachev, I. V., Quotient-conical singularities on complex surfaces, Funk­
cional Anal. i Prilozen., Translated in Funct. Anal. Appl., 8 (1974), 160-
161. 

[14] --, Automorphic forms and quasihomogeneous singularities, Funkcional 
Anal. i Prilozen., 9 (2) (1975), 67-68. Translated in Funct. Anal. Appl., 
9 (1975), 149-151. 

[15] --, Weighted projective varieties, Lect. Notes Math. 956, Group Actions 
and Vector Fields, Proc. Vancouver 1981, Springer (1982). 

[16] Durfee, A. H., The Signature of Smoothings of Complex Surface Singu­
larities. 

[17] Du Val, P., On isolated singularities of surfaces which do not affect the 
conditions of adjunction, I, II, III.: Proc. Cambridge Phil. Soc., 30 (1934), 
453-465 and 484-491. 

[18] Fox, R. H., On Fenchel's conjecture about F-groups, Matematisk Tidsskrift 
B, (1952), 61-65. 

[19] Fricke, R. and Klein, F., Vorlesungen ueber die Theorie der automorphen 
Funktionen, vol. 1 Teubner, Leipzig (1897). 

[20] Holmann, H., Komplexe Riiume mit komplex en Transformations-gruppen, 
Math. Ann., 150 (1963), 327-360. 

[21] Ishiura, S. and Noumi, M., A calculus of the GauB-Manin system of type 
AI. J, II. Proc. Japan Acad., 58 (1982), 13-16, 62-65. 

[22] --, The GauB-Manin system of type AI. 
[23] Kac, V., Infinite dimensional Lie algebras, Progress in Mathematics, vol. 44, 

Birkhiiuser (1983). 
[24] Kac, V. and Peterson, D. H., Infinite-dimensional Lie algebras, theta func­

tions and modular forms, Adv. in Math., 50 (1983). 
[25] Kato, M. and Watanabe, S., The fiat coordinate system of the rational double 

point of Es type, Bull. ColI. Sci., Univ. Ryukyus, 32 (1981), 1-3. 
[26] Klein, F., Vorlesungen tiber die Entwicklung der Mathematik in 19, Jahr-



Regular System of Weights 525 

hundert. Berlin 1929. 
[27] Laufer, H., On Minimally Elliptic Singularities, Amer. J. Math., 99 (1977), 

1257-1295. 
[28] Looijenga, E., On the semi-universal deformation of a simple elliptic singu­

larity II, Topology 17 (1978), 23-40. 
[29] --, Root Systems and Elliptic Curves, Invent. Math., 38 (1976), 17-32. 
[30] --, The smoothing Components of a Triangle Singularity II, Math. Ann., 

269 (1984), 357-387. 
[31] Magnus, W., Noneuclidean Tessalations and their Groups, Academic Press 

1974. 
[32] Milnor, J., Singular Points of Complex Hypersurfaces, Ann. of Math. Studies 

61, Princeton Univ. Press 1968. 
[33] --, On the 3-dimensional Brieskorn manifolds, M(p, q, r), Knots, Groups 

and 3-Manifolds. (Papers dedicated to the memory of R. H. Fox), Ann. 
of Math. Studies, no. 84, Princeton Univ. Press, Princeton, N.J., (1975), 
175-225. 

[34] Milnor, J. and Orlik, P., Isolated singularities defined by weighted homogene­
ous polynomials, Topology, 9 (1970), 385-393. 

[35] Mumford, D., The topology of normal singularities of an algebraic surfaces, 
Publ. Math. IHES, 9 (1961), 5-22. 

[36] Noumi, M., Expansion of the solution of a GauB-Manin system at a point 
of infinity, Tokyo J. Math., 7 (1984), 1-60. 

[37] --, Flat coordinate system of type E, Flat coordinate system of type 
£6, £7, £8,(1984). 

[38] Oka, M., On the Resolution of Hypersurface Singularities, pre-print (1984). 
[39] Orlik, P. and Wagreich, P., Isolated singularities with C*-actions, Ann. of 

Math., 93 (1971), 205-228. 
[40] Orlik, P., Special Unitary Refiexion Groups. A Lecture at Kyoto University 

by the Japan-U.S. Seminar on Complex Analytic Singularities (1984). 
[41] Pham, F., Deploiments de jauge «(Hamiltonian system)) de K. Saito). pre­

print (1983). 
[42] Pinkham, H., Singularites exceptionelles, la dualite etrange d'Arnol'd et les 

surfaces K-3., C. R. Acad. Sc. Paris, 284 (A) (1977),615-618. 
[43] --, Group de monodromie des singularites unimodulaires exceptionelIes, 

C. R. Acad. Sc., Paris, 284 (A) (1977), 1515-1518. 
[44] --, Normal Surface Singularities with C:'-Action, Math. Ann., 227 (1977), 

183-193. 
[45] --, Deformation of Normal Surface Singularities, with C*-action, 
[46] --, Simple elliptic singularities, Del Pezzo surfaces and Cremona trans­

formations, Proc. Symposia Pure Math., 30, I (1977), 69-71. 
[47] Saito, K., Einfach elliptische SingulariHiten, Invent. math., 23 (1974),289-

325. 
[48] --, On a linear structure of a quotient variety by a finite refiexion group, 

RIMS preprint 288, Kyoto Univ. (1979). 
[49] --, Yano, T. and Sekiguchi, J., On certain generator system of the 

ring of invariants of a finite refiexion group, Comm. in Alg., 8 (4) (1980), 
373-408. 

[50] --, On the Periods of Primitive Integrals I. RIMS preprint 41%, Kyoto 
Univ. (1982). 

[51] --, Period Mapping Associated to a Primitive Form. Publ. R.I.M.S., Kyoto 
Univ., vol. 19, 1231-1264 (1983). 

[52] --, The zeros of characteristic Functions Xj for the Exponents of a Hyper­
surface Isolated Singular Point, Advanced Studies in Pure Math., 1 
(1983), 195-217. 

[53] --, Extended Affine Root Systems I, (Coxeter transformations). Pub I. 
R.I.M.S., Kyoto Univ., vol. 11 (1985),75-179. 



[54] --, A new relation among Cartan matrix and Coxeter matrix, to appear 
in J. Algebra. 

[55] --, Indefinite exceptional root systems, in preparation. 
[56] Saito, M., On the exponents and the geometric genus of an isolated hyper­

surface singularity, Proc. Symposia Pure Math. of A.M.S., 40 (1983), 
465-472. 

[57] Schwarz, H. A., (Tber diejenigen Faile. in welch die Gaussische hypergeo­
metrische Reihe eine algebraische Funktion ihres vierten Elementes 
darstellt,.J. reine angew. Math., 75 (1872),292-335. 

[58] Slodowy, P., A character approach to Looijenga's invariant theory for 
generalized root systems, pre-print (1982). 

[59] --, Simple Singularities and Simple Algebraic Groups. Lecture notes in 
Math., 815, Springer-Verlag (1980). 

[60] Steenbrink, J. H. M., Mixed Hodge structure on the vanishing cohomology. 
Real and Complex Singularities, Oslo 1976, Proc. of the Nordic Summer 
School. 

[61] Thom, R., Stabilitestructurelle morphogenese. W. A. Benjamin, Inc., (1972). 
[62] Tomari, M., A pg-formula and Elliptic Singularities. Publ. RIMS, Kyoto 

Univ., 21 (1985), 297-354. 
[63] Wagreich, P., Elliptic singularities of surfaces. Amer. J. Math., 92 (1970), 

419-454. 
[64] --, Algebra of automorphis forms with few generators, Trans. AMS, 

626 (1980), 367-389. 
[65] --, Automorphic forms and singularities with C*-action, Illinois J. Math., 

25 (1981), 359-382. 
[66] Wahl, J., A characterization of quasi-homogeneous Gorenstein surface 

singularities, Compositio Math., 55 (1985), 269-288. 
[67] Yano, T., Flat coordinate system for the deformation of type Eo, Proc. 

Japan Acad. 57 Ser. A, No.8, 412-414 (1981). 
[68] Yau, S. S.-T., Hypersurface weighted dual graphs of normal singularities 

of surfaces, Amer. J. Math., 101 (1979), 761-812. 
[69] Hartshorne, R., Residues and Duality, Lecture Notes in Math., 20, Springer­

Verlag (1966). 

Supplement 

After submitting this paper, the auther was informed from I. V. Dolgachev 
the following references. 

[D] Dolgachev, I. V., On the link space of a Gorenstein Quasihomogeneous 
Surface singularities, Math. Ann., 265 (1983), 529-540. . 

[S] Sherbak, I. G., Algebras of automorphic forms with three generaters, 
Functional Anal. Appl., 12, No.2 (1977), 156-158. 

One key step (1. Proposition 1.) for the proof of the main theorem in [D] 
is parallel to a key step «5.5) Lemma) for the proof of (3.5) Theorems 3, 4 in 
the present paper, which treats a special case. Therefore assuming (3.2) Theorem 
and [0, 1. Remark L], the calculations of the table 3. of weights and table 5. of 
signatures are reduced to calculations of weights for certain quasihomogeneous 
polynomials defining isolated singular points, which is actually done in the paper 
[S] by a help of [14] [39]. 
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