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1. Statement of the problem

We are given, on a probability space (C), Y, P), a random sequence (St,0),

(1-) ot = (O 1(t), X Ok(t)), (t = (4lI(t), * * *, 4{(t)),
for t = 0, 1, * , defined by the system of recursive equations

0t+j = ao(t, co) + al(t, cc)O, + b(t, cc)A1(t + 1),
(1.2) (t+ = A0(t, co) + A1(t, co)0, + B(t, cO)A2(t + 1),

where AI (t) and A2 (t) are Gaussian and, in general, mutually dependent random
vectors; while the vectors ai(t, co) and Ai(t, co) and the matrices b(t, co) and
B(t, co) are, for each t, JF, = u{co: ,0, * * * } measurable. The system (1.2) is
to be solved for the initial conditions (00, '0), which are assumed to be inde-
pendent of the processes A1(t) and A2(t), t = 0, 1, * - - .

In the sequel, O will be treated as a vector with unobservable components,
and c, as a vector with observable components. The statistical problems we
wish to consider involve the construction of optimal (in the mean square sense)
estimates of the unobservable process 0, in terms of observations on the process
Xt.
One can distinguish the following three basic problems of estimation, which

will be called the problems of filtering, interpolation, and extrapolation.
Filtering. By filtering is understood the problem of estimating the unobserv-

able vector 0, by means of observations on the values of 4' = (40, 4I, * * *, (,).
We put Ha(t) = P{QI aYotI} (where for vectors x = (x1, ... ,Xk), y =
(YI, * , Yk) the inequality x _ y is taken to mean that xi _ yi for all i =
1, , k), let m(t) = M(tI|JYW4), and
(1.3) y(t) = Cov (Ot IJt4) = M{(06 - m(t))(' -m(t))*
It is well known that m(t) = M(6, I .F4) is the optimal (in the mean square sense)
estimate of Ot by means of (t = (cO, 4 , * * *, (,), and that

k

(1.4) tr My(t) = y M[01(t) -Mi(t)]2,
i=1

where m(t) = (ml(t), * , mk(t)) is the error corresponding to this estimate.
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