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Hollander, Proschan, and Sconing (1987) used the theory

of majorization to develop and study various information

measures in the randomly right-censored model where the

basic observation is Z_ = (Z,δ) where Z = min(X, Y),

X is the survival time, Y is the censoring time, Y is

assumed to be independent of X, and δ = 1 if X < Y,

= 0 otherwise. Here we use coefficients of divergence to

derive measures of how dissimilar the joint distribution

of (X, j£) is from the product of its marginals. These

measures contain some of the HPS information measures

as special cases. We also introduce various concepts of

bivariate dependence to measure the degree to which Y

inhibits the ability to see X.

1. Introduction and Summary. Consider the randomly censored model
where X is the survival time, Y is the censoring time, and where Y is assumed to
be independent of X. We observe (Z, δ) where Z = min(X,Y), δ = I(X < Y),
where I(A) denotes the indicator of the event A. Hollander, Proschan, and Sconing
(1987) [hereafter referred to as HPS (1987)] used the theory of majorization to
develop and study various measures for this model.

One of the measures developed by HPS (1987) for the case where X and Y
are discrete is a generalization of Shannon's (1948) information in the uncensored
case.

DEFINITION 1.1. For the censored model where X and Y have discrete distri-
butions pi = Pr(X = t),</, = Pr(Y = i), the information in the experiment (X,Y)
is defined to be

(1) JSΓ(X, Y) = H(p,q) = - J > 5 > ; l o g P j + Pi+1 log j> + 1
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