
X. On Semi-Proper Forcing

§0. Introduction

We weaken the notion of proper to semiproper, so that some important prop-

erties (the most important is not collapsing NI, being preserved by some itera-

tions) still hold for this weaker notion. But the class of semiproper forcing will

also include some forcings which change the cofinality of a regular cardinal > NI

to NO- We will also describe how to iterate such forcings preserving semiproper-

ness. So, using the right iterations, we can iterate such forcings without col-

lapsing NI. As a result, we solve the following problems of Friedman, Magidor

and Abraham respectively, by proving (modulo suitable large cardinals) the

consistency of the following with G.C.H.:

(1) for every 5 C N2, 5 or N2 \ S contains a closed copy of α i,

(2) there is a normal precipitous filter D on ^2, {S < ^2 : cf(<5) = #0} G £>,

(3) for every A C N2 ί {^ < ^2 : cf (ί) = K0, δ is regular in L[£n^4]} is stationary.

However, the countable support iteration does not work, so we introduce the

revised countable support. Though it is harder to define, it satisfies more of

the properties we intuitively assume iterations satisfy and is applicable for the

purpose of this chapter.



468 X. On Semi-Proper Forcing

Notation.

Ord is the class of ordinals, Car the class of cardinals, ICar the class of

infinite cardinals, UCar = ICar \ {No} and RCar the class of infinite regular

cardinals, SCar = RCar U {2}, RUCar = RCar Π UCar, and we let

« = {δ < Kα : cfί -

§1. Iterated Forcing with RCS
(Revised Countable Support)

Iterated forcing with countable support is widely used since Laver [LI]. One of

its definitions is that at the limit stage with cofinality N0 we take the inverse

limit, and at the limit stage with cofinality > NO we take the direct limit.

Another formulation is given in Definition III 3.1. However, the applications,

as far as we remember, are for forcing notions which preserve the property "the

cofinality of δ is uncountable" , and in fact are E-proper, for some E which is

a stationary subset of «S<N0(L)£7).

However, in our case we are interested just in forcing notions which do

change some cofinality to NQ. In these cases, we cannot break the iterated

forcing into an initial segment and the rest (i.e., break (Pi,Qι : i < a) into

(Pi,Qi : i < β)) and (Pi/Pp,Qi : β < i < a)). The reason is that maybe

the first forcing changes the cofinality of some 5, β < δ < a to N0; but then

Pδ/Pβ is not the inverse limit of (Pi/Pβ, Qi'.β<i<δ), and lhPβ "(Pi/Pβ, , Q» :

β < i < α) is not a CS iteration" . In fact, as every p G P§ has domain a bounded

subset of 5, if Ihp^ "αn E (/?,δ),cun < αn+ι,ί = \J αn, and (pn^ : i < λ) is a
n<ω

sequence of pairwise incompatible conditions in Q^n or just in Pan+l/Pan i e

Pαrι-names of members of Pan+ι/Qpan"
 an<^ we let r : α; -̂  λ be τ(n) — i if

Pn,i[Qpδ n Pβ] belongs to Gpδ or there is no such i and we let r(n) — 0, then

\\-pδ "τ is a function from ω onto λ -f 1". So if each Qi has two incompatible

members and δ is divisible by cj2, then P§ will collapse KI and even ^°v β

for β<δ.
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Hence we suggest another iteration, RCS (revised countable support),

which seems to be the reasonable solution to this dilemma.

The essence of the solution is that a name of a condition is really a

condition. More exactly, in countable support iteration a condition may be

{(/?, q)} such that q is a P^-name of a member of Qβ, so q is a name but β is

a "real" ordinal. But now we allow β to be a name. But a name with respect

to which forcing notion? We would like to use Pα-names, but then we get a

vicious circle, defining what is a condition of Pa using P^-names. So we can

allow P7-names β for some 7 < α, such that Ihp^ "7 < β < α", and then allow

a Pγ-name of condition as above etc (this is the successor case in clause (B) of

Definition 1.2(1), and shall use it freely in later sections). The exact definition

appears below; though it has a somewhat cumbersome definition, it seems to

conform better to our intuitive idea of iteration. A first version of it can found in

[Sh:119]. For other realizations of this (and alternatives to §1 here) see [Sh:250],

which is redone here in Chapter XIV. In XIV §1 we deal with /ς-RS. There, all

the induction on 7 disappears as K, > NI makes it unavailable. An alternative

way is XIV 2.6=[Sh:250, 2.6] where we simplify matters by demanding, e.g., for

Q-named ordinal ζ that: q lh"C = ξ" => q\ξ Ih "ζ = f", the price is the loss of the

associativity law (see 1.1A(1)), this makes the treatment later less elegant, but

does not cause real damage as far as we know: i.e. we cannot restrict inductive

proofs to the cases the length δ of the iteration being 1, 2, ω, ωi, K inaccessible,

but rather have 1, successor, for some a < δ, p\a Ih cf(ί) = K0 (where we are

interested in the forcing above p) etc. As things are, we need to consider in e.g.

l.l(B), not only r G Pξ but also r e P^+i except when £ -f 1 = α (to avoid

vicious circle), hence we have 7 = /3 +1 <aoi'j = β = a — 1 there. Compared

to the previous (i.e. [Sh:b]) version, for smoothness we essentially complete the

Qi's and we also give (for completeness) the equivalent outside definition of

Q-named ordinals (and conditions (1.3(2))).
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1.0 Remark.

(1) If PI = PO * Qo, x a Pi-name, G0 C P0 generic, then in V[Go], x can

be naturally interpreted as a Q0-name, called x/Go, which has a P0-name

x/Go or X/PO; but usually we do not care to make those fine distinctions.

(2) Using Q — (Pi,Qί : i < α), Pα will mean Rlim Q (see Definition 1.1).

(3) If D is a filter on a set J,£> G V, V C T/t (e.g., yt = y[G]) then in an

abuse of notation, D will denote also the filter it generates (on J) in V^.

(4) Formally, if Ihp0 "Qo is a forcing notion " then PO *Qo is a class, but this is

for superficial reasons. We can demand that the set of members of Q0 (in

Vp°) is a cardinal, and use only "canonical" P0-names (as in 1.1 (B)), or

restrict ourselves to members of some H(χ). In the iteration in this section

(see 1.1), writing |P|, we mean |P/ « | (see I 5.5). We may use instead

d(P), the density character, which is defined as Min{|P'| : P' C P, Vp G

P 3p' G P'\p < p'}} or the essential density d!(P) = Min{|P'| : for some

P", P <> P", P dense in P" and P' C P" and (Vp G P)(3p; G P')^ ll-p-

"p G Gp//"]} (we say P1 is essentially dense in P; this means it is dense in

the Boolean completion of P). The change does not make much difference.

(5) T>κ is the closed unbounded filter on K.

(6) For a forcing notion Q, an almost member q of Q is {(p^, qι) : i < i*}

such that [pi, ^ G Q] &[pi,pj compatible => <fo = <£,], and for r G Q, q < r

means r \\-Q "for every i < i* if pi G GQ then ^ G GQ"; if q', q" are

almost members of Q we define: g' < q" iff (Vr G Q}[q" < r => g' < r]. If,

as we normally agree, 0g G Q is minimal in Q then we can identify r G Q

and the almost member {(0q, r)}. The set of almost members of Q will

be denoted by Q (this is in fact just the completion of Q but if p, q G Q

are equivalent (i.e. Ih "p G GQ <-* q G GQ" then in Q, p < <? < p so they

can be identified).

(7) Note that an almost member of Q is equivalent to a member of Q, but is

not a real almost member, but we usually ignore the distinction.

(8) See more on why the iteration is good in XI §1.
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1.1 Definition. We define and prove the following (A), (B), (C), (D), Def.

1.2 and claims 1.3(1), 1.4, by simultaneous induction on a (also for generic

extensions of V):

(A) Q — (Pi, Qi : i < a) is an RCS iteration (RCS stands for revised countable

support).

(B) a Q-named ordinal (or [7, α)-ordinal), (above a condition r).

(C) a Q-named condition (or [7, α)-condition), and we define gf£, q\{ξ} for a

<5-named [7, α)-condition q and ordinal ξ and they are a member of Pξ

and a Pξ-name of a member of Qξ respectively; of course ξ G [7, a] (and

ξ G \j, OL) respectively).

(D) the RCS-limit of Q,RJimQ which satisfies PI <£ RlimQ for every i < a

and p\ξ, p\{ξ} for ξ < α, p e RlimQ.

(A) We define "Q is an RCS iteration"

a = 0 : no condition.

a is limit: Q = (Pi, Qi : i < a) is an RCS iteration iff for every β < α, Q\β is

one.

a = β 4-1 : Q is an RCS iteration iff Q\β is one, Pβ = Rlim (Q\β) and Qβ is

a Pβ-name of a forcing notion.

(B) We define "ζ is a Q-named [7, α:)-ordinal of depth T above r" by

induction on the ordinal T (and α = £gQ).

The intended meaning is an (RlimQ)-name of an ordinal of a special kind,

however Rlim Q is still not defined. So we use the part already known.

For T = 0 : "£ is a Q-named [7, α)-ordinal of depth T above r" means ζ

is a (plain) ordinal in [j, α), i.e., j < ζ < α,r G P£+I; but if £ + 1 =0: then

r GPC .

For T > 0 : "C is a Q-named [j, α)-ordinal of depth T above r" means that

for some β < α, (letting 7 = /3 + l i f / 3 - h l < α : and 7 = /? otherwise) r G P7,

and for some antichain J of P7, pre-dense above r, I = {pi : i < IQ} C P7,

{Ti : i < i0} and {Ci : i < io}, we have P7 N "(rf7) < p^" (for simplicity), ft is

a Q-named [ max{j, /?}, α)-ordinal of depth Ύ; above p<, T^ < T, and C is C< if
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Pi and r (i.e., if p^r will be in the generic set then ζ will be £$; this is informal

but clear, see formal version in 1.2(1)).

Without T : We say ζ is a Q-named [j, a)-ordinal above r, if it is such for

some depth.

Without r : r = 0.

Similarly, we omit "[j, α) — " when j — 0.

(C) We define "<? is a Q-named [j, α)-condition of depth T above r" and

also q\{ξ},q\ξ and the Q-named [j, α)-ordinal ζ(q) associated with q.

The definition is similar to (B).

For T = 0 : We say "# is a Q-named [j, α)-condition of depth T above r"

if for some ordinal ζ", j ' < ζ < a and q is a P^-name of a member of Qζ (see

1.0(6)), r G PC+I but if ζ -f 1 = α then r G PC and for simplicity q is above

r \{ζ} i.e. if C + K α then r \ζ lhPζ « in Qc, r\{ζ} < f (note: r f C € PC, r KC}

is a member of Qζ). We let

9 if ί > C + 1

notes: 0 G PQ and remember 1.0(7). Finally we let ζ(q) = ζ. [What if we

wave "q above rf{C}"? Then ξ — ζ 4- 1 need special attention as in Qf£, r

may not be in Pζ so we have to transfer the information of q to "allowable"

form, so q\ξ depend also on r; so q should also tell us who is r or require

r\ζ !h [Qc N rKC} < f or we should write q\rξ, q\r{ξ}.}

For T > 0: We say q is a Q-named [j, α)-condition of depth T above r,

if for some β < a (letting 7 = / ? - t - l i f / 3 f l < α and 7 = β otherwise) for

some Q-named [j, α)-ordinal of depth T above r, ζ, defined by /3, 7, {pi : i <

io} ζ Pγ,{T^ : i < ZQ}, {ζi ' i < io}, we have for each i < i0 a Q-named

[ max{/3, j},α)-condition g^ of depth T^ above r\Jpi (see clause (c) in (D)
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below), so informally ζ(qi) = G, and q is qi if Pi and r are in the generic set of

P7).

We then let ζ(q) = ζ.

Now we define q\ξ and <?ί{ξ}; [really, we can just replace ̂  by qi \ξ, q^ \{ξ}

respectively. In order to be pedantic, we need the following]. We define q\ξ as

follows (below we ask r G \J£<ξ ^ε+i, because if ξ is a successor, r G Pξ is a

reasonable situation, if ξ a limit ordinal - not). Ifr G \Jε<ξ Pε+ι and β + 1 < ξ,

then q\ξ is defined like q replacing qi by qi \ξ. If r G \Jε<ξ Pε+ι, β + 1 = ξ = α,

then #Γ£ is g. If r G Uε<£ ^e+ι> /? + ! = £ < α then q\ξ is the following P^-name

of a member of Qβ'>

if r\β G GP/3 then ? fξ is {(p<r{)9},g<) : Pi\β eGPβ,i< iG} G Q.

If r G Uε<ξ pε+ι> /? + !>£ or r < £ Uε<ξ Pε+i then: gίξ is 0 (or not defined).

Similarly for q\{ξ} If r G Pξ+i (or r G Pξ), Ί < ξ then ςf{£} is defined like

q replacing qi by qi\{ξ} If r G Pξ+i, β < 7 = ξ 4- 1 (hence /? = ξ < α) then

gf{^} is the following P^-name of a member of Qp' {(r\{β} ^Pi\{β},qi\{β}) :

Pzf/? ^ Gp/3 and r\β G P/? and i < i0}. If r G P^+i, /? = 7 = f + 1 (actually

is ruled out) or 7 > ξ -f 1 then q\{ξ} is 0. If r φ Pξ+i, then q\{ξ} is 0 (or not

defined).

[The definitions of C(tf ΓO» C(^Γ{^}) are left to the reader].

We omit T and/or "[7, α) -" if this holds for some ordinal T and /or j = 0.

We omit r when r — 0(= 0p0) We leave the definition of q\[ζ, ξ) to the reader.

(D) We define RlimQ as follows:

if a = 0 : RlimQ is trivial forcing with just one condition: 0 = 0p0

if a > 0 : we call q an atomic condition of /ftimQ, if it is a Q-named

condition.

The set of conditions in Pα = RlimQ is

{p : p a countable set of atomic conditions; and for every β < α, p\β =

{r\β :r G p} G P/j, and p\β \\-Pβ "p\{β} d= {r\{β} : r G p} has an upper

bound in "}-
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The order is inclusion, (but in later sections we sometimes ignore the

difference between p < q and p\\- "q G G")

Now we have to show:

(a) Pβ <£ RlimQ (for β<ά). [By 1.4(1) below.]

(b) For β < α, any (Q f/3)-named [j, /3)-ordinal (or condition) above r is a Q-

named [j, α)-ordinal (or condition) above r. [Why? Obvious.]

(c) If ξ < α, q is a Q-named (atomic) condition above r, r G Uε<£ ̂ ' t^ιen #tf

is a (Qfξ)-named (atomic) condition above r. [Why? Obvious.]

(d) If βι < βz < α, p G Pβ2 \ Pβί, p < q in P 2̂ then 4 £ P/?1 (though it may

be equivalent to one).

(e) If ξ < α, q a Q-named atomic condition above r, r G |J P£ ίfoen Ihp "ς ί{ξ}
ε<C

is a member of Q ".
~ t

1.1A Explanation. l)What will occur if we simplify by letting in l.l(B),

for T > 0, 7 = β always? Nothing happens, except that 1.5(3) is no longer

true; though this is used later, we can manage without it too, though less

esthetically; for variety, XIV 2.6 = [Sh:250, 2.6] is developed in this way (for a

generalization called tt-RS, our case is K = NI). For the case which interests us

the two definitions are equivalent - by the proof of 2.6 (here).

2) So why in l.l(B), for T > 0, we do not let 7 = β +1 always? If β +1 = α, we

fall into a vicious circle; defining P/3+ι using conditions in P0+ι; alternatively

see XIV §1.

LIB Remark. We can obviously define Q-named sets; but for conditions (and

ordinals for them) we want to avoid the vicious circle of using names which are

interpreted only after forcing with them below.

1.2 Definition.

(1) Suppose C is a Q-named [j, α)-ordinal above r, r G G C \Ji<a Pi and GπP^

generic over V (whenever i < a) (say G is in some generic extension of V).
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We define ζ[G] by induction on the depth: if the depth of ζ is 0, it is ζ", if

the depth of ζ is > 0, and it is defined by β, 7, {pi : i < ΐ0}, {ζi : i < z0},

{Ύi : i < IQ} as in Definition 1.1 (B) then for a unique i < i0,pi G G and

we let ζ[G] = ζi[G] (remember Ύ^ < T). (If there is no such i, it is not

defined but as we demand {pi : i < IQ} is a predense above r\Ί in PΊ above

r and 7 < a and r G G, it will be defined).

If r $ G then ζ[G] is undefined, or we can give it a default value, like oo.

For a Q-named [7, α)-condition q above r, we define q[G] similarly (with

default value 0).

(2) For ζ a Q-n&med [j, α)-ordinal above r, and q G \Ji<a Pi let q Ihg "C = ξ"

if for every G C [ji<a PI, such that each G Π P^ (i < α) is generic over V,

g G G =» ζ[G] = ξ, (similarly q \\-Q "ζ undefined".)

1.3 Claim.

(1) Suppose ζ is a Q-named ordinal [above r], (Q an RCS iteration, a =

ίg(Q)). If G C |J.<α Pi [and r G G] and each G Π P» (where i < α) is a

generic subset of Pi over V, then for some ξ, C[G] = ξ,j < ξ < &• Moreover

for some q G Pξ+i Π G we have q \\~Q "ζ = ξ" and [ξ + 1 = α =» g G Pξ].

(2) Suppose Q is an RCS iteration of length α, j < α, </?(x, y) a definition

with parameters in V and r e (Ji<a Pi such that:

(i) // G* is generic over V for some forcing notion, in V[G*] we have G C

Ui<α ̂  ^s directed, for each i < a the set G Π P$ is generic over V and

r G G then V[G] \= (3\x)φ(x, G) and we call this unique x, xφ[G\.

Suppose further that for such G*, G we have xφ[G] is an ordinal ζφ =

ζφ[G] e [j,α) (or it is a pair (C*,?*) = (ζφ[G\,qφ[G\), with CV[G] an

ordinal G [j, α), ^[G] G Q [G Π PC¥,[G]]) and r G P^tGl-f i
~C<,[^1

(ii) If G*, G,x = xφ[G] are as in (i), then for some q G GnPCv>[G]+ι Π(|Jί<α P<)

we have:

(*)? ϊ/G**, G' G y[G**] satisfy the requirements on G*, G and q G G'

then xφ[G'} = x(= xφ[G\)\ note ζx = a - 1 ̂  q G Pα_ι follows,
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(iii) if δ < a is limit, r G Pβ, β < δ, and G* generic over V and G G V [G*] and

r G G C \Jε<δ Pε and G Π Pε generic over V for ε < 5, ίften

either for some q G G, and x, (*)£ above holds, (so ζx < δ)

or for some βι G (/?, δ) and r*, r < r* G P/^ Π G we have:

for any β' G (βι,δ) for any r7, #':

r* < r' G P/3/&(*)ϊ/ =» C*' > δ

Then there is a Q-named [j, α)-ordinal above r, £ [or Q-named [j, α)-condition

q] such that:

If G* is generic over V" for some forcing notion, in V[G*], G C \Ji<oePi

directed, for each i < a the set G Π Pi is generic over V and r G G ίften

x^[G] = ζ[G] [or xφ[G] — q[G] (i.e. equivalent members of Qζ[q][G][G ^

1.3 A Remark. 1) Concerning 1.3(2), of course every Q-named ordinal (or

condition) [above r] satisfies these conditions.

Proof. (1) The proof is by induction on the depth of ζ.

(2) The proof is straightforward. For notational simplicity we deal with the

case of Q-named [j, α)-ordinals only; but for easing the induction we define in

Definition 1.1 clause (B) also "extended Q-named ordinals" by just allowing ζ

also values > α (but still j < a. and now in (*)| we have ζx > a — 1 =$> q e Pa-ι

(and we stipulate for α not successor, α — 1 = α)), and so similarly in 1.3(2)(i);

clearly it suffices to prove 1.3(2). for this extension. Let β* be minimal such

that r G Pβ- we know β* < α. Let I be the set of r* G \Ji<a Pi such that:

(*)[r*] for some /3,7 we have: r < r* G PΊ,j < β < a, β < 7 < α,7 < β + 1 and

there is an extended Q-named [/?, oo)-ordinal ζ such that:

if G* is generic over V for some forcing notion, G G V[G*], G C

\Ji<a PI, G Π PΪ is generic over V for i < a and r, r* G G

thenxφ[G] = ζ[G\.
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Let J = {p G I : for some 7 < a we have p G PΊ \ Ue<7 ̂ ε and for no

T', j < 7' < 7 is there p' € J Π P7/, p7 compatible with p (say, in P7)}. It is

enough to prove r G J, so assume that this fails. Choose χ large enough such

that Q G H(χ), G* be such that in V[G*] the cardinal 2X becomes a countable

ordinal.

Now

(*)o If /?, 7, r* are as in (*)[r*j and r* < r** G P7 then r** € I

[this is trivial].

(*)ι If r < r* G P/?, β* <β < α, JΠ P^ \ (J7</3 P7 is pre-dense above r* in Pβ

then r* G I.

[Why? Straightforward by the inductive step in (B) of Definition 1.1].

For /?' < α, r G G C Pβ>, G generic over V, we define j!Gl = {p €

U<α P^ : P G U/3'<e<α ̂ /G aϊld f°Γ SOΠle Γ/ G G Wβ haVΘ P U Γ/ G T)'

(*)2 Assume r G G C P^/, G is generic over V, p G \Jp<e<aPe/G and for

some extended Q-named [j, cx>)-ordinal ζ' above p we have: G C G' C

\Jε<a Pε &p G G' & [for ε < α, G;ΠPε is generic over F] => x^fC?7] = C'fG7].

Then p G J'G1 . [Why? Check, using the successor case in clause (B) of Def-

inition 1.1.

We shall prove by induction on β G [/?*, Uε<α εl

<8) if /3* < /3(0) < /3, G0(o) C P/3(0) is generic over V, r G G^(0), G^JQ) Π J - 0

ίften there is Gβ such that [/? < α => Gβ C P^ is generic over V],

[β = a^Gp C \Ji<a P^& Λi<« ^/3 Π Pi is generic over V], G/3(0) C G^

and GβΓ] J = 0.

It suffice to prove (8), as from ® for /3 = Ue<α ε we βe^ 1-3(2); why? there

is Gβ* C P^* generic over V, such that r G G^* and Z Π G^* = 0 (otherwise

by (*)ι applied to r* = r, /3* = /? we get r G T). Now use 0 with /3(0) = /?*,

/3 = Ue<α ε' and ^/9(o) — G^* and get G^; contradiction to the assumption (ii)
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of 1.3(2), thus finishing the proof of 1.3(2).

Note that as G 0 Π X = 0 also G Π 1^ = 0.

First case: β = β* . Empty.

Second case: β — βι + 1 > β*. So by the induction hypothesis without loss of

generality β(0) = β\. Clearly, β < a (otherwise we are done). As G^(o) £ Pβ(Q)

is generic over V (and r G G^(o)), there is r* G G^(o) such that r < r* and r* Ih

"JΠ (7/3(0) = 0" So there is no r7, r* < r' G P^Q) Π J. Is there r' G Q0(o)[G/3(o)]

incompatible with every {p\{β\} : p G P/j(o)+ι Πl, pf/3ι G G^o))}? (Note (*)0

and remember β\ = /3(0).) If so, no problem to find G^ as required; otherwise,

without loss of generality, r* forces this and by (*)ι, r* G T, contradiction.

Third case: β — a is limit. Without loss of generality in V[G*], Pα (and α) are

countable. Let in V[G*], (βn : n < ω) be increasing with limit /?, /3o = /5(0). We

define by induction on m < ω, G/3m C Pβm generic over V, increasing in n such

that: Gβm Π J = 0. Let n(0) = 0, G/30 = G0(0). For m + 1, use the induction

hypothesis. Now Um<ω Gβm is as required.

Fourth case: β — δ < a is limit. Let α* > α be an ordinal never of the form

ζφ[G\ We shall define φ'(x,y) such that for Qf = Q\δ, r' = r,j' = j the

assumption of 1.3(2) holds: if r G G C \Jε<δ Pε and G Π Pε is generic over V

for ε < δ then:

(a) if for some q G G, q > r and x, the statement (*)£ holds then xφ[G] = x.

(b) otherwise, x^[G] = α*.

Now to see that assumption (i) of 1.3(2) holds we use assumption (iii) of

1.3(2) and also the other assumption holds. So by the induction hypothesis on

α, an extended Q'-named [j, oo)-ordinal ζf exists, say of depth Ύ. Looking at

1.1 (B) there is a set T of strictly decreasing finite sequences of ordinals closed

under initial segments and (ζη,Ύη,pη,βη '• η G T), where

(α) £<> = £'' PO = r' τo the dePth of £ < > > r G p(/3<>-M)
(/?) if η is maximal in T then T^ = 0, βη < 5, ζ^ an ordinal ζη > βη,

Pri £ p(/3,+i)

(7) if 77 G T is not maximal in T then z/ G Suc^(?7) => p^ < p^ G P(^ +χ) &> βη <




