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SUBFACTORS, PLANAR ALGEBRAS AND ROTATIONS

MICHAEL BURNS

Abstract. Growing out of the initial connections between subfactors and knot theory that gave rise to the
Jones polynomial, Jones’ axiomatization of the standard invariant of an extremal �nite index II1 subfactor
as a spherical C∗-planar algebra, presented in [16], is the most elegant and powerful description available.

We make the natural extension of this axiomatization to the case of �nite index subfactors of arbitrary
type. We also provide the �rst steps toward a limited planar structure in the in�nite index case. The central
role of rotations, which provide the main non-trivial part of the planar structure, is a recurring theme
throughout this work.

In the �nite index case the axioms of a C∗-planar algebra need to be weakened to disallow rotation of
internal discs, giving rise to the notion of a rigid C∗-planar algebra. We show that the standard invariant
of any �nite index subfactor has a rigid C∗-planar algebra structure. We then show that rotations can be
re-introduced with associated correction terms entirely controlled by the Radon-Nikodym derivative of the
two canonical states on the �rst relative commutant, N ′ ∩M .

By deforming a rigid C∗-planar algebra to obtain a spherical C∗-planar algebra and lifting the inverse
construction to the subfactor level we show that any rigid C∗-planar algebra arises as the standard invari-
ant of a �nite index II1 subfactor equipped with a conditional expectation, which in general is not trace
preserving. Jones’ results thus extend completely to the general �nite index case.

We conclude by applying our machinery to the II1 case, shedding new light on the rotations studied by
Huang [11] and touching brie�y on the work of Popa [29].

In the case of in�nite index subfactors there are obstructions to having a full planar algebra theory. We
constructing a periodic rotation operator on the L2-spaces of the standard invariant of an approximately
extremal, in�nite index II1 subfactor. In the �nite index case we recover the usual rotation. We also show
that the assumption of approximate extremality is necessary and su�cient for rotations to exist on these
L2-spaces.

The potential complexity of the standard invariant of an in�nite index subfactor is illustrated by the
construction of a II1 subfactor with a type III central summand in the second relative commutant,N ′∩M1.
The restriction toL2-spaces does not see this part of the standard invariant and Izumi, Longo and Popa’s [13]
examples of subfactors that are not approximately extremal provide a further challenge to move beyond the
L2-spaces in the construction of rotation operators. The present construction is simply an initial step on
the road to a planar structure on the standard invariant of an in�nite index subfactor.

Part 1. Introduction

The study of subfactors was initiated by Jones’ startling results on the index for subfactors in [15].
His work gave rise to a powerful invariant of a subfactor known as the standard invariant. This invariant
has many equivalent descriptions, including Ocneanu’s paragroups, bimodule endomorphisms and 2-C∗-
tensor categories. Popa’s axiomatization of the standard invariant of a �nite index II1 subfactor in terms
of standard λ-lattices, [28], was a major advance in the �eld. Jones’ [16] planar algebra axiomatization
for extremal �nite index II1 subfactors builds on this to produce a diagrammatic formulation in which
the standard invariants “seem to have now found their most powerful and e�cient formalism” (quoting
Popa [29]).

The present work is concerned with extensions of the planar algebra machinery to wider classes of
subfactors than those considered in Jones [16] and a recurring theme will be the properties of rotation
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operators. After these introductory remarks in chapter one, the second chapter is concerned with ex-
tending Jones’ subfactor-planar algebra correspondence from extremal �nite index II1 subfactors to the
general �nite index case and proving some results with this machinery. Chapter three concerns in�nite
index subfactors and de�ning rotations on their standard invariants as a step towards a restricted planar
structure on them. There are obstructions to a full planar algebra structure in the in�nite index case.

Before embarking on a chapter by chapter summary we present a quick overview of the area. The
reader is referred to Jones and Sunder [14] for basic material on subfactors, with a focus on the �nite
index II1 case.

Let N
E⊂ M be an inclusion of factors equipped with a normal conditional expectation E of �nite

index. The Jones’ basic construction yields a factorM1, generated byM and the �rst Jones’ projection
e1, together with a normal conditional expectation EM :M1 →M . Iterating this procedure we obtain a

tower of factors and conditional expectations, N
E⊂ M

EM⊂ M1

EM1⊂ M2

EM2⊂ · · · . The standard invariant

of N
E⊂M is the lattice of relative commutants obtained from this tower:

C = N ′ ∩N ⊂ N ′ ∩M ⊂ N ′ ∩M1 ⊂ N ′ ∩M2 ⊂ N ′ ∩M3 ⊂ · · ·
∪ ∪ ∪ ∪

C =M ′ ∩M ⊂ M ′ ∩M1 ⊂ M ′ ∩M2 ⊂ M ′ ∩M3 ⊂ · · ·
together with the conditional expectations. The algebrasM ′

i ∩Mj are all �nite dimensional C∗-algebras
(multi-matrix algebras). The standard invariant is a powerful invariant of the subfactor and it is a com-
plete invariant in the case of amenable II1 subfactors (Popa [27]).

The case where M (and hence N ) is a II1 factor and E is the unique trace-preserving conditional
expectation fromM onto N is the most extensively studied. A special case of this is when the subfactor
is extremal, which is to say that the trace tr onM and the unique trace tr′ onN ′ agree onN ′∩M . In [28]
Popa axiomatized the standard invariant of an extremal II1 subfactor, proving that the standard invariant
of an extremal II1 subfactor forms an extremal standard λ-lattice and conversely any extremal standard
λ-lattice arises in this way. The general �nite index II1 case, a simple generalization of the proof in [28]
and known to Popa, �rst appears in print in [29].

In [16] Jones characterizes the standard invariant of an extremal II1 subfactor as a spherical C∗-
planar algebra: loosely speaking, a sequence of �nite dimensional vector spaces Vi with an action of the
operad of (planar isotopy classes) of planar tangles as multi-linear maps, consistent with composition of
tangles, equipped also with an involution ∗ and satisfying certain positivity conditions and an additional
spherical isotopy invariance.

The proof that every spherical C∗-planar algebra arises from an extremal II1 subfactor is an appli-
cation of Popa’s standard λ-lattice result. The construction of the planar algebra of an extremal II1
subfactor is the main result of Jones [16] and a key ingredient is the periodicity of the rotation operator
which, after the result has been proved, can be realized as the tangle below, illustrated in the case of
V4 = N ′ ∩M3.

The planar algebra machinery has been a powerful tool in proving results on the combinatorial struc-
ture of the standard invariant and obtaining obstructions on the possible principal graphs and standard
invariants of subfactors. See for example the work of Bisch and Jones [2, 3, 4, 17, 18].

Extending the planar algebra formalism to the general II1 case begins with proving the periodicity
of the rotation operator. In [11] Huang de�nes two rotation operators on the standard invariant of a II1
subfactor and proves that each is periodic.

The case of in�nite index subfactors is �rst taken up by Herman and Ocneanu in [10]. The results
that they announced were proved and expanded upon by Enock and Nest [8], where the basic results
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for in�nite index subfactors are laid down. This paper also characterizes the subfactors arising as cross-
products by discrete type Kac algebras and compact type Kac algebras.

The tower and standard invariant can still be constructed in the case of an in�nite index inclusion, but
the process becomes much more technical. Operator-valued weights must be used in place of conditional
expectations and the relative commutants need no longer be �nite dimensional. Even in the simplest
case of an in�nite index inclusion of II1 factors, only the odd Jones’ projections exist, implementing
conditional expectations, and the other half of the maps in the tower are operator-valued weights. The
standard invariant does not form a planar algebra in this case.

In the following chapter we discuss the �nite index case. Background material on general �nite index
subfactors is presented and a small number of technical results developed before we turn our attention
to extending Jones’ planar algebra results.

Rigid planar algebras are de�ned in almost the same way as the planar algebras of Jones except that
we do not allow rotations of internal discs. After proving basic results about rigid C∗-planar algebras,
including the central role of Radon-Nikodymderivatives, we construct a rigidC∗-planar algebra structure
on the standard invariant of any �nite index subfactor.

Every rigid C∗-planar algebra is shown to have a modular extension in which discs can be rotated
provided we insert correction terms involving the Radon-Nikodym derivatives. We then go on to deform
the modular extension so as to remove the correction terms, in essence by incorporating them already in
the action of the tangles. We thus obtain a sphericalC∗-planar algebra and thus an extremal II1 subfactor.

Finally we lift the inverse construction to the level of subfactors and are able to prove that every rigid
C∗-planar algebra arises as the standard invariant of a �nite index subfactor, in fact a subfactor of type
II1, though the expectation may not be trace-preserving.

We then apply the planar algebra machinery that we have developed to the rotations studied by
Huang [11] and illuminate some of Popa’s constructions in [29] in our context.

Chapter 3 is concerned with in�nite index II1 subfactors. After some initial material describing the
basic construction in this setting we take advantage of the additional structure provided by the require-
ment that the �rst two factors in the tower be of type II1. We thus have half of the Jones projections still
at our disposal and are able to construct an orthonormal basis for M over N . These tools allow us to
extend the notion of extremality to the in�nite index case and show that it has the usual properties.

Motivated by some of our work in the �nite index case we can formally de�ne rotation operators on
the L2-spaces of the standard invariant. The existence of these operators is then shown to be equivalent
to approximate extremality of the initial subfactor.

We conclude with an result indicating the potential complications that arise once we move to �nite
index subfactors. We construct of a II1 subfactor with a type III central summand in the second relative
commutant, N ′ ∩M1.
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Part 2. Finite Index Subfactors of Arbitrary Type

In this chapter we extend Jones’ subfactor-planar algebra correspondence in [16] from extremal �nite
index II1 subfactors to the general �nite index case.

We begin in sections 1.1 and 1.2 with a review of the machinery of operator-valued weights and
relative tensor products as a prelude to the discussion of index and the basic construction in section 1.3.

A number of tedious, but necessary, computational results are proved in Section 1.4. We connect
the bimodule and relative tensor product structure on the algebrasMk with that on the Hilbert modules
L2(Mk), before concluding with further results on the multi-step basic construction.

Section 1.5 is concerned with modular theory. We prove that relative commutants lie in the domains
of the operators of modular theory and that these operators leave the relative commutants invariant.
We also show that the actions of these operators are compatible with inclusions in the tower of higher
relative commutants.

The rotation operator enters the picture in Section 1.6 andwe prove that it is quasi-periodic: (ρk)
k+1 =

∆−1
k .

In Section 2 we de�ne a more general notion of a planar algebra. In a rigid planar algebra we restrict
attention to isotopies of tangles under which internal boxes only undergo translations. Every rigid C∗-
planar algebra has a modular extension in which general planar isotopies are allowed, but rotations of
boxes change the action of the tangle.

There are two canonical states ϕ and ϕ′ on a rigid C∗-planar algebra given by capping o� boxes to
the left or to the right. The Radon-Nikodym derivative w or ϕ′ with respect to ϕ controls the e�ect of
rotations in the following way. Any string along which the total angle changes after isotopy must be
modi�ed by inserting a 1-box de�ned in terms of w and the total angle change.

In Section 2.2 we show that the standard invariant of a �nite index subfactor has a rigid planar algebra
structure. Section 2.3 describes the construction of the modular extension to a rigid C∗-planar algebra
and Section 2.4 contains the construction of an associated spherical C∗-planar algebra from a rigid C∗-
planar algebra. This recovers a result of Izumi that for any �nite index subfactor there is a II1 subfactor
with the same algebraic standard invariant.

We conclude in Section 2.5 by showing that any rigid C∗-planar algebra arises as the standard invari-
ant of a �nite index subfactor.

Moving on to the speci�c case of a (not necessarily extremal) �nite index II1 subfactor, in Section 3.1
we establish the connection between Huang’s two rotations [11]. We show that the two rotations are the
same if and only if the subfactor is extremal. The method of proof allows a very simple alternative proof
of periodicity in the II1 case which will generalize to in�nite index II1 subfactors in Chapter 3. We go
on to prove some other results for general �nite index II1 subfactors using the planar algebra machinery.
Section 3.2 sees a two-parameter family of rotations de�ned on the standard invariant of a �nite index
II1 subfactor, while Section 3.3 makes contact with the work of Popa in [29].

Section 1. General Finite Index Subfactors

While most of our work on �nite index subfactors can proceed without direct reference to the ma-
chinery of operator-valued weights and relative tensor products, there are occasions when this material
is necessary. We present a summary of technical results in Sections 1.1 and 1.2. The reader who wishes
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to avoid this material can skip these two sections and take as a starting point the results of Kosaki quoted
in Section 1.3.

In Chapter 3 we will make heavy use of operator-valued weights.

Subsection 1.1. Operator-valuedweights. Here we summarize some key de�nitions and results from
Haagerup’s foundational paper [9].

De�nition 1.1. Let M be a von Neumann algebra. The extended positive part M̂+ of M is the set of

“weights on the predual of M”, namely M̂+ is the set of maps m : M+
∗ → [0,∞] such that m is lower

semi-continuous andm(λϕ+ µψ) = λm(ϕ) + µm(ψ) for all λ, µ ∈ [0,∞], ϕ, ψ ∈M+
∗ .

Note thatM+ embeds in M̂+ by x 7→ mx wheremx(ϕ) = ϕ(x).

Addition and positive scalar multiplication are de�ned on M̂+ in the obvious way. For a ∈ M ,

m ∈ M̂+ de�ne a∗ma by (a∗ma)(ϕ) = m(ϕ(a∗ · a)). For S ⊂ M̂+ de�ne
∑

m∈S m pointwise.

Proposition 1.2 (Haagerup [9] 1.2, 1.4, 1.5, 1.6, 1.9). There are several alternative characterizations of M̂+,
including:

(i) Any pointwise limit of an increasing sequence of bounded operators inM+ is in M̂+ and every element

of M̂+ arises this way.

(ii) m ∈ B(H)+̂ is in M̂+ i� it is a�liated withM (u∗mu = m for all unitary elements u ∈M ′).
(iii) Let M be represented on a Hilbert space H . Let p ∈ M and let A be a positive self-adjoint operator

(possibly unbounded) on pH a�liated withM . De�nem ∈ B(H)+̂ by

m(ωξ) =

{
||A1/2ξ||2 ξ ∈ D(A1/2)

∞ otherwise

where ωξ = 〈 · ξ, ξ〉. Thenm ∈ M̂+. Every element of M̂+ arises this way.

(iv) Everym ∈ M̂+ has a unique spectral resolution

m(ϕ) =

∫ ∞

0

λdϕ(eλ) +∞ϕ(p)ϕ ∈M+
∗

where {eλ}λ∈[0,∞) is an increasing family of projections inM , strongly continuous from the right and
with p = 1 − lim eλ. In addition e0 = 0 i� m(ϕ) > 0 for all nonzero ϕ ∈ M+

∗ and p = 0 i�
{ϕ : m(ϕ) <∞} is dense inM+

∗ .

Proposition 1.3 (Haagerup [9] 1.10). Any normal weight ϕ onM has a unique extension (also denoted ϕ)

to M̂+ such that: (i) ϕ(λm+ µn) = λϕ(m) + µϕ(n) for all λ, µ ∈ [0,∞],m, n ∈ M̂+ and (ii) ifmi ր m
then ϕ(mi) ր ϕ(m).

De�nition 1.4. Let N ⊂ M be von Neumann algebras. An operator-valued weight from M to N is

T :M+ → N̂+ satisfying

1. T (λx+ µy) = λT (x) + µT (y) for all λ, µ ∈ [0,∞], x, y ∈M+.
2. T (a∗xa) = a∗T (x)a for all a ∈ N , x ∈M+.

T is normal if

3. xi ր x implies T (xi) ր T (x).

Remarks 1.5.

• A normal operator-valued weight T : M+ → N̂+ has a unique extension T : M̂+ → N̂+ also
satisfying 1, 2 and 3 above.
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• T is a conditional expectation i� T (1) = 1.

De�nition 1.6. As for ordinary weights de�ne

nT = {x ∈M : ||T (x∗x)|| <∞}
mT = n

∗
TnT = span{x∗y|x, y ∈ nT}

[In the case when T is a trace Tr these are the Hilbert-Schmidt and Trace Class operators respectively.]

Note that nT is a left ideal, nT and mT are N −N bimodules and T has a unique extension to a map
mT → N . For x ∈ mT , a, b ∈ N , T (axb) = aT (x)b.

De�nition 1.7. T is faithful if T (x∗x) = 0 implies x = 0. T is semi�nite if nT is σ-weakly dense inM .
n.f.s. will be used to denote “normal faithful semi�nite”.

Proposition 1.8 (Haagerup [9] 2.3). Let T be an operator-valued weight from M to N and let ϕ be a
weight on N . If T and ϕ are normal (resp. n.f.s.) then ϕ ◦ T is normal (resp. n.f.s).

Theorem 1.9 (Haagerup [9] 2.7). Let N ⊂ M be semi�nite von Neumann algebras with traces TrN and
TrM . Then there exists a unique n.f.s. operator-valued weight T : M+ → N̂+ such that TrM = TrN ◦ T
(TrN on the right side of the equality denotes the extension of TrN to N̂+).

Remark 1.10. In the proof of Theorem 1.9 Haagerup shows that, for x ∈M+, T (x) is the unique element

of N̂+ such that

TrM(y1/2xy1/2) = TrN(y
1/2T (x)y1/2) for all y ∈ N+.

Subsection 1.2. Hilbert A-modules and the relative tensor product. The material in this section
on general Hilbert A-modules is taken from Sauvageot [30] which also draws on Connes [6]. We make
considerable use of the Tomita-Takesaki Theory (see Takesaki [31])

De�nition 1.11. Let A be a von Neumann algebra. A left-Hilbert-A-module AK is a nondegenerate
normal representation of A on a Hilbert space K, while a right-Hilbert-A-module HA is a left-Hilbert-
Aop-module.

Let ϕ be an n.f.s. weight on A. Given a left-Hilbert-A-module AK, the set D(AK, ϕ) (also denoted
D(K, ϕ) or D(AK)) of right-bounded vectors consists of those vectors ξ ∈ K such that â 7→ aξ extends
to a bounded operator R(ξ) = Rϕ(ξ) : L2(A,ϕ) → K. For a right-Hilbert-A-module HA, the set
D(HA, ϕ) = D(HA) of left-bounded vectors consists of those vectors ξ ∈ H such that Jâ 7→ ξa∗

extends to a bounded linear operator L(ξ) = Lϕ(ξ) : L2(A,ϕ) → H.

Remark 1.12. The left-bounded vectors in HA can equivalently be de�ned as D(H, ϕop), the set of
right-bounded vectors for H considered as an Aop-module by de�ning π(a)ξ = ξa. In other words by
requiring the boundedness of the maps Rϕop

(ξ) : L2(Aop, ϕop) → H de�ned by â 7→ π(a)ξ = ξa.

Subsubsection 1.2.1. Relative Tensor Product. Given a left-Hilbert-A-module AK and right-bounded vec-
tors η1, η2 ∈ D(AK, ϕ) note that R(η1)∗R(η2) ∈ A′ ∩ B(L2(A,ϕ)) = JAJ and so de�nes an element of
A

A 〈η1, η2〉 = JR(η1)
∗R(η2)J.

Similarly, given a right-Hilbert-A-module HA and left-bounded vectors ξ1, ξ2 ∈ D(HA, ϕ) note that

〈ξ1, ξ2〉A
def
= L(ξ1)

∗L(ξ2) ∈ (JAJ)′ = A.
Although both of these pairings satisfy 〈ζ1, ζ2〉∗ = 〈ζ2, ζ1〉 and 〈ζ, ζ〉 ≥ 0, in general they are not

A-valued inner products in the regular sense as they are notA-linear in either component. However, we
have the following result.
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Lemma 1.13. Recall the de�nition of themodular automorphism group, σϕ
t = ∆t

ϕ · ∆−t
ϕ (t ∈ R). D(AK, ϕ)

is stable under elements of D(σϕ
i/2) and

A 〈aη1, η2〉 = σϕ
i/2(a)A 〈η1, η2〉 .

D(HA, ϕ) is stable under elements of D(σϕ
−i/2) and

〈ξ1, ξ2a〉A = 〈ξ1, ξ2〉A σϕ
i/2(a).

Lemma 1.14 (Sauvageot [30] 1.5). (i) ϕ (A 〈η1, η2〉) = 〈η1, η2〉, ϕ (〈ξ1, ξ2〉A) = 〈ξ2, ξ1〉.
(ii) A 〈η1, η2〉 , 〈ξ1, ξ2〉A ∈ nϕ and

(A 〈η1, η2〉)̂ = JR(η1)
∗η2, (〈ξ1, ξ2〉A)̂ = L(ξ2)

∗ξ1.

(iii) 〈〈ξ2, ξ1〉A η1, η2〉 = 〈ξ2, ξ1A 〈η1, η2〉〉.

De�nition 1.15 (Relative tensor product). Given Hilbert A-modules HA and AK de�ne the relative
tensor product H ⊗ϕ K (sometimes denoted H ⊗A K when the choice of ϕ is clear) to be the Hilbert
space completion of the algebraic tensor product D(HA)⊙D(AK) equipped with the inner product

〈ξ1 ⊙ η1, ξ2 ⊙ η2〉 = 〈〈ξ2, ξ1〉A η1, η2〉(1)

= 〈ξ2, ξ1A 〈η1, η2〉〉(2)

[First quotient by the space of length-zero vectors, then complete]. The image of ξ ⊙ η in H ⊗A K is
denoted ξ ⊗A η or ξ ⊗ϕ η. If H is a B-A bimodule and K an A-C bimodule then H⊗A K is naturally a
B-C bimodule.

Remark 1.16. H⊗AK is also the completion ofD(HA)⊙AK using (1) or the completion ofH⊙AD(AK)
using (2). The relative tensor product is not A-middle-linear, but we have the following result.

Lemma 1.17. For ξ ∈ H, η ∈ D(K, ϕ), a ∈ D(σϕ
−i/2) we have

ξa⊗ϕ η = ξ ⊗ϕ σ
ϕ
−i/2(a)η.

Notation 1.18. (1) For η1, η2 ∈ D(AK, ϕ) de�ne

θϕ (η1, η2) = R(η1)R(η2)
∗ ∈ A′ ∩ B(K).

(2) For ξ ∈ D(HA) let Lξ : K → H⊗A K denote the map Lξ : η → ξ ⊗
A
η.

For η ∈ D(AK) let Rη : H → H⊗A K denote the map Rη : ξ → ξ ⊗
A
η.

By (1) and (2) Lξ and Rη are bounded and L∗
ξLξ = 〈ξ, ξ〉A, R∗

ηRη = A 〈ξ, ξ〉.

Remark 1.19. In the case of a semi�nite von Neumann algebra A with trace Tr we have Jâ = â∗ so
D(HA) = {ξ ∈ H : â 7→ ξa is bounded} and L(ξ)â = ξa. The modular automorphisms are trivial and
hence 〈 · , · 〉A is right-A-linear and A 〈 · , · 〉 is left-A-linear.

Subsection 1.3. Background material from Kosaki. Let N
E⊂ M , sometimes denoted (N ⊂ M,E),

be an inclusion of (σ-�nite) factors with a normal conditional expectation E :M → N . We recall some
material from Kosaki [21, 22] on index and the basic construction in this general setting.
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Subsubsection 1.3.1. Index. Let P (M,N) denote the set of all normal faithful semi-�nite (n.f.s.) operator-
valued weights fromM to N . LetM be represented onH. By Haagerup [9] there is a bijection between
P (M,N) and P (N ′,M ′). In [21] Kosaki constructs this bijection in a canonical way, so that there is a

unique n.f.s. operator valued weight E−1 : (N ′)+ → (̂M ′)+ such that

d(ϕ ◦ E)
dψ

=
dϕ

d(ψ ◦ E−1)

for all n.f.s. weights ϕ on N and all n.f.s weights ψ on M ′, where the derivatives are Connes’ spatial
derivatives ([6]). We have the following alternative characterization of E−1

Lemma 1.20 (Kosaki [22] 3.4). Whenever both sides are de�ned,

E−1 (θϕ (ξ, ξ)) = θϕ◦E (ξ, ξ) .

The index of E is de�ned to be Ind(E) = E−1(1) ∈ Z(M)+̂ = [0,∞] and is independent of the
Hilbert spaceH on whichM is represented. We will use τ to denote Ind(E)−1 (note that Kosaki uses λ
rather than τ ).

Subsubsection 1.3.2. Basic Construction. Wewill assume henceforth that the index is �nite, in which case
E ′ = τE−1 : N ′ →M ′ is a normal conditional expectation.

The basic construction is performed as follows. Take any faithful normal state ϕ on N and extend it
toM by ϕ ◦E. LetH = L2(M,ϕ) and denote the inclusion map ofM into L2(M,ϕ) by either x 7→ x̂ or
x 7→ Λ(x). The inner product on L2(M,ϕ) is 〈x̂, ŷ〉 = ϕ(y∗x) for x, y ∈M . De�ne the Jones’ projection
e1 by

e1x̂ = Ê(x).

e1 extends to a projection inN
′ and one de�nesM1 to be the von Neumann algebra< M, e1 > generated

byM and e1. The usual properties are satis�ed:

Proposition 1.21 (Kosaki [21] Lemma 3.2).

(i) e1xe1 = E(x)e1 for all x ∈M .
(ii) N =M ∩ {e1}′.
(iii) Je1J = e1 where J = J0 = Jϕ.
(iv) M1 = JN ′J .
(v) M1 = span (Me1M) = span{ae1b : a, b ∈M}.

There is a canonical conditional expectation EM = EM :M1 →M given by

EM(x) = J0E
′(J0xJ0)J0

and one has Ind(EM) = Ind(E) = τ−1 and EM(e1) = τ . In addition, we have

Lemma 1.22 (Pull-down Lemma). M1e1 =Me1. For z ∈M1 we have ze1 = xe1 where x = τ−1EM(xe1)

Iterating the construction as usual we obtain a sequence of Jones’ projections {ei}i≥1 and a tower of
factors

N ⊂M ⊂M1 ⊂M2 ⊂ . . .

The state ϕ is extended to the entire tower via ϕ ◦ E ◦ EM ◦ EM1
◦ · · ·EMk

and will simply be denoted

ϕ. We will use ̂ or Λk to denote the inclusion ofMk in L2(Mk, ϕ) and πk to denote the representation
ofMk on L2(Mk, ϕ) by left multiplication. Reference to Λk will be suppressed when it is clear that we
are considering an element of Mk in L2(Mk, ϕ). Reference to πk will often be suppressed when the
representation is clear.

We have the following additional properties:
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Proposition 1.23.

(1) EMi
(ei+1) = τ ;

(2) eiei±1ei = τei and [ei, ej ] = 0 for |i− j| ≥ 2;
(3) ei is in the centralizer of ϕ onMj for all j ≥ i (i.e. ϕ(eia) = ϕ(aei) for all a ∈Mj);
(4) hence ϕ is a trace on {1, e1, e2, . . . , ej}′′ which forces the usual restrictions on the value of the index

originally found in Jones [15].

Notation 1.24. Following Jones [16] let δ = τ−1/2 = (Ind(E))1/2, Ek = δek,
vk = EkEk−1 . . . E1. Note that:

E2
k = δEk,

EkEk±1Ek = Ek,

vkv
∗
k = δEk,

v∗kvk = δE1,

vkxv
∗
k = δEN(x)Ek for x ∈M.

Subsubsection 1.3.3. The Multi-step Basic Construction. Use EMk

Mj
to denote the conditional expectation

EMj
EMj+1

· · ·EMk−1
: Mk → Mj . When k is clear from context we will sometimes abuse notation and

use EMj
to denote EMk

Mj
. We have the following result, originally proved in the II1 case by Pimsner and

Popa [25] and found as 4.3.6 of Jones and Sunder [14]. The proof only involves properties of the Jones
projections found in Propositions 1.21 and 1.23 and thus holds in the general �nite index case.

Theorem 1.25. For all −1 ≤ i < j < k = 2j − i let m = j − i and let f[i,j] be the Jones projection for

(Mi ⊂ Mj , E
Mj

Mi
). Let F[i,j] = Ind

(
E

Mj

Mi

)1/2
f[i,j] = δmf[i,j] and let < Mj, f[i,j] > be the factor resulting

from the basic construction. Then there is a unique isomorphism πk
j :< Mj, f[i,j] >→ Mk which is the

identity onMj and such that

πk
j (f[i,j]) = δm(m−1)(ej+1ej · · · ei+2)(ej+2 · · · ei+3) · · · (ek · · · ej+1)

def
= e[i,j]

or, equivalently,

πk
j (F[i,j]) = (Ej+1Ej · · ·Ei+2)(Ej+2 · · ·Ei+3) · · · (Ek · · ·Ej+1)

def
= E[i,j].

Note that we could express this theorem as saying that for j < k ≤ 2j+1 there is a unique represen-
tation πk

j ofMk on L2(Mj, ϕ) such thatMj acts as left multiplication and e[i,j] acts as expectation onto

Mi (i = 2j − k). In fact we can be more explicit in our description of πk
j .

Proposition 1.26 (Bisch [1] 2.2). For z ∈Mk, y ∈Mj we have

πk
j (z)ŷ = τ j−kEMk

Mj
(zye[i,j]) = δk−jEMk

Mj
(zyE[i,j]).

Proof. For k = 2j + 1 the same proof as in Prop 2.2 of Bisch [1] yields

π2j+1
j (z)ŷ = τ−j−1E

M2j+1

Mj
(zye[−1,j]) = δj+1E

M2j+1

Mj
(zyE[−1,j]).

Applying this to the tower obtained fromM2j−k ⊂M2j−k+1 we get

πk
j (z)ŷ = τ j−kEMk

Mj
(zye[i,j]) = δk−jEMk

Mj
(zyE[i,j])
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for z ∈Mk, y ∈Mj . �

For more on the multi-step basic construction see Section 1.4, Proposition 1.35, and Proposition 1.37.

Subsubsection 1.3.4. Local index; Finite dimensional relative commutants. As in the II1 case there is a local
index formula which implies the �nite dimensionality of the relative commutants arising from a �nite
index subfactor. Given p ∈ N ′ ∩M de�ne Ep : pMp→ Np by

Ep(x) = E(p)−1E(x)p.

Then one has

• If σE
t (p) = p for all t ∈ R then

Ind(Ep) = E(p)E−1(p) = Ind(E)E(p)E ′(p)

• In general

Ind(Ep) ≤ E(p)E−1(p) = Ind(E)E(p)E ′(p)

This proves the �nite dimensionality of N ′ ∩M exactly as in Jones and Sunder [14] 2.3.12 (originally in
Jones [15]).

Subsubsection 1.3.5. Basis; relative tensor product. As in the type II1 case there exists a (right-module)
basis forM over N . That is, there exists a �nite set B = {bi}i∈I ⊂M such that

∑
b∈B be1b

∗ = 1. In fact

there exists an orthonormal basis, one in which EN(b
∗b̃) = δb,b̃qb where qb are projections in N .

It is worth noting that in the type III case this basis can be chosen to have one element u with
ue1u

∗ = 1 and EN(u
∗u) = 1.

Also following the II1 case we haveMi+1
∼= Mi⊗Mi−1

Mi via xEi+1y 7→ x⊗Mi−1
y, where x, y ∈Mi.

Hence there exists an isomorphism θ = θk : ⊗k+1
N M →Mk given by

θ

(
x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

)
= x1v1x2v2 · · · vkxk+1(3)

= x1v
∗
kx2v

∗
k−1 · · · v∗1xk+1.(4)

Note that as in Jones and Sunder [14] 4.3.4 we have:

Lemma 1.27.

(i) If B is a basis for N
E⊂M and B̃ is a basis forM

Ẽ⊂ P , then B̃B = {b̃b : b ∈ B, b̃ ∈ B̃} is a basis for
N

E◦Ẽ⊂ P .
(ii) Bv∗i = {bv∗i : b ∈ B} is a basis forMi overMi−1

(iii) Bk = {θ(bi1 ⊗
N
· · · ⊗

N
bik+1

) : ij ∈ I} is a basis forMk over N .

Proof. (i) Simply note that for all x ∈ P

x =
∑

b̃

b̃Ẽ(b̃∗x) =
∑

b̃

∑

b

b̃bE(b∗Ẽ(b̃∗x)) =
∑

b̃,b

b̃bE(Ẽ(b∗b̃∗x)).

(ii)
∑
bv∗i ei+1vib

∗ =
∑
δ−2bv∗i+1vi+1b

∗ =
∑
be1b

∗ = 1.
(iii) Using (ii) and iterating (i) we obtain the basis Bv∗kBv

∗
k−1 · · ·Bv1B = Bk.

�

Finally, the basis can be used to implement the conditional expectation fromN ′ ontoM ′. This result
is proved in the II1 case in Bisch [1] 2.7.
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Proposition 1.28. Let B be a basis forM over N . Then E ′ : N ′ →M ′ is given by

E ′(x) = τ
∑

b∈B

bxb∗.

Proof. Let Φ(x) =
∑
bxb∗. It is equivalent to show that E−1(x) = Φ(x). Note that if ξ ∈ D(H, ϕ) then

for x ∈M ,

||xξ|| =
∣∣∣∣∣

∣∣∣∣∣
∑

b

bE(b∗x)ξ

∣∣∣∣∣

∣∣∣∣∣

≤ sup ||b||
∑

b

||E(b∗x)||2||Rϕ(ξ)||

≤ sup ||b||
(∑

b

ϕ (E(x∗b)E(b∗x))

)1/2

K1/2||Rϕ(ξ)||

= sup ||b||ϕ (E(x∗x))1/2K1/2||Rϕ(ξ)||
where K is the cardinality of B. Hence Rϕ◦E(ξ) is bounded and so ξ ∈ D(H, ϕ ◦ E).

By Connes [6] Prop 3, span{θϕ (ξ, ξ) : ξ ∈ D(H, ϕ)} is weakly dense in N ′. As both E−1 and Φ are
weakly continuous, it su�ces to show that Φ (θϕ (ξ, ξ)) = E−1 (θϕ (ξ, ξ)).

For a ∈ M de�ne L(a) : L2(N) → L2(M) by L(a)x̂ = âx. Then L(a)L(a)∗ = ae1a
∗ : L2(M) →

L2(M). Also note that for x ∈ N , bRϕ(ξ)x̂ = bxξ = Rϕ◦E(ξ)L(b)x̂, so bRϕ(ξ) = Rϕ◦E(ξ)L(b). Hence

Φ (θϕ (ξ, ξ)) =
∑

b

bRϕ(ξ)Rϕ(ξ)∗b∗

=
∑

b

Rϕ◦E(ξ)L(b)L(b)∗Rϕ◦E(ξ)∗

= Rϕ◦E(ξ)Rϕ◦E(ξ)∗

= θϕ◦E (ξ, ξ)

= E−1 (θϕ (ξ, ξ))

by Lemma 1.20. Hence Φ = E−1. �

Subsection 1.4. Computational tools. Here we discuss the relationship between the bimodule struc-
ture and relative tensor products of the algebrasMk and those of the Hilbert modules L2(Mk). We then
look at the conditional expectation in terms of the isomorphism theta takingMk−1 to the k-fold algebraic
relative tensor product ofM over N . Finally we take another look at the multi-step basic construction.

Proposition 1.29. There is an isomorphism of bimodules L2(Mk) ∼= ⊗k+1
N L2(M) which is given by uk :

θ (x1 ⊗N · · · ⊗N xk+1)̂ 7→ x̂1 ⊗N · · · ⊗N x̂k+1.

Remark 1.30. This is not immediately obvious. The bimodule structure on L2(Mk) does not restrict
to that on the algebraMk. The right action of N on L2(Mk) is Jkn

∗Jk, not right multiplication Skn
∗Sk

which may be unbounded. However, by Lemma 1.17,

x̂⊗
N
nŷ = x̂ · σi/2(n)⊗

N
ŷ = J(∆−1/2n∆1/2)∗Jx̂⊗

N
ŷ = Sn∗Sx̂⊗

N
ŷ = x̂n⊗

N
ŷ.

Lemma 1.31. L2(M1) ∼= L2(M)⊗N L2(M) via θ (x⊗N y)̂ = (xE1y)̂ 7→ x̂⊗
N
ŷ.
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Remark 1.32. Note that, although y is not necessarily in D(NL
2(M)), x is in D(L2(M)N) because

L(x̂) : J−1n̂ 7→ x̂ · n∗ = J0nJ0x̂ is bounded. To see this note that J0|L2(N) = J−1 and

J0nJ0x̂ = J0nJ0xJ0Ω = J0J0xJ0nΩ = xJ0n̂ = xJ−1n̂.

Proof of Lemma.
Both sides have dense span, so it su�ces to check that the map preserves the inner product:

〈
x̂′ ⊗

N
ŷ′, x̂⊗

N
ŷ

〉
=
〈〈
x̂, x̂′

〉
N
ŷ′, ŷ

〉
=
〈
EN(x

∗x′)ŷ′, ŷ
〉

= ϕ (y∗EN(x
∗x′)y′) = δ2ϕ (y∗EN(x

∗x′)e1y
′)

= δ2ϕ (y∗e1x
∗x′e1y

′) =
〈
(x′E1y

′)̂ , (xE1y)̂
〉
.

�

Proof of Prop 1.29.
The proposition is true for k = 0, 1. Suppose the result is true for some k ≥ 1. Applying this to

(M ⊂M1, EM) we have L2(Mk+1) ∼= ⊗k+1
M L2(M1) via

(A1E2A2E3E2 · · ·AkEk+1Ek · · ·E2Ak+1)̂ 7→ Â1 ⊗
M
· · · ⊗

M
Âk+1.

Note that L2(M) ⊗M L2(M) ∼= L2(M) via m : x̂ ⊗M ŷ 7→ x̂y, so ⊗k+1
M L2(M1) ∼= ⊗k+2

N L2(M) via
V =

(
id⊗N

(
⊗k

Nm
)
⊗N id

)
◦
(
⊗k+1

M u1
)
.

Let A1 = x1E1x2, Ai = Eixi+1, 2 ≤ i ≤ k + 1. Then

(A1E2A2E3E2 · · ·AkEk+1Ek · · ·E2Ak+1)̂ = θ

(
x1 ⊗

N
· · · ⊗

N
xk+2

)
̂ ,

and

V

(
Â1 ⊗

M
· · · ⊗

M
Âk+1

)
= V

(
x̂1E1x2 ⊗

M
1̂E1x3 ⊗

M
· · · ⊗

M

̂1E1xk+2

)
= x̂1 ⊗

N
· · · ⊗

N
x̂k+2.

�

Proposition 1.33. Let (N ⊂M,E) be a �nite index subfactor. Let ai ∈M (i ≥ 0).Then

EMk−1

(
θ

(
a1 ⊗

N
· · · ⊗

N
ak+1

))
=





δ−1θ

(
a1 ⊗

N
· · · ⊗

N
arar+1 ⊗

N
· · · ⊗

N
ak+1

)
k = 2r − 1

θ

(
a1 ⊗

N
· · · ⊗

N
arE(ar+1)⊗

N
· · · ⊗

N
ak+1

)
k = 2r

Proof. Note that if Xi = yiE1zi, then

θ

(
X1 ⊗

M
· · · ⊗

M
Xk

)
= X1E2X2E3E2 · · ·Xk−1Ek · · ·E3E2Xk

= y1E1z1y2E2E1z2y3E3E2E1 · · · zk−1ykEk · · ·E2E1zk

= θ

(
y1 ⊗

N
z1y2 ⊗

N
· · · ⊗

N
zk−1yk ⊗

N
zk

)
.

In particular

θ

(
A1 ⊗

M
· · · ⊗

M
Ak−1 ⊗

M
Ak

)
= θ

(
a1 ⊗

N
· · · ⊗

N
ak+1

)
,

where Ai = aiE1 and Ak = akE1ak+1.
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For k = 0, EM−1
(a1) = E(a1). Assume the result holds for some k ≥ 0. Note that ArAr+1 =

arE1ar+1E1 = δarE(ar+1)E1 and ArEM((Ar+1)) = arE1EM(ar+1E1) = δ−1arE1ar+1. Hence, with
the �rst of the two cases denoting k = 2r − 1 and the second k = 2r,

EMk

(
θ

(
a1 ⊗

N
· · · ⊗

N
ak+2

))
= EMk

(
θ

(
A1 ⊗

M
· · · ⊗

M
Ak ⊗

M
Ak+1

))

=





δ−1θ

(
A1 ⊗

M
· · · ⊗

M
ArAr+1 ⊗

M
· · · ⊗

M
Ak ⊗

M
Ak+1

)

θ

(
A1 ⊗

M
· · · ⊗

M
ArEM(Ar+1)⊗

M
· · · ⊗

M
Ak ⊗

M
Ak+1

)

=





θ

(
a1 ⊗

N
· · · ⊗

N
ar−1 ⊗

N
arE(ar+1)⊗

N
ar+2 ⊗

N
· · · ⊗

N
ak+2

)

δ−1θ

(
a1 ⊗

N
· · · ⊗

N
ar ⊗

N
ar+1ar+2 ⊗

N
ar+3 ⊗

N
· · · ak+2

) .

�

Remarks 1.34. We could have proved many other properties of θ with almost identical arguments to
those in Prop 5.12, but the result above is all that we require here.

We conclude with some further results on the multi-step basic construction of Theorem 1.25. We
�rst clarify a certain compatibility of the representations πk

j .

Proposition 1.35. Let j ≤ k ≤ 2j and let z ∈Mk. Then πk
j (z) = πk+1

j (z).

Proof. Using the explicit formula for πk+1
j (z) from Proposition 1.26 this is basically just a long exercise

in simplifying words in the Ei’s. Here are the details.
Without loss of generality we may assume that k = 2j (just use M2j−k−1 ⊂ M2j−k in place of

N ⊂M ). For r ≥ s let Vr,s = ErEr−1 · · ·Es and for r < s let Vr,s = 1. Note that

E[a,b] = Vb+1,a+2Vb+2,a+3 · · ·V2b−a,b+1.

We will make two very simple observations and then prove the lemma. First note that for a ≥ d > b,
c ≥ d+ 2, d ≥ e we have

(5) Va,bVc,d+2Vd,e = Va,dVd−2,bVc,d+2Vd−1,e.

This may be paraphrased as follows. Think of Vc,d+2Vd,e as Vc,e with a missing term, or gap, at d + 1.
We could similarly talk or larger gaps with more terms missing. Then the equation above says that a
gap in one V propagates to the left into the previous V and leaves a bigger gap in the original V . More
succinctly we could say “gaps propagate left leaving bigger gaps”. The proof is quite simple:

Va,bVc,d+2Vd,e = Va,bVc,d+2EdVd−1,e

= Va,bEdVc,d+2Vd−1,e

= (EaEa−1 · · ·EdEd−1EdEd−2Ed−3 · · ·Eb)Vc,d+2Vd−1,e

= (EaEa−1 · · ·EdEd−2Ed−3 · · ·Eb)Vc,d+2Vd−1,e

= Va,dVd−2,bVc,d+2Vd−1,e.

Second note that for a ≥ b ≥ d, c ≥ b+ 2 we have

(6) Va,bVc,b+2Vb−1,d = Vb,dVc,b+2.

which follows directly from the fact that the second and third terms on the left commute.
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With these preliminary results we can now begin the main proof.

δEM2j

(
E[−1,j]

)
= δEM2j

(Vj+1,1Vj+2,2 · · ·V2j+1,j+1)

= Vj+1,1Vj+2,2 · · ·V2j,jδEM2j
(V2j+1,j+1)

= Vj+1,1Vj+2,2 · · ·V2j,jδEM2j
(E2j+1)V2j,j+1

= [Vj+1,1Vj+2,2 · · ·V2j,j ]V2j,j+1.

Iterating (5) from right to left

δEM2j
(E[−1,j]) = Vj+1,1Vj+2,2 · · ·V2j−2,j−2V2j−1,j−1[V2j,jV2j,j+1]

= Vj+1,1Vj+2,2 · · ·V2j−2,j−2V2j−1,j−1[V2j,2jV2j−2,jV2j−1,j+1]

= Vj+1,1Vj+2,2 · · ·V2j−2,j−2[V2j−1,j−1V2j,2jV2j−2,j ]V2j−1,j+1

= Vj+1,1Vj+2,2 · · ·V2j−2,j−2[V2j−1,2j−2V2j−4,j−1V2j,2jV2j−3,j]V2j−1,j+1

= Vj+1,1Vj+2,2 · · · [V2j−2,j−2V2j−1,2j−2V2j−4,j−1]V2j,2jV2j−3,jV2j−1,j+1

...

= (Vj+1,2)(Vj+2,4)(Vj+3,6V3,3)(Vj+4,8V5,4) · · ·
· · · (V2j−2,2j−4V2j−7,j−2)(V2j−1,2j−2V2j−5,j−1)(V2j,2jV2j−3,j)V2j−1,j+1.

Iterating (6) from left to right,

δEM2j
(E[−1,j]) = Vj+1,2[Vj+2,4Vj+3,6V3,3](Vj+4,8V5,4) · · ·

· · · (V2j−2,2j−4V2j−7,j−2)(V2j−1,2j−2V2j−5,j−1)(V2j,2jV2j−3,j)V2j−1,j+1

= Vj+1,2[Vj+2,3Vj+3,6](Vj+4,8V5,4) · · ·
· · · (V2j−2,2j−4V2j−7,j−2)(V2j−1,2j−2V2j−5,j−1)(V2j,2jV2j−3,j)V2j−1,j+1

= Vj+1,2Vj+2,3[Vj+3,6Vj+4,8V5,4] · · ·
(V2j−2,2j−4V2j−7,j−2)(V2j−1,2j−2V2j−5,j−1)(V2j,2jV2j−3,j)V2j−1,j+1

...

= Vj+1,2Vj+2,3Vj+3,4 · · ·V2j−1,jV2j,j+1

= E[0,j]

Hence, for y ∈Mj ,

π2j+1
j (z)ŷ = δj+1E

M2j+1

Mj
(zyE[−1,j]) = δjE

M2j

Mj
(zyδEM2j

(E[−1,j]))

= δjE
M2j

Mj
(zyE[0,j]) = π2j

j (z)ŷ

�

Notation 1.36. From lemma 1.35 we see that if x ∈ Mk, k ≤ 2j + 1, then πk
j (x) = πl

j(x) for all
k ≤ l ≤ 2j + 1 and hence we will use πj to denote this representation, with no reference to the algebra
Mk that is acting.

Proposition 1.37. For R ∈M2j+1, πj+t(R) = πj(R)⊗N

(
idL2(M)

)⊗t
N .
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Proof. It su�ces to prove the result for t = 1 and then iterate. Note that E[−1,j]vj = vj+1E[1,j+1]. Simply
observe

E[−1,j]vj = Vj+1,1Vj+2,2Vj+3,3 · · ·V2j,jV2j+1,j+1EjEj−1 · · ·E1

= Vj+1,2E1Vj+2,3E2Vj+3,4E3 · · ·V2j,j+1EjV2j+1,j+2Ej+1EjEj−1 · · ·E1

= Vj+1,2Vj+2,3Vj+3,4 · · ·V2j,j+1V2j+1,j+2E1E2 · · ·EjEj+1EjEj−1 · · ·E1

= Vj+1,2E[1,j+1]E1

= vj+1E[1,j+1].

Now (
πj(R)⊗

N
id

)(
x1 ⊗

N
· · · ⊗

N
xj+2

)
̂

= δj+1E
M2j+1

Mj

(
Rx1v1x2v2 · · · vjxj+1E[−1,j]

)
vj+1xj+2

= δj+2EMj

(
E

M2j+1

Mj+1

(
Rx1v1x2v2 · · · vjxj+1E[−1,j]

)
ej+1

)
ej+1vjxj+2

= δj+2τE
M2j+1

Mj+1

(
Rx1v1x2v2 · · · vjxj+1E[−1,j]

)
ej+1vjxj+2

= δjE
M2j+1

Mj+1

(
Rx1v1x2v2 · · · vjxj+1E[−1,j]vjxj+2

)

= δjE
M2j+1

Mj+1

(
Rx1v1x2v2 · · · vjxj+1vj+1xj+2E[1,j+1]

)

= πj+1(R)

(
x1 ⊗

N
· · · ⊗

N
xj+2

)
̂ ,

where we use the Pull-down Lemma (Lemma 1.22) to obtain the fourth line and the initial observation
that E[−1,j]vj = vj+1E[1,j+1] to obtain the sixth line. �

Corollary 1.38. πk
j could be alternatively de�ned as follows. For R ∈ Mk, j ≤ k ≤ 2j + 1, de�ne

πk
j (R) ∈ B(L2(Mj)) by

πk
j (R)⊗

N

(
idL2(M)

)⊗k−j−1

N = πk
k−1(R)

where πk
k−1 is the de�ning representation ofMk on L2(Mk−1). This is the de�nition coming from the multi-

step basic construction as described in Enock and Nest [8] (see Prop 4.9 for details in the in�nite index II1
case).

Proof. R ∈M2j+1, so πk−1(R) = πj+(k−j−1)(R) = πj(R)⊗
N
(id)⊗

k−j−1

N . �

Subsection 1.5. Modular theory. The construction of planar algebras will not require all of the modu-
lar theory that we discuss here and it therefore possible to skip the next two sections and go immediately
to section 2. However, the following theorem is necessary to know that the modular operators on the
�nite dimensional relative commutants that arise in section 2 are in fact the restrictions of the modular
operators on the spaces L2(Mk, ϕ).

Modular theory involves a number of unbounded operators. However, the relative commutants are
invariant under the operators of themodular theory and �nite dimensionality implies that the restrictions
of these operators to the relative commutants are bounded. We collect these and other technical results
below.

Theorem 1.39. Let Sk be the operator x̂ 7→ x̂∗ on M̂k ⊂ L2(Mk, ϕ), ∆k = S∗
kSk the modular operator.

Then
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(i) N̂ ′ ∩Mk is in the domain of Sk, S∗
k and ∆t

k for all t ∈ C. N̂ ′ ∩Mk is invariant under all of these
operators, and also invariant under Jk.

(ii) ∆k(x̂) = (
∑

b bEN(xb
∗))̂ and ∆−1

k (x̂) = (
∑

bEN(bx)b
∗)̂ where B is any basis forM over N .

(iii) Sk+1, S∗
k+1, Jk+1 and ∆t

k+1 (t ∈ C) restrict to Sk, S∗
k , Jk and ∆t

k respectively on N̂ ′ ∩Mk, and hence
will be denoted S, S∗, J and ∆t.

(iv) Skπk(N
′ ∩M2k+1)Sk = πk(N

′ ∩M2k+1). More precisely, for z ∈ N ′ ∩M2k+1, Skπk(z
∗)Sk has dense

domain in L2(Mk, ϕ) and extends to a bounded operator on L2(Mk, ϕ) given by πk(Rk(z)) where
Rk(z) ∈ N ′ ∩M2k+1 is given by

Rk(z) = τ−k−1
∑

b∈B

EMk
(ebz)eb

∗

where e = e[−1,k] implements the conditional expectation EMk

N and B is any basis forMk over N .
Consequently Sk ·Sk, S∗

k ·S∗
k and Jk · Jk are all conjugate-linear automorphisms of the vector space

πk(N
′ ∩M2k+1) and ∆

−1/2
k ·∆1/2

k , ∆1/2
k ·∆−1/2

k are linear automorphisms of πk(N ′ ∩M2k+1).

(v) In addition to (iv), Sk · Sk, S∗
k · S∗

k , ∆
−1/2
k ·∆1/2

k , ∆1/2
k ·∆−1/2

k and Jk · Jk all map πk(N ′ ∩Mk) onto
πk(M

′
k ∩M2k+1).

Proof. (i) Let x ∈ N ′ ∩Mk. Then Sk(x̂) = x̂∗ ∈ N̂ ′ ∩Mk.
For all y ∈Mk

〈
x̂, ŷ∗

〉
= ϕ(yx) =

∑

b

ϕ(bEN(b
∗y)x) =

∑

b

ϕ(bxEN(b
∗y))

=
∑

b

ϕ(EN(bx)b
∗y) =

∑

b

〈
ŷ, (bEN(x

∗b∗))̂
〉
.

Hence x̂ ∈ D(S∗
k) and S

∗
k(x̂) = (

∑
b bEN(x

∗b∗))̂ which is thus independent of the basis B. Given
any v ∈ U(N), vB is also a basis forMk over N and hence

v

(∑

b

bEN(x
∗b∗)

)
v∗ =

∑

b

(vb)EN(x
∗(b∗v∗)) =

∑

b

bEN(x
∗b∗)

so that
∑

b bEN(x
∗b∗) ∈ N ′ ∩Mk. Consequently x̂ is in the domain of ∆k = SkS

∗
k and ∆k(x̂) ∈

N̂ ′ ∩Mk.

The fact that N̂ ′ ∩Mk is in the domain of∆t
k and invariant under it is a basic exercise in spectral

theory. There exists a measure space (X,µ), a positive function F on X and a unitary operator
v : L2(X,µ) → L2(Mk, ϕ) such that v∗∆kv = MF , the operator of multiplication by F . As

v∗(N̂ ′ ∩Mk) is �nite dimensional and invariant underMF , it has a basis {f1, . . . , fn} of eigenvec-
tors ofMF . Thus there exist λi > 0 such that Ffi = λifi and hence F = λi a.e. on the support of

fi. This implies that F t = λti a.e. on the support of fi and hence v∗(N̂ ′ ∩Mk) = span{f1, . . . , fn}
is in the domain of (MF )

t and invariant under it.

Lastly, Jk = Sk∆
−1/2
k so N ′ ∩Mk is invariant under Jk.
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(ii) From above

∆k(x̂) = SkS
∗
k x̂ =

(∑

b

bEN(xb
∗)

)
̂

∆−1
k (x̂) = S∗

kSkx̂ =

(∑

b

EN(bx)b
∗

)
̂ .

(iii) Let x ∈ N ′ ∩Mk. Obviously Skx̂ = x̂∗ = Sk+1x̂. To see that S∗
k x̂ = S∗

k+1x̂ observe that for all
y ∈Mk+1

〈S∗
k x̂, ŷ〉 =

〈
S∗
k x̂, ÊMk

(y)
〉
=
〈
ÊMk

(y)∗, x̂
〉
=
〈
ÊMk

(y∗), x̂
〉

=
〈
ŷ∗, x̂

〉
=
〈
S∗
k+1x̂, ŷ

〉
.

From the above ∆k+1x̂ = ∆kx̂. The spectral theory argument in (i) implies that ∆t
k+1x̂ = ∆t

kx̂.

Finally Jk+1x̂ = Sk+1∆
−1/2
k+1 x̂ = Sk∆

−1/2
k x̂ = Jkx̂.

(iv) It su�ces to prove this in the case k = 0. Let b be a basis forM over N . Since Be1 is a basis forM1

overM , there exist xb ∈M with z =
∑

b be1xb. Then for all y ∈M we have

(7) S0z
∗S0ŷ =

∑

b

S0x
∗
b

̂EN(b∗y∗) =
∑

b

(EN(yb)xb)̂ ,

which demonstrates that S0z
∗S0 has domain M̂ which is of course dense in L2(M,ϕ).

Next observe that
∑

b

EM(e1bz)e1b
∗ŷ =

∑

b

EM(e1bz)ÊN(b∗y) =
∑

b

(EM(e1bzEN(b
∗y)))̂

=
∑

b

(EM(e1bEN(b
∗y)z))̂ = ̂EM(e1yz)

=
∑

b

(EM(e1ybe1xb))̂ =
∑

b

(EM(EN(yb)e1xb))̂

= τ
∑

b

(EN(yb)xb)̂

so that the bounded operator R0(z) = τ−1
∑

bEM(e1bz)e1b
∗ agrees with S0z

∗S0 on its domain.
R0(z) ∈ N ′ because 7 is clearly N -linear in y. Since S2

0 = 1, z 7→ S0z
∗S0 is an automorphism of

N ′ ∩M1.

Taking adjoints, using the fact that J0(N
′ ∩M1)J0 = N ′ ∩M1 in addition to S0 = J0∆

1/2
0 =

∆
−1/2
0 J0 and S

∗
0 = J0∆

−1/2
0 = ∆

1/2
0 J0 the second part of (iv) is reasonably clear. However, a little

care must be taken with domains.
For ξ ∈ D(S∗

0) and y ∈ D(S0) = M̂ we have

〈S0ŷ, zS
∗
0ξ〉 = 〈ξ, S0z

∗S0ŷ〉 = 〈ξ, R0(z)ŷ〉 = 〈R0(z)
∗ξ, ŷ〉

so that zS∗
0ξ ∈ D(S∗

0) and S
∗
0zS

∗
0ξ = R0(z)

∗ξ. HenceD(S∗
0zS

∗
0) = D(S∗

0) and S
∗
0zS

∗
0 extends to the

bounded operator R0(z)
∗, which is in N ′ ∩M1. Since (S

∗
0)

2 = 1, z 7→ S∗
0zS

∗
0 is a conjugate-linear

automorphism of N ′ ∩M1.
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For ξ ∈ D(∆
1/2
0 ) = D(S0) and η ∈ D(∆

−1/2
0 ) = D(S∗

0) we have〈
∆

−1/2
0 η, z∆

1/2
0 ξ
〉
=
〈
J0S

∗
0η, zJ0S0ξ

〉
=
〈
J0zJ0S0ξ, S

∗
0η
〉

=
〈
S0ξ, (J0z

∗J0)S
∗
0η
〉
= 〈S∗

0(J0z
∗J0)S

∗
0η, ξ〉

= 〈R0(J0zJ0)
∗η, ξ〉 = 〈η,R0(J0zJ0)ξ〉

so that z∆
1/2
0 ξ ∈ D(∆

1/2
0 ) and ∆

−1/2
0 z∆

1/2
0 ξ = R0(J0zJ0)ξ.

Hence D(∆
−1/2
0 z∆

1/2
0 ) = D(∆

1/2
0 ) and ∆

−1/2
0 z∆

1/2
0 extends to the bounded operator R0(J0zJ0),

which is in N ′ ∩M1.

A similar argument shows that D(∆
1/2
0 z∆

−1/2
0 ) = D(∆

−1/2
0 ) and ∆

1/2
0 z∆

−1/2
0 extends to the

bounded operator R0(J0z
∗J0)

∗, which is in N ′ ∩M1.
In detail,

〈
∆

1/2
0 ξ, z∆

−1/2
0 η

〉
=
〈
J0S0ξ, zJ0S

∗
0η
〉
=
〈
J0zJ0S

∗
0η, S0ξ

〉

= 〈ξ, S∗
0(J0zJ0)S

∗
0η〉 = 〈ξ, R0(J0z

∗J0)
∗η〉

so that z∆
−1/2
0 η ∈ D(∆

1/2
0 ) and ∆

1/2
0 z∆

−1/2
0 η = R0(J0z

∗J0)
∗η.

Finally, since the two maps z 7→ ∆
−1/2
0 z∆

1/2
0 and z 7→ ∆

1/2
0 z∆

−1/2
0 are inverse to each other,

they are linear automorphisms of N ′ ∩M1.
(v) First note that J0(N

′ ∩M)J0 = M ′ ∩M1 and so these two spaces have the same dimension. Next
let x ∈ N ′ ∩M . Since S0xS0 is right multiplication by x∗, which commutes with the (left) action
of M on L2(M,ϕ), we have S0xS0 ∈ M ′ ∩M1. This map is injective and hence, by a dimension
count, also surjective. The other maps can all be expressed in terms of these two and adjoints, so
also map N ′ ∩M ontoM ′ ∩M1.

�

Remark 1.40. We will use Sk(x), S
∗
k(x) and ∆t

k(x) to denote Λ−1
k (Sk(Λk(x))),

Λ−1
k (S∗

k(Λk(x))) and Λ
−1
k (∆t

k(Λk(x))) respectively. Note that this is quite di�erent to the operator prod-
uct, for example Skx (more precisely denoted Skπk(x)).

Subsection 1.6. The rotation operator. Exactly as in Jones [16] 4.1.12 we de�ne a rotation operator
on the relative commutants. We prove that the rotation is quasi-periodic, namely ρk+1

k = ∆−1
k . We will

obtain this result again as a consequence of our work on planar algebras, but we include a self-contained
proof in this section.

Note that in the extremal II1 case of [16] EM ′ below can be taken to be the trace preserving condi-
tional expectation ontoM ′ ∩Mk+1, but in the non-extremal type II case one must use the commutant
trace preserving expectation. In the full generality presented here such choices do not occur and the
correct path is clearer.

De�nition 1.41 (Rotation). On N ′ ∩Mk de�ne an operator ρk by

ρk(x) = δ2EMk
(vk+1EM ′(xvk+1)).

Given a basis B forM over N , de�ne rBk onMk by

rBk (x) =
∑

b∈B

EMk
(vk+1bxvk+1b

∗) ,

where x = θ (x1 ⊗N x2 ⊗N · · · ⊗N xk+1). By Prop 1.28, ρk(x) = rBk (x) for x ∈ N ′ ∩Mk.
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Lemma 1.42. For x = θ

(
x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

)
and B any basis forM over N we have

rBk (x) =
∑

b∈B

θ

(
EN(bx1)x2 ⊗

N
x3 ⊗

N
· · · ⊗

N
xk+1 ⊗

N
b∗
)
.

Proof. The proof is exactly the same as Jones [16] 4.1.14:

xvk+1 = (x1v1x2v2 · · · vkxk+1)vk+1 = θ

(
x1 ⊗

N
· · · xk+1 ⊗

N
1

)
= x1v

∗
k+1x2v

∗
k · · · xk+1v

∗
11

so that

rBk (x) =
∑

b∈B

EMk
(vk+1bx1v

∗
k+1x2v

∗
k · · · xk+1v

∗
1b

∗)

=
∑

b∈B

EMk
(δEk+1EN(bx1)x2v

∗
k · · · xk+1v

∗
1b

∗)

=
∑

b∈B

EN(bx1)x2v
∗
k · · · xk+1v

∗
1b

∗

=
∑

b∈B

θ

(
EN(bx1)x2 ⊗

N
x3 ⊗

N
· · · ⊗

N
xk+1 ⊗

N
b∗
)

�

Theorem 1.43. The rotation is quasi-periodic: ρk+1
k = ∆−1

k .

Proof. (i) First note that if x = θ(x1⊗N x2⊗N · · ·⊗N xk+1) and y = θ(yk+1⊗N yk ⊗N · · ·⊗N y1), then
EN(xy) = EN(x1EN(x2 · · ·EN(xk+1yk+1) · · · y2)y1).
Proceed by induction. The result is true for k = 0. Suppose it is true for k − 1. Let x̃ =

θ (x1 ⊗N x2 ⊗N · · · ⊗N xk) and let ỹ = θ (yk ⊗N yk−1 ⊗N · · · ⊗N y1). Then x = x̃vkxk+1 and
y = yk+1v

∗
kỹ. Note that vkxk+1yk+1v

∗
k = δEkEN(xk+1yk+1) and hence EMk−1

(vkxk+1yk+1v
∗
k) =

EN(xk+1yk+1). Thus

EN(xy) = E
Mk−1

N (x̃EMk−1
(vkxk+1yk+1v

∗
k)ỹ)

= E
Mk−1

N (x̃EN(xk+1yk+1)ỹ)

= EN(x1EN(x2 · · ·EN(xk+1yk+1) · · · y2)y1)

(ii) Let B be a basis forM overN . By Lemma 1.27 Bk = {θ(bi1 ⊗N · · · ⊗N bik+1
) : ij ∈ I} is a basis for

Mk over N . Let x ∈ N ′ ∩Mk. Then we can write x as

x =
∑

c∈Bk

cnc =
∑

i1,...,ik+1

θ

(
bi1 ⊗

N
· · · ⊗

N
bik+1

)
ni1,...,ik+1
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where nc (or ni1,...,ik+1
) are in N . Hence

ρk(x) =
∑

i1,...,ik+1,j1

θ

(
E(bj1bi1)bi2 ⊗

N
· · · ⊗

N
bik+1

ni1,...,ik+1
⊗
N
b∗j1

)

(ρk)
k+1 (x) =

∑

i1,...,ik+1

j1,...,jk+1

θ
(
E(bjk+1

E(bjk · · ·E(bj2E(bj1bi1)bi2) · · · bik)bik+1
)ni1,...,ik+1

)
·

·θ
(
b∗j1 ⊗

N
· · · ⊗

N
b∗jk+1

)

=
∑

i1,...,ik+1

j1,...,jk+1

EN

(
θ

(
bjk+1

⊗
N
· · · bj1

)
θ

(
bi1 ⊗

N
· · · ⊗

N
bik+1

)
ni1,...,ik+1

)
·

·θ
(
b∗j1 ⊗

N
· · · ⊗

N
b∗jk+1

)

=
∑

c∈Bk

EN(cx)c
∗

= ∆−1
k (x),

where the last equality comes from Theorem 1.39.
�

Section 2. The Planar Algebra of a Finite Index Subfactor

We are now in a position to de�ne the planar algebra associated to a �nite index subfactor. By
Theorem 1.43 the rotation is not quite periodic in the general case and this requires us to change the
axioms of a planar algebra slightly. We will �rst de�ne a rigid C∗-planar algebra in which boxes cannot
be rotated, which then gives rise to an inducedmodular extension in which boxes can be rotated, but this
changes the action of the tangle in a speci�ed way.

We show that the standard invariant of a �nite index subfactor forms a rigidC∗-planar-algebra. Along
the way we will see that the (quasi-)periodicity of the rotation is a trivial consequence of the rigid planar
algebra structure.

We show that any rigid C∗-planar algebra gives rise to a spherical C∗-planar algebra. As a corollary
we see that for any �nite index subfactor there exists an extremal II1 subfactor with the same (algebraic)
standard invariant, which recovers a result originally due to Izumi.

Finally we consider the inverse construction from a sphericalC∗-planar algebra with some additional
data to a rigid C∗-planar algebra. Lifting this construction to the subfactor level we show that any rigid
C∗-planar algebra arises from a �nite index subfactor.

These results justify the focus on II1 subfactors rather than more general inclusions, at least as far as
the study of the standard invariant of �nite index subfactors is concerned. We see all possible standard
invariants of �nite index subfactors by considering II1 subfactors and if our interest lies only in the
algebraic structure without reference to Jones projections and conditional expectations we need only
consider II1 extremal subfactors with the trace-preserving conditional expectation.

Subsection 2.1. Rigid planar algebras. In essence the only di�erence between a planar algebra and a
rigid planar algebra is that we use rigid planar isotopy classes of tangles in place of (full) planar isotopy
classes of tangles. A rigid planar isotopy is one under which the internal discs undergo no rotation. The
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set of rigid planar isotopy classes of tangles forms the rigid planar operad Pr. A rigid planar algebra is
an algebra over Pr in the sense of May [23], that is to say a set of vector spaces V +

k , V
−
k (k ≥ 0) and a

morphism of colored operads from Pr to Hom, the operad of linear maps between tensor products of the
V ±
k ’s. We describe these ideas in detail below.

De�nition 2.1 ((Rigid) planar k-tangle). A planar k-tangle is de�ned exactly as in Jones [16], except that
we require the boundary points of the discs to be evenly spaced, the strings to meet the discs normally
and the distinguished boundary segments can be either white or black. Thus the de�nition below follows
Jones almost verbatim. For simplicity when drawing tangles we will often draw the boundary points so
that they are not evenly spaced. In general diagrams will be drawn with the distinguished boundary
segment on the left. When this is not the case we will denote the distinguished segment with a star.

A planar k-tangle will consist of the unit disc D(= D0) in C together with a �nite (possibly empty)
set of disjoint subdiscsD1, D2, . . . , Dn in the interior ofD. Each discDi, i ≥ 0, will have an even number
2ki ≥ 0 of evenly spaced marked points on its boundary (with k = k0). InsideD there is also a �nite set
of disjoint smoothly embedded curves called strings which are either closed curves or whose boundaries
are marked points of theDi’s. Each marked point is the boundary point of some string, which meets the
boundary of the corresponding disc normally. The strings all lie in the complement of the interiors Do

i

of theDi, i > 0. The connected components of the complement of the strings inDo\⋃n
i=1Di are called

regions and are shaded black and white so that regions whose closures meet have di�erent shadings.
The shading is part of the data of the tangle, as is the choice, at every Di, i ≥ 0, of a region whose
closure meets that disc, or equivalently: a distinguished arc between consecutive marked points (the
whole boundary of the disc if there are no marked points); or a distinguished point which we will call pi
at the midpoint of the arc. De�ne σi, the sign ofDi, to be + if the distinguished region is white and − if
it black.

A rigid planar k-tangle is a planar k-tangle such that for every point pi, i ≥ 0, the phase relative to
the center xi of Di is the same. In other words the angle between the line from pi to xi and a ray in the
positive x-direction emanating from xi is the same for all i.

We will call a (rigid) planar k-tangle, with σ0 the sign of D, a (rigid) planar (σ0, k)-tangle.
Composition of tangles is de�ned as follows. Given a planar k-tangle T , a k′-tangle S, and an internal

disc Di of T with ki = k′ and σi(T ) = σ0(S) we de�ne the k-tangle T ◦i S by radially scaling S, then
rotating and translating it so that its boundary, together with the distinguished point, coincides with that
of Di. The boundary of Di is then removed to obtain the tangle T ◦i S.
Note: We will often use 0 and 1 in place or the signs + and − respectively. Sometimes we will drop the

sign completely in the case of σ = + and use a ˜ to denote a disc with σ = −.

De�nition 2.2 ((Rigid) planar operad). A planar isotopy of a tangle T is an orientation preserving dif-
feomorphism of T , preserving the boundary of D. A rigid planar isotopy is a planar isotopy such that
the restriction to Di, i > 0, only scales and translates the disc Di.

The (full) planar operad P is the set of all planar isotopy classes of planar k-tangles, k being arbi-
trary. The rigid planar operad Pr is the set of all rigid planar isotopy classes of planar k-tangles. Clearly
composition of tangles passes to the planar operad and to the rigid planar operad.

Remark 2.3. In a rigid planar tangle the phase of the external distinguished point p0 is not important,
only the relative position of the internal distinguished points. Thus we could require that p0 is the
leftmost point of D (relative to some underlying orthogonal coordinate system for the plane) and the
condition could then be stated as: for all i > 0, pi is the leftmost point of Di.

The use of discs in the de�nition of tangles and planar operads is convenient, but we could contract
the internal discs to points and formulate the de�nitions in these terms, or use boxes (with pi on the
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left edge) in place of discs which would lead to another reformulation. We will use these descriptions
interchangeably.

De�nition 2.4 (Rigid planar algebra). A rigid planar algebra (Z, V ) is an algebra over Pr. That is to say
we have a disjoint union V of vector spaces V +

k , V
−
k (sometimes denoted V 0

k , V
1
k respectively), k ≥ 0,

and a morphism of colored operads from Z : Pr → Hom(V ), the operad of linear maps between tensor
products of the V ±

k ’s. In other words, for every (equivalence class of) rigid planar k-tangle T in Pr there
is a linear map Z(T ) : ⊗n

i=1V
σi

ki
→ V σ0

k (which is thus unchanged by rigid planar isotopy). The map Z
satis�es Z(T ◦i S) = Z(T ) ◦i Z(S).

For any tangle T with no internal discs, the empty tensor product is just C and Z(T ) : C → V ±
k and

is thus just multiplication by some element of V ±
k . We will also use Z(T ) to denote this element.

We also require �nite dimensionality (dim(V ±
k ) <∞ for all k), dim(V ±

0 ) = 1 and

Z

( )
, Z

( )
6= 0.

(note that these tangles are a white disc with one closed string and a black disc with one closed string
respectively - we have drawn the discs as boxes to make this clear). Finally, we require that

Z(annular tangle with 2k radial strings)

be the identity (for each k there are two such tangles, either σ0 = 0 or σ0 = 1).

Remarks 2.5. Without the last condition in the de�nition we would only know that Z(annular tangle
with 2k radial strings) is some idempotent element e±k in End(V ±

k ). However, by inserting this annular
tangle around the inside of any internal k-disc and the outside of any k-tangle it is clear that the planar
algebra would never “see” (1−e±k )V ±

k . Thus we may as well replace V ±
k with e±k V

±
k and then the annular

radial tangles act as the identity.
V ±
k becomes an algebra under the multiplication given by the tangle below. The thick black string

represents k regular strings.

D1

D2∗

∗
∗

Figure 1. The multiplication tangle

For example, for k = 3 we have the following tangles (for V +
3 and V −

3 respectively). The marked points
have been evenly spaced in this example as they should be, but for simplicity we will usually draw the
marked points with uneven spacing.
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D1D1

D2D2

∗∗
∗

∗

∗

∗

The multiplicative identity in V ±
k is just the image of the tangle below (more precisely Z of this tangle

applied to 1 ∈ C, the empty tensor product).

∗

Note that V ±
0 is now a 1-dimensional algebra with identity given by Z(empty disc) (the picture above

with no strings), hence V ±
0 may be identi�ed with C with Z(empty disc) = 1.

With V ±
0 thus identi�ed withC, Z

( )
= δ1 andZ

( )
= δ2 for some δ1, δ2 ∈ C\{0}. Unless

stated otherwise, we will require δ1 = δ2
def
= δ (one can always “rescale” to achieve this).

The fact that δ 6= 0 implies that ι±k : V ±
k → V ±

k+1, de�ned by adding a string on the right, is injective.

Similarly γ±k : V ±
k → Vk+1∓ by adding a string on the left is injective.

De�nition 2.6 (Rigid planar *-algebra). For a (rigid) k-tangle T de�ne T ∗ to be the tangle obtained by
re�ecting T in any line in the plane (well-de�ned up to rigid planar isotopy). A rigid planar *-algebra
is a rigid planar algebra (Z, V ) equipped with a conjugate linear involution ∗ on each V ±

k such that
[Z(T )(v1 ⊗ · · · ⊗ vn)]

∗ = Z(T ∗)(v∗1 ⊗ · · · ⊗ v∗n).

De�nition 2.7 (Rigid C∗-planar algebra). A rigid C∗-planar algebra is a rigid *-planar algebra (Z, V )
such that the map Φ = Φ±

k : V ±
k → C given below is positive de�nite on V ±

k , i.e. Φ(x∗x) > 0 for
0 6= x ∈ V ±

k .

∗Φ = Z







As usual the thick string represents k strings and we have suppressed the outer 0-disc.

Remark 2.8. Let (Z, V ) be a rigid *-planar algebra. Note that if Φ+
k is positive de�nite then so too is Φ−

k

by adding a string on the left and applying Φ+
k+1. Hence it su�ces to check that Φ+

k is positive de�nite.

Every V ±
k is semi-simple since for any nonzero ideal N take nonzero x ∈ N , then x∗xx∗x =

(x∗x)∗(x∗x) ∈ N2 and is nonzero by positive de�niteness of Φ. Hence every V ±
k is a direct sum of

matrix algebras over C or, equivalently, a �nite dimensional C∗-algebra.

De�nition 2.9. De�ne Φ′
k : V

±
k → C by



2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones’ 60th birthday

Page 48

∗
Φ′ = Z







De�ne J (r)
k = Z(TJ

(r)
k ) : V

(r)
k → V

(r+k)
k where TJ

(r)
k is the following tangle (r = 0, 1)

∗ ∗TJk =

Remarks 2.10. Note that J (r)
k is invertible, with inverse Z

((
TJ

(r+k)
k

)∗)
. J has the following proper-

ties. Let x ∈ V
(r)
k . Then, with indices suppressed,

• J (xy) = J (y)J (x);
• (J (x))∗ = J −1(x∗);
• Φ(J (x)) = Φ(J −1(x)) = Φ′(x);
• Φ′(J (x)) = Φ′(J −1(x)) = Φ(x);
• Φ(xy) = Φ′(J (x)J −1(y)), Φ′(xy) = Φ(J −1(x)J (y)) because

xx

y y

Φ (J −1(x)J (y)) = = = Φ′(xy)

Lemma 2.11. Let (Z, V ) be a rigid C∗-planar algebra. Then Φ′ = Φ′
k : V

±
k → C is positive de�nite.

Proof. For nonzero x ∈ V ±
k let y = J (x) 6= 0, then

0 < Φ(y∗y) = Φ((J (x))∗ J (x)) = Φ(J −1(x∗)J (x)) = Φ′(x∗x).

�

Remarks 2.12. The requirement that an annular tangle with 2k radial strings act as the identity in the
de�nition of a rigid planar algebra is not necessary for a rigid C∗-planar algebra. Let α = Z(annular
tangle with 2k radial strings). Then Φ(xα(y)) = Φ(xy) for all x ∈ V ±

k and α(x) = x by the positive
de�niteness of Φ.

ϕk = δ−kΦk and ϕ′
k = δ−kΦ′

k. are normalized so that ϕk(1) = ϕ′
k(1) = 1 and both ϕ and ϕ′ are

compatible with the inclusions ι : V ±
k → V ±

k+1 and γ : V ±
k → V ∓

k+1.
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Notation 2.13. For r = 0, 1 let V
(r)
j,k = γ

(r+1)
k−1 γ

(r)
k−2 · · · γ

(r+j+1)
k−j+1 γ

(r+j)
k−j

(
V

(r+j)
k−j

)
denote the subspace of

V
(r)
k obtained by adding j strings to the left of V

(r+j)
k−j (where all upper indices are computed mod 2). In

other words the image of the map de�ned by

︸ ︷︷ ︸
j

︸︷︷︸
k−j

Call this map the shift by j.
Let w±

j,k denote the Radon-Nikodym derivative of (ϕ′)±k with respect to ϕ±
k on V ±

i,k. Thus w
±
j,k is the

unique element in V ±
j,k such that ϕ′(x) = ϕ(w±

j,kx) for all x ∈ V ±
j,k. w

±
j,k exists because V ±

j,k is �nite

dimensional and ϕ is positive de�nite. By the positive de�niteness of ϕ′, w±
j,k is positive and invertible.

Let w±
k = w±

k−1,k and z
±
k = w±

0,k. As mentioned earlier we will sometimes suppress the + index and

use ˜ in place of −. Set w = w1 = w+
1 , w̃ = w̃1 = w−

1 . Then w2r+1 is just w with 2r strings to the left

and w2r is w̃ with 2r − 1 strings to the left. i.e. w2r+1 = (γ−γ+)
r
(w) and w2r = (γ−γ+)

r−1
γ−(w̃).

Lemma 2.14. 1. w̃ = (J1)
−1 (w−1) =

w−1

2. zk = w1w2 · · ·wk and is thus given by

w

ww

ww̃ w̃

w−1 w−1

=

=

. . .

. . .

zk

Proof. 1. For x ∈ V −
1 , ϕ̃1(J −1

1 (w−1)x) = ϕ′
1(w

−1J −1
1 (x)) = ϕ1(J −1

1 (x)) = ϕ̃′
1(x) and hence w̃ =

(J1)
−1 (w−1).

2. Let y = w1w2 · · ·wk =

w w w̃w̃ . . .
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Then, for x ∈ V +
k , Φ(yx) =

w

ww̃

w̃

xx

. . .. . .
=

w

x x

. . .. . .

. .= = . . . = = Φ′(x)

�

De�nition 2.15. De�ne ∆±
k : V ±

k → V ±
k by ∆ = J 2. More precisely ∆

(r)
k = J (r+k)

k ◦ J (r)
k .

∆(x) = x

Lemma 2.16. For all x, y ∈ V ±
k ,

ϕ(xy) = ϕ(y∆(x)) = ϕ(∆−1(y)x),

ϕ′(xy) = ϕ′(y∆−1(x)) = ϕ′(∆(y)x).

Proof. First
ϕ(xy) = ϕ′(J (x)J −1(y)) = ϕ(J (J (x)J −1(y))) = ϕ(yJ 2(x))

and because ϕ ◦ J 2 = ϕ′ ◦ J = ϕ we also have ϕ(xy) = ϕ(J −2(y)x). Secondly

ϕ′(xy) = ϕ(J −1(x)J (y)) = ϕ(yJ 2(x)) = ϕ′(J −2(y)x).

�

Remark 2.17. This result shows that∆ is in fact the modular operator for (V ±
k , ϕ) and∆

−1 the modular
operator for (V ±

k , ϕ
′).

Corollary 2.18. ∆(+,k) is a positive de�nite operator on L2(V +
k , ϕ) and for x ∈ V +

j,k and t ∈ R,∆t
(+,k)x̂ =(

w
−t/2
j,k xw

t/2
j,k

)
̂ .
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Proof. ∆+
k is positive de�nite because, for nonzero x ∈ V +

k ,

〈∆(x), x〉 = ϕ
(
x∗J 2(x)

)
= ϕ′

(
J (x)J −1(x∗)

)
= ϕ′ (J (x) (J (x))∗) > 0.

LetW = wj,k. The result is true for t = 2 because for all x, y ∈ V +
j,k

ϕ(Wxy) = ϕ′(xy) = ϕ′(y∆−1(x)) = ϕ(Wy∆−1(x)) = ϕ(∆−2(x)Wy),

using Lemma 2.16 twice. HenceWx = ∆−2(x)W so that ∆−2(x) = WxW−1 and also
∆2(x) = W−1xW .

To prove the result for general t we will �rst show that x 7→ W−sxW s is a positive operator on

L2(V +
j,k, ϕ) for s ∈ R. Note that∆2Ŵ s = W−1(W s)W = W s so that Ŵ s is an eigenvector of eigenvalue

1 for ∆2 and hence also for all ∆r since ∆ is positive. Therefore W s is in the centralizer of ϕ on V +
k

since, for all x ∈ V +
k ,

ϕ(W sx) = ϕ(x∆(W s)) = ϕ(xW s).

This implies that for s ∈ R, As : x 7→ W−sxW s is a positive operator on L2(V +
j,k, ϕ):

〈
W−sxW s, x

〉
= ϕ(x∗W−sxW s) = ϕ(W s/2x∗W−sxW s/2) ≥ 0.

Thus {As} is a continuous one-parameter family of positive operators on L2(V +
j,k, ϕ), and ∆2 = A1. A

simple spectral theory argument implies that∆r = Ar/2 for all r ∈ R and so∆t(x) = W−t/2xW t/2. �

Corollary 2.19. If ϕ is tracial then ∆ = id, ϕ′ is tracial and the rotation operator ρk : V ±
k → V ±

k de�ned
below is periodic.

ρk = Z





























k−2

. .

. .

Subsection 2.2. Subfactors give rigid planar algebras. In this section we extend Jones’ [16] result
that the standard invariant of an extremal �nite index II1 subfactor has a spherical C∗-planar algebra
structure.

Theorem 2.20. Let (N,M,E) be a �nite index subfactor. Let V +
k = N ′ ∩Mk−1 and V

−
k = M ′ ∩Mk.

Then V has a rigid C∗-planar algebra structure Z(N,M,E) satisfying:

(1) δ1 = δ2 = δ
def
= Ind(E)1/2.

(2) The inclusion maps ι±k : V ±
k → V ±

k+1 are the usual inclusion maps N ′ ∩ Mk−1 →֒ N ′ ∩ Mk and
M ′ ∩Mk →֒M ′ ∩Mk+1.

(3) The map γ−k : V −
k → V +

k+1 is the inclusion map M ′ ∩Mk →֒ N ′ ∩Mk. The map γ+k : V +
k → V −

k+1

is the shift map sh : N ′ ∩Mk−1 → M ′
1 ∩Mk+1 de�ned by R ∈ EndN−∗ (L

2(Mj)) 7→ id ⊗N R ∈
EndM1−∗ (L

2(Mj+1)).
(4) The multiplication given by the standard multiplication tangles agrees with the multiplication on the

algebras N ′ ∩Mk.
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(5)

· · ·

k k + 1

= δek = Ek

(6)

. .

. .

︸︷︷︸
k

= δEMk−1
: N ′ ∩Mk → N ′ ∩Mk−1

(7)

. .

. . . .

. .

. .

︸ ︷︷ ︸
j+1

︸︷︷︸
j+1= δEM ′ and in general = δj+1EN ′

M ′

j

The rigid C∗-planar algebra structure on V is uniquely determined by properties (4), (5), (6) and (7) (for
j = 1).

Remark 2.21. As a consequence of (6) and (7) we see that ϕ and ϕ′ coming from the planar algebra
structure agree with those already de�ned on the standard invariant.

Proof of Theorem 2.20.
Given a k-tangle T with internal ki-discs D1, . . . , Dn and elements vi ∈ V σi

ki
we need to de�ne

Z(T ) (v1 ⊗ · · · ⊗ vn) ∈ V σ0

k and show that the element we de�ne is independent of rigid isotopy of T .
Finally we need to show that Z is a morphism of colored operads.

Our line of proof will be very close to that of Jones [16], Section 4.2, although our construction
will di�er slightly. The advantages of this construction are an explicit description of the action on
L2(Mi) and the fact that the construction will also apply to the case of bimodule homomorphisms
Hom∗−∗(L

2(Mj),L
2(Mk)) rather than just endomorphisms End∗−∗(L

2(Mi)).
Consider �rst the case of a (+, k)-tangle T . We will de�ne Z(T ) (v1 ⊗ · · · ⊗ vn)which is an element

of EndN−M−t
(L2(Mr)) ∼= N ′ ∩M2r+t, where k = 2r + t, t = 0, 1.

We will say that a tangle is in standard form if it is a vertical concatenation of basic tangles of the
following three types:

Any rigid planar (+, k)-tangle can be put in standard form by rigid planar isotopy.
Note that the basic tangles have a di�erent number of marked points at the top and bottom of the

box. A tangle with sign σ, j marked points at the bottom and k marked points at the top will be called a
(σ, j, k)-tangle.

It may seem that we are introducing more general types of tangles here, but we are really just used a
variety of “multiplication” tangles rather than just the standard one in Figure 1. A (σ, j, k)-tangle can be

considered as a (σ, j+k
2
)-tangle together with additional data given by j. The additional data determines

the type of multiplication to be used. For example multiplication of a (5, 1)-tangle and a (3, 5)-tangle is
given by
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. . . . . .

. .. .. .

. .. . . .

. .

. .

. .. .. .

T Ik,p = TEk,p =

TSk,l,p =

k

k

k + 1

k + 1

︸ ︷︷ ︸
p

p︷ ︸︸ ︷

p︷ ︸︸ ︷

︸ ︷︷ ︸
k

︸ ︷︷ ︸
l

In order to de�ne Z(T ) for a general rigid tangle we will �rst de�ne it for the basic tangles. Given a
basic (+, 2j+1+t, 2k+1+t)-tangle (t = 0, 1), Z(T )will be an element ofHomN−M−t

(L2(Mj),L
2(Mk)).

We �rst need a preparatory lemma.

Lemma 2.22. De�ne α : L2(M) → L2(M1) to be δ times the inclusion map. Identifying L2(M1) with
L2(M)⊗NL

2(M) using u1 from Proposition 1.29 allows us to writeα asα(x) =
∑

b xb⊗N b
∗ =

∑
b b⊗N b

∗x.

De�ne maps β, β̃ : L2(M) → L2(M1) by β : x 7→ x ⊗N 1 = xE1, β̃ : x 7→ 1 ⊗N x = E1x

(note that id ⊗N β̃ = β ⊗N id). Then α, β, β̃ are all continuous, α ∈ HomM−M (L2(M),L2(M1)),

β ∈ HomM−N (L2(M),L2(M1)), β̃ ∈ HomN−M (L2(M),L2(M1)) and

α∗ = δe2 : x⊗
N
y 7→ xy

β∗ : x⊗
N
y 7→ xE(y)

β̃∗ : x⊗
N
y 7→ E(x)y

Proof. As we noted above, α is just δ times the inclusion map, so α is continuous and α∗ = δe2. Thus

δe2 (xE1y)̂ = δ2EM(xe1y) = xy. Hence α ∈ HomM−M (L2(M),L2(M1)) because inclusion L2(M) →֒
L2(M1) preserves left multiplication byM and also the right action ofM (since J1|L2(M) = J0).

Now β is continuous becauseϕ(E1x
∗xE1) = δϕ(EN(x

∗x)E1) = ϕ(EN(x
∗x)) = ϕ(x∗x). So β∗(x⊗N

y) = xE(y) because 〈x⊗N y, z ⊗N 1〉 = ϕ (E(z∗x)y) = ϕ (z∗xE(y)) = 〈xE(y), z〉 . Thus β is clearly
leftM -linear. To show right N -linearity observe that

x̂ · n⊗
N
1̂ = (J0n

∗J0x̂)⊗
N
1̂ = J1

(
1̂⊗

N
n∗J0x̂

)
= J1

(
n̂∗ ⊗

N
J0x̂

)
= J1n

∗J1

(
x̂⊗

N
1̂

)
.
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β̃ = J1βJ0 and hence β̃ is continuous and N −M linear. Finally β̃∗(x⊗N y) = E(x)y because
〈
x⊗

N
y, 1⊗

N
z

〉
= ϕ (z∗E(x)y) = 〈E(x)y, z〉 . �

We can now de�ne the elements of Hom∗−∗ (L
2(Mj),L

2(Mk)) associated to each basic tangle.

Z (TI2i,p) = δ−1/2 (id)⊗
i−1

N ⊗
N
α⊗

N
id⊗

N
id · · · ⊗

N
id

Z (TI2i−1,p) = δ1/2




β̃∗ ⊗

N
id⊗

N
id⊗

N
· · · ⊗

N
id i = 1,

(id)⊗
i−2

N ⊗
N
β∗ ⊗

N
id⊗

N
· · · ⊗

N
id i ≥ 2

Z (TEk,p) = Z (TIk,p)
∗

Z (TS2i+t,k,p) (R) = (id)⊗
i
N ⊗

N
R⊗

N
id⊗

N
· · · ⊗

N
id

Letting x = x1 ⊗
N
x2 ⊗

N
· · · ⊗

N
xk (p = 2k or 2k + 1) we can see these maps explicitly as

Z (TI2i,p) : x 7→ δ−1/2x1 ⊗
N
· · · ⊗

N
xi−1 ⊗

N
xib⊗

N
b∗ ⊗

N
xi+1 ⊗

N
· · · ⊗

N
xk

= δ−1/2x1 ⊗
N
· · · ⊗

N
xi−1 ⊗

N
b⊗

N
b∗xi ⊗

N
xi+1 ⊗

N
· · · ⊗

N
xk

Z (TI2i−1,p) : x 7→




δ1/21⊗

N
x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk i = 1,

δ1/2x1 ⊗
N
· · · xi−1 ⊗

N
1⊗

N
xi ⊗

N
· · · ⊗

N
xk i ≥ 2

Z (TE2i,p) : x 7→ δ−1/2x1 ⊗
N
· · · ⊗

N
xi−1 ⊗

N
xixi+1 ⊗

N
xi+2 ⊗

N
· · · ⊗

N
xk

Z (TE2i−1,p) : x 7→




δ1/2E(x1)x2 ⊗

N
x3 ⊗

N
· · · ⊗

N
xk i = 1,

δ1/2x1 ⊗
N
· · · xi−2 ⊗

N
xi−1E(xi)⊗

N
xi+1 ⊗

N
· · · ⊗

N
xk i ≥ 2

Z (TS2i,2j−t,p) (R) : x 7→ x1 ⊗
N
· · · xi ⊗

N

[
πj−1(R)

(
xi+1 ⊗

N
· · · ⊗

N
xi+j

)]
⊗
N
xi+j+1 ⊗

N
· · · ⊗

N
xk

Z (TS2i+1,2j+t,p) (R) : x 7→ x1 ⊗
N
· · · xi ⊗

N

[
πj(R)

(
xi+1 ⊗

N
· · · ⊗

N
xi+j+1

)]
⊗
N
xi+j+2 ⊗

N
· · · ⊗

N
xk

where t = 0 or 1.
Finally let us check that a basic tangle with 2k−t lower strings and 2k−t or 2k−t±2 upper strings de-

�nes an element of EndN−M−t
(L2(Mk)) or HomN−M−t

(L2(Mk),L
2(Mk±1)) respectively (recall that we

are currently only considering the case of tangleswith σ0 = +). All of thesemaps are left-N -linear and all

are rightM -linear except for three cases. Z (TE2i−1) = (id)⊗
i−2

N ⊗N β and Z (TI2i−1) = (id)⊗
i−2

N ⊗N β
∗

are both N -linear only on the right, but this is all that is required since both have an odd number of

strings. Z (TS2i+t,2j+1−t) (R) = (id)⊗
i
N ⊗N R is also N -linear only on the right, but again has an odd

number of strings.
Now, given a rigid planar (+, 2r+ t)-tangle T (where t = 0, 1) we can de�ne Z(T ) (v1 ⊗ · · · ⊗ vn) ∈

EndN−M−t
(L2(Mr)) ∼= N ′ ∩ M2r+t by putting T in standard form by rigid planar isotopy and then

composing the maps we get from the basic tangles in the standard form. We need to show that the
element ofEndN−M−t

(L2(Mr)) that we obtain is independent of the particular standard picture we chose.
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Then the map Z will not only be well-de�ned on a tangle T , but invariant under rigid isotopy as any
two isotopic tangles can be put in the same standard form.

At this point our argument starts to closely resemble that of Jones. If we have two standard pictures
that are equivalent by a rigid planar isotopy h then, by contracting the internal discs to points and putting
the isotopy in general position, we see that the isotopy results in a �nite sequence of changes from one
standard form to another. These changes happen in one of two ways

(i) The y-coordinate of some string has a point of in�ection and the picture, before and after, looks
locally like one of the following.

. .

. .

. .

. .. .

. .

. .

. .

. .

. .

. .

. .

. .

. .

. .

. .

(1) (2)

(3) (4)

︸︷︷︸
2i

︸︷︷︸
2i

︸︷︷︸
2i

︸︷︷︸
2i

︸︷︷︸
2i+1

︸︷︷︸
2i+1

︸︷︷︸
2i+1

︸︷︷︸
2i+1

(ii) The y-coordinates of two internal discs, or maxima/minima of strings (which we will refer to as
caps/cups respectively), coincide and change order while the x-coordinates remain distinct.

In case (i) note that α∗β = α∗β̃ = β∗α = β̃∗α = id. Then

(1) This is either
(
α∗β̃

)
⊗N (id)⊗

j
N = id (i = 0), or (i ≥ 1),

(id)⊗
i−1

N ⊗
N

[(
id⊗

N
α∗

)(
β ⊗

N
id

)]
⊗
N
(id)⊗

j
N = (id)⊗

i
N ⊗

N
α∗β̃ ⊗

N
(id)⊗

j
N = id.

(2) (id)⊗
i
N ⊗

N
β∗α⊗

N
(id)⊗

j
N = id.

(3) (id)⊗
i
N ⊗

N
α∗β ⊗

N
(id)⊗

j
N = id.

(4) If i = 0 then
(
β̃∗α

)
⊗N (id)⊗

j
N = id. For i ≥ 1,

(id)⊗
i−1

N ⊗
N

[(
β∗ ⊗

N
id

)(
id⊗

N
α

)]
⊗
N
(id)⊗

j
N = (id)⊗

i
N ⊗

N
β̃∗α⊗

N
(id)⊗

j
N = id.

In case (ii) we have two cups, two caps or a cap and a cup passing each other. It is trivial to see that the
two compositions of maps from the basic tangles are the same in cases when the caps/cups are separated
and a�ect di�erent parts of the tensor product. Otherwise one uses associativity of the tensor product
and the fact that

∑
xb⊗N b∗ =

∑
b⊗N b∗x.

In the case of one box and one cap/cup the maps again a�ect di�erent parts of the tensor product
except for the following two cases (and their adjoints).

..

.. ..

..

.. ....

.. ......

..

(i) (ii)

R
RR

R

︸ ︷︷ ︸
2i+1

︸ ︷︷ ︸
2i+1

︸︷︷︸
2i+1

︸︷︷︸
2i+1

In case (i) we may assume that there is at most one string to the left of the box since any other strings
involve parts of the tensor product where the tangles act as the identity. Then the �rst map is R(x1 ⊗N
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· · · ⊗N xi−1 ⊗N xixi+1) while the second is R(x1 ⊗N · · · ⊗N xi)xi+1. The two expressions are the same
since R ∈ End−M . In (ii) we can similarly assume that i = 0. Then R(x1x2 ⊗N x3 ⊗N · · · ⊗N xj) =
x1R(x2 ⊗N x3 ⊗N · · · ⊗N xj) because R ∈ EndM−.

The last case to consider is that of two boxes. The only case which does not involve distinct parts of
the tensor product is the following.

· · · · · ·RS

Using the previous cases we see that the following pictures represent the same linear maps.

R R

R

R

R

S S

S

S

S

This completes our argument that Z(T ) does not depend on the choice of standard picture for T and
is thus also rigid isotopy invariant. For (−, k)-tangles just add a string to the left and hence obtain an
element of N ′ ∩Mi. Choose a standard picture for T which leaves this string straight up. Then the set
of basic tangles which make up T cannot include TI1,∗, TE1,∗ or TS0,∗,∗. But these are the only basic
tangles de�ning maps that are notM−linear. Hence we have an element ofM ′ ∩Mi.

Z is thus a map from Pr to Hom(V ). It is clearly an operad morphism as we have de�ned Z by
composition of linear maps. The *-planar algebra property is also obvious from the way we have de�ned
Z . Thus (Z, V ) is a rigid *-planar algebra. It remains to prove that properties (1) through (6) are satis�ed.

(1) δ1 = δ because Z

( )
n̂ = Z

( )(
δ1/2n

)
= δEN(n) = δn (n ∈ N ).

Similarly δ2 = δ because Z

( )
∈ EndM−M (L2(M)) is given by

Z

( )
x̂ = Z

( )
x̂ = Z

( )(
δ−1/2

∑

b

xb⊗N b∗

)
= δ−1

∑

b

xbb∗ = δx.

(2) ι+2k+1 : N ′ ∩ M2k → N ′ ∩ M2k+1 is the usual inclusion map by construction (both (2k + 1)- and
(2k + 2)-boxes are de�ned by their action on L2(Mk)).
ι+2k+2 : N

′ ∩M2k+1 → N ′ ∩M2k+2 involves an additional tensoring with the identity on the right,

but by Prop 1.37 this just changes the representation πk on L2(Mk) to πk+1 on L2(Mk+1). Hence
ι+2k+2 is also the usual inclusion.

The result for ι−k is then immediate.
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(3) γ−k : V −
k → V +

k+1 is the inclusion mapM ′ ∩Mk →֒ N ′ ∩Mk by construction.

γ+k maps R ∈ N ′ ∩Mk−1 to id ⊗N R. By Prop 1.37 πj+1(M1) = π0(M1) ⊗N (id)⊗
j
N and hence

id⊗N R ∈M ′
1 ∩Mk+1.

(4) By construction stacking boxes is multiplication of the corresponding linear maps.
(5) Wewant to show thatZ(TIk,k+1)Z(TEk,k+1) = Ek. By (2) it su�ces to show thatZ(TIk,2k)Z(TEk,2k) =

πk−1(Ek). Let x = x1 ⊗N · · · ⊗N xk. Note that by de�nition

Z(TEk,2k)x̂ =




δ1/2x1 ⊗

N
· · · ⊗

N
xr−1E(xr)⊗

N
· · · ⊗

N
xk k = 2r − 1

δ−1/2x1 ⊗
N
· · · ⊗

N
xrxr+1 ⊗

N
· · · ⊗

N
xk k = 2r

so that Z(TEk,2k) is simply δ1/2EMk−2
, using Proposition 1.33. The map Z(TIk,2k) is the adjoint of

Z(TEk,2k), which is just δ1/2 times the inclusion map. Hence Z(TIk,2k)Z(TEk,2k) = δπk−1(ek) =
πk−1(Ek).

(6) Using (5) we have

x EMk−1
(x)

. .

. .. .

. .

︸︷︷︸
k

︸ ︷︷ ︸
k

= Ek+1xEk+1 = δEk+1EMk−1
(x) = δ

We then apply a tangle to both sides to close up the caps and cups, which simply yields δ2. After

dividing by δ2 we obtain

x

. .

. .

︸︷︷︸
k

= δEMk−1
(x)

(7) Let R ∈ N ′ ∩M2k or N
′ ∩M2k+1. Then (adding a string on the right if necessary)

R

. .

. .

︸ ︷︷ ︸
2k+2

Z





 = Z (TE2,2k+2)

(
id⊗

N
R

)
Z (TI2,2k+2)
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Calling this element S and letting x = x1 ⊗N · · · ⊗N xk+1 we have

Sx̂ = Z (TE2,2k+2)

(
id⊗

N
R

)(
δ−1/2

∑

b

b⊗
N
b∗x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

)

= Z (TE2,2k+2)

(
δ−1/2

∑

b

b⊗
N
R

(
b∗x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

))

= δ−1
∑

b

bR

(
b∗x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

)

= δ−1
∑

b

bRb∗x̂ = δEM ′(R)x̂

which proves that S = δEM ′(R) as required.
An immediate consequence is thatE2

(
idL2(M) ⊗N R

)
E2 = E2 (id⊗N δEM ′(R)), as we see below.

RR =

. .

. .

. .

Applying this to N ⊂Mj we obtain

(8) E[j,2j+1]

(
idL2(Mj) ⊗

N
R

)
E[j,2j+1] = E[j,2j+1]

(
idL2(Mj) ⊗

N
δj+1EM ′

j
(R)

)

whereE[j,2j+1] is one of the (scaled) multi-step Jones projections from Theorem 1.25. Multiplying out
the expression de�ning E[j,2j+1] in terms of Ei’s we obtain

. .. .

. .. .

︸ ︷︷ ︸
j+1

︸ ︷︷ ︸
j+1

E[j,2j+1] =

Writing a thick string for j + 1 regular strings, equation (8) yields

R EM ′

j
(R)= δj+1

. . . .

. .

and hence
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R EM ′

j
(R) EM ′

j
(R)= δj+1 = δj+1

. .

. .. . . .

which completes the proof of (7).

The proof of uniqueness is exactly the same as that in Jones [16] 4.2.1. The only di�erence is that our
property (4) is not required by Jones because it is built into his axioms.

�

Remark 2.23. The method of proof in (7) yields more general results. In fact any equation involving
diagrams that holds for a general �nite index subfactor will also hold with thick strings (i.e. multiple
strings) in place of regular strings. Let us loosely describe the procedure. By introducing extra caps
and cups at top and bottom and by inserting additional closed loops we may assume that any tangle
has a standard form made up of shifted boxes, TS, and Temperly-Lieb tangles. Note that the process of
inserting closed loops can be accommodated simply by dividing by δ and addition of caps/cups at top
and bottom can be inverted by applying an annular tangle to turn these into closed loops.

We can thus write an equivalent equation in terms of shifts (i.e. tensoring with the identity) and
Jones projections, with no reference to tangles. Applying this to N ⊂ Mj we can then convert back to
an equation in terms of tangles, but a shift by 2 becomes a shift by 2j and the Jones projections are

. .. .

. .. .

︸ ︷︷ ︸
j+1

︸ ︷︷ ︸
k(j+1)

We thus obtain the result for thick strings.

Proposition 2.24. For R ∈ N ′ ∩M2k+1 = V +
2k+2,

J2k+2(R) = S∗
kR

∗S∗
k , J −1

2k+2(R) = SkR
∗Sk.

where Sk on L2(Mk) is the (in general unbounded) operator de�ned by x̂ 7→ x̂∗.

Proof. For k = 0

J −1
2 (R)x̂ = Z


 R


 x̂ = Z






[(∑

b

x⊗
N
R(b)

)
⊗
N
b∗

]
=
∑

b

EN (xR(b)) b∗.

Now for any R = ce1d ∈M1,
∑

b

EN (xR(b)) b∗ =
∑

b

EN (xcEN (db)) b∗ = EN(xc)d =
(
R∗x̂∗

)∗
= S0R

∗S0x̂.

Hence J −1
2 (R) = S0R

∗S0. Since S
2 = 1 we also have J2(R) = S∗

0R
∗S∗

0 . The general result follows, as
described in the previous remark, by amplifying to the j-string case. �
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Remark 2.25. This extends the result of Bisch and Jones [4] Prop 3.3 that J (R) = JR∗J in the �nite
index extremal II1 case.

Corollary 2.26. The shift map is also given by

sh(R) = J −1
2k+4J2k+2(R) = Sk+1 (SkRSk)Sk+1, R ∈ N ′ ∩M2k+1.

Proof. The �rst equality follows from

RR =

and the second is then immediate by Prop 2.24. �

Finally we show that our two de�nitions of the rotation agree.

Lemma 2.27. The rotation de�ned in Corollary 2.19 agrees, in the case of a rigid C∗-planar algebra coming
from a �nite index subfactor, with that in De�nition 1.41.

Proof. Simply draw the appropriate tangle for δ2EMk
(vk+1EM ′(xvk+1)). First note that vk is given by

· · ·

and hence

δ2EMk
(vk+1EM ′(xvk+1)) = x

�

Subsection 2.3. Modular structure. Let (Zr, V ) be a rigid C∗-planar algebra. We will extend Z to the
full planar operad P. Let T be a k-tangle with internal discs D1, . . . , Dn. Take any planar isotopy ht
taking T to a rigid planar k-tangle T0. Let θi be the amount of rotation of Di under ht. De�ne

Z(T )

(
v1 ⊗

N
· · · ⊗

N
vn

)
= Zr(T0)

(
∆

−θ1/2π
(σ1,k1)

(v1)⊗
N
· · · ⊗

N
∆

−θn/2π
(σn,kn)

(vn)

)
.

Proposition 2.28. Z(T ) is independent of the choice of h and T0.

Proof. We use the same argument as in Jones [16]. We can surround each internal disc Di with a larger

disc D̃i such that for all t ∈ [0, 1] the images of these larger discs under ht are disjoint and do not intersect
any closed strings. Let xi be the center of Di. Then there exists r > 0 such that D(ht(xi), r) ⊂ ht(Di)

o

for all t. De�ne a rigid planar isotopy g in three steps
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1. Radially shrink Di to D(xi, r) while keeping R2\D̃o
i �xed.

2. Take ht on R2\D̃o
i and translation by ht(xi)− xi on D(xi, r) and interpolate in any way in between.

3. Radially expand D(xi, r) + h1(xi)− xi to h1(Di) while keeping R
2\h1(D̃i)

o �xed.

Then Zr (g−1(T0)) = Zr(T0), so following h with g−1 we may assume without loss of generality that h

is the identity outside D̃o
i .

Suppose we have another such isotopy h taking T to a rigid planar tangle T 0. Then the rotation of
Di under h is θi = θi + 2πli for some li ∈ Z.

h−1 followed by h is a planar isotopy taking T0 to T 0 that is the identity outside D̃o
i and that rotates

Di by 2πli. The mapping class group of di�eomorphisms of the annulus that are the identity on the

boundary is generated by a single Dehn twist of 2π. Hence the di�erence between T 0 and T0 is ∆
li
(σi,ki)

inside Di, so

T 0 =
((
T0 ◦1 ∆l1

(σ1,k1)

)
◦2 ∆l2

(σ2,k2)

)
· · · ◦n ∆ln

(σn,kn)
,

Zr(T 0) = (Zr(T0)) ◦
(
∆l1

(σ1,k1)
⊗
N
· · · ⊗

N
∆ln

(σn,kn)

)

and hence

Zr(T 0)

(
∆

−θ1/2π
(σ1,k1)

(v1)⊗
N
· · · ⊗

N
∆

−θn/2π
(σn,kn)

(vn)

)
= Zr(T0)

(
∆

l1−θ1/2π
(σ1,k1)

(v1)⊗
N
· · · ⊗

N
∆

ln−θn/2π
(σn,kn)

(vn)

)

= Zr(T0)

(
∆

−θ1/2π
(σ1,k1)

(v1)⊗
N
· · · ⊗

N
∆

−θn/2π
(σn,kn)

(vn)

)
.

�

Remark 2.29. Now that Z is well-de�ned, considering any two tangles T and T0 connected by a planar
isotopy that rotates the internal disc Di by θi, we have

Z(T )

(
v1 ⊗

N
· · · ⊗

N
vn

)
= Z(T0)

(
∆

−θ1/2π
(σ1,k1)

(v1)⊗
N
· · · ⊗

N
∆

−θn/2π
(σn,kn)

(vn)

)
.

The extended map Z is a mapping the set of all planar k-tangles, modulo rigid planar isotopy, to
Hom(V ). We still need to establish that Z is an operad morphism.

Proposition 2.30. For r ∈ R,

(
∆(σ0,k)

)r
Z(T )

(
v1 ⊗

N
· · · ⊗

N
vn

)
= Z(T )

((
∆(σ1,k1)

)r
v1 ⊗

N
· · · ⊗

N

(
∆(σn,kn)

)r
vn

)
.

Proof. Since
(
∆(σi,ki)

)r (
∆(σi,ki)

)−θi/2π vi =
(
∆(σi,ki)

)−θi/2π (∆(σi,ki)

)r
vi, it su�ces to prove the result

for T ∈ Pr. Recall that
(
∆(σi,ki)

)r
=
(
z(σi,ki)

)−r/2
( · )

(
z(σi,ki)

)r/2
and hence it su�ces to check the

result for basic tangles, with∆r replaced by
(
z(σ,k)

)−r/2
( · )

(
z(σ,j)

)r/2
for a (σ, j, k)-tangle. Assume that

σ = +. Recall that zk = w1 · · ·wk and that the wi’s commute, so zsk = ws
1 · · ·ws

k. Let s = r/2. Then
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z−s
p+2TI2i−1,pz

s
p =

· · ·· · ·w
−s

w
−s

w
−s

w
−s

w̃
−s

w̃
−s

w̃
−s

w̃
−s

w
s

w
s

w
s

w̃
s

w̃
s

w̃
s

=
· · · · · ·w

−s
w

s

=
· · ·· · ·

so zsp+2TI2i−1,pz
s
p = TI2i−1,p and similarly zsp+2TI2i,pz

s
p = TI2i,p. Taking adjoints gives the result for

TEk,p. For TSk,l,p the result is trivial. The result for (−, k)-tangles follows by symmetry. �

Corollary 2.31. Z is an operad morphism: Z (S ◦i T ) = Z(S) ◦i Z(T ).
De�nition 2.32. We call the map Z the modular extension of the rigid planar algebra (Zr, V ).

Remark 2.33. The modular extension (Z, V ) is not a planar algebra because tangles that are planar
isotopy equivalent need not de�ne the same linear maps, but the di�erence comes down to rotations of
the interior discs and is thus controlled by the modular operators ∆. In turn all the modular operators
are controlled by w, the Radon-Nikodym derivative of ϕ with respect to ϕ′ on V +

1 .

Corollary 2.34. If ϕ is tracial (for example in the case of (Z(N,M,E), V (N,M,E)) for a �nite index II1 sub-
factor with trace-preserving conditional expectation E) then ∆ = 1, ϕ′ is tracial and Z is invariant under
full planar isotopy so that we have a true planar algebra structure on the standard invariant.

Subsection 2.4. From rigid to spherical and back again. From a rigid C∗-planar algebra we have
seen how to form the modular extension where we are allowed to rotate the boxes in a tangle but must
pay a price in terms of∆ for doing so. We will now see how to modify Z to obtain a spherical C∗-planar
algebra.

Let (Zr, V ) be a rigid C∗-planar algebra, (Z, V ) its modular extension. Given a planar tangle T and
a string s : [0, 1] → R2 in T de�ne Θ(s) to be the total angle along s, with s parameterized so that s

bounds a black region on its right. Θ(s) may be computed as Θ(s) =
∫ 1

0
dφ
dt
dt where φ(t) is the angle at

s(t), or as Θ(s) =
∫ L

0
κdl where L is the length of the curve, κ the curvature and dl the length element.

For example the string below has Θ(s) = π.
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For a planar tangle T presented using boxes, de�ne a spherically averaged tangle µ(T ) to be a tangle
obtained from T as follows: on every string s insert a (+, 1)-box containing w−Θ(s)/4π. Then de�ne
Zsph : P → Hom(V ) by Zsph(T ) = Z(µ(T )).

Note that µ(T ) is not unique, but T 7→ Z(µ(T )) is well-de�ned because the position of the inserted
(+, 1)-box does not a�ect Z(µ(T )). To see this observe that moving the box along the string may change
the angle of the box by some amount θ, but

∆
−θ/2π
+,1

(
w−Θ(s)/4π

)
= w−θ/2πw−Θ(s)/4πwθ/2π = w−Θ(s)/4π.

Remark 2.35. Note that it is important that we use boxes rather than discs at this point. If we de�ned
Zsph as above, but used discs rather than boxes, we would introduce a multitude of complications. For
example the multiplication tangle would be di�erent under Zsph and would not be invariant under the
standard embeddings of Vi in Vi+1. Of course we could formulate a de�nition in terms of discs, the
essence of which would be using not Θ(s) but the di�erence between Θ(s) and what it “ought to be” for
a string joining those two points, but the book-keeping is much cleaner with boxes.

Theorem 2.36. (Zsph, V ) is a spherical C∗-planar algebra with δsph = λδ where λ = ϕ(w1/2).

Proof. Zsph is invariant under rigid planar isotopy since the total angle along a string does not change
under rigid planar isotopy. If the initial angle is θinit and the �nal angle is θfin then the total angle is
θfin − θinit + 2πl for some l ∈ Z. Under a rigid isotopy θinit and θfin are constant. Since the total angle
must vary continuously under isotopy, the total angle must also be constant.

Zsph is an operad morphism because, when we compose tangles T and S to form T ◦i S, the total
angle is additive for strings from T and S that meet at ∂Di to form a single string in T ◦i S. Multiplying
powers of w is of course also additive in the exponent. It is worth noting at this point that we are using
the fact that strings meet discs normally.

(Zsph, V ) is in fact a rigid planar *-algebra. Re�ection changes orientation and in doing so reverses
the direction in which the string is parameterized, but each of these two changes multiplies the total
angle by −1, so there is no net change to the total angle.

Let x ∈ V +
1 . Then

Φsph(x) = Zsph





 = Z







= Φ
(
w1/2x

)
,x

x

w
1

2

Φsph (x) = Zsph

















= Z





















































= Φ (w−1⊳2x) = Φ(w1⊳2x).

x

x

w−
1
2
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Thus Φsph =
(
Φsph

)′
and so δsph1 = Φsph(1) =

(
Φsph

)′
(1) = δsph2 . In addition all Radon-Nikodym

derivatives are 1, ∆ = 1 and ϕsph is tracial. Tr = Φsph is positive de�nite because

Tr(x∗x) = Z







= Z







= Φ
(
w1/4x∗xw1/4

)
,x∗x

x∗x

w
1

2

w
1

4

w
1

4

where we have used the fact that wr can move along strings without changing Z . Note that Tr(x∗x) = 0
i� xw1/4 = 0 i� x = 0. Hence (Zsph, V ) is a spherical C∗-planar algebra.

Finally note that δsph = Φsph(1) = Φ(w1/2) = δϕ(w1/2) = λδ. �

Corollary 2.37. Let (N,M,E) be a �nite index subfactor. Then there exists an extremal II1 subfactor

Ñ ⊂ M̃ with a lattice of higher relative commutants that is algebraically isomorphic to that of (N,M,E)
(although of course the conditional expectations and Jones projections may di�er).

Proof. Let (Z, V ) be the rigid planar algebra constructed on the standard invariant of (N,M,E). Then
apply Popa [28] in the form of Jones [16] Theorem 4.3.1 to (Zsph, V ) to obtain the extremal II1 subfactor

Ñ ⊂ M̃ . �

Remark 2.38. It is well known that, algebraically (i.e. without reference to the conditional expectations),
all standard invariants of �nite index subfactors can be realized using II1 subfactors. One can tensor
N ⊂M with a III1 factor (this leaves the standard invariant the same) to obtain a III1 subfactor. Taking
the crossed product with the modular group one obtains a �nite index inclusion of II∞ factors that splits
as a II1 subfactor tensored with a I∞ factor. Izumi [12] shows that this type II inclusion has the same
principal graph, and hence the same algebraic standard invariant, as the original III1 inclusion. We thank
Dietmar Bisch for bringing this to our attention.

Remarks 2.39. The idea of the construction of Zsph is to insert powers of w to cancel the e�ects of
rotations (implemented by∆). One might ask what would happen to a (non-spherical)C∗-planar algebra
under this procedure, since ∆ = 1 and we already have full planar isotopy invariance. Certainly we
change the action of tangles, but the only additional isotopy invariance we gain is the ability to move
strings past the point at in�nity. Let us examine the e�ects of isotopy on Zsph in this case.

Suppose we rotate a box labeled with x by an angle θ. The change in total angle for the upper strings
is the negative of the corresponding change for the lower strings.

Hence there is no change in x because z
−θ/4π
k xz

θ/4π
k = x (since zk is central in Vk).

Considering strings alone, rigid planar isotopies to not change the total angle. Only spherical isotopy
moving a string past the point at in�nity can change the total angle. For example
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2π −2π

The total angle changes by −4π, so the di�erence in Zsph is the insertion of an additional w1 which we
know is the necessary correction to change ϕ′ to ϕ.

We can reverse the construction of (Zsph, V, w) from (Z, V ) as we see below. Note that in (Zsph, V, w)
we have tr(w1/2) = λ−1ϕ′(w−1/2w1/2) = λ−1 and tr(w−1/2) = λ−1ϕ(w1/2w−1/2) = λ−1.

Theorem 2.40. Let (Z, V ) be a spherical C∗-planar algebra with modulus δsph and let w be a positive,
invertible element of V +

1 with tr(w1/2) = tr(w−1/2) = λ−1.
For a planar tangle T de�ne the ν(T ) to be the tangle obtained from T as follows: on every string s

insert a (+, 1)-box containing wΘ(s)/4π . De�ne Zmod : Pr → Hom(V ) by Zmod(T ) = Z(ν(T )). Let Zrigid

be the restriction of Zmod to rigid planar tangles.
Then (Zrigid, V ) is a rigid C∗-planar algebra with wrigid = w and δ = λδsph.

Proof. Note that the position of the inserted (+, 1)-box on a string does not a�ect Z because (Z, V ) is
spherical. As in the proof of Theorem 2.36 we have: (i) rigid planar isotopy does not change the total
angle along a string; (ii) the total angle is additive under composition; (iii) the total angle in invariant
under re�ection. Hence (Zrigid, V ) is a rigid *-planar algebra.

Let Tr = Φ(Z,V ) and tr = ϕ(Z,V ). As in Theorem 2.36 Φrigid(x) = Tr(w−1/2x) which is positive de�-

nite and δrigid1 = Φrigid
(+,1)(1) = Tr1(w

−1/2x) = δsphtr(w−1/2) = λ−1δsph. Similarly δrigid2 = δsphtr(w1/2) =

λ−1δsph.
Finally,

(
Φrigid

)′
(x) = Tr(w1/2x) = Tr(w−1/2(wx)) = Φrigid(wx) so wrigid = w. �

Remarks 2.41. The condition tr(w1/2) = tr(w−1/2) is only used to make sure that δrigid1 = δrigid2 . Given
any positive invertible w in V +

1 we can scale w by tr(w−1/2)/tr(w1/2) to obtain w with tr(w1/2) =
tr(w−1/2).

The two constructions (Z, V ) 7→ (Zsph, V, w) and (Z, V, w) 7→ (Zrigid, V ) are obviously inverse to
each other.

Subsection 2.5. Planar algebras give subfactors. Consider the two main results of the previous sec-
tion. Starting with a rigid C∗-planar algebra (Zr, V ) we can construct the associated spherical C∗-
planar algebra (Zsph, V, w) with distinguished element w and then construct the rigid C∗-planar algebra((
Zsph

)rigid
, V
)
. This two part construction simply reproduces (Zr, V ). By Popa’s standard lattice re-

sult [28], applied in Jones [16] Theorem 4.3.1, there exists a subfactor with standard invariant (Zsph, V ).
If we can “lift” the second part of the planar algebra construction to the subfactor level then we will have
a subfactor with (Z(N,M,E), V (N,M,E)) ∼= (Zr, V ).
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(N,M,Etr−preserving)
?−→ (N,M, ?)

↓ ↓

(Zr, V ) −→ (Zsph, V, w) −→
(
(Zsph

)rigid
, V ) ∼= (Zr, V )

Theorem 2.42. Let (Z, V ) be a rigid C∗-planar algebra. Then there exists a �nite index II1 subfactor
(N,M,E) such that (Z(N,M,E), V ) ∼= (Z, V ). In other words, there exists an isomorphism Ψ : V →
V (N,M,E) such that for all T ∈ Pr,

(
Z(N,M,E)(T )

)
◦
(
Ψ(σ1,k1) ⊗ · · · ⊗Ψ(σn,kn)

)
= Ψ(σ0,k) ◦ Z(T ).

Proof As noted in the discussion preceding the statement of the theorem, we can assume that we have
an extremal, �nite-index II1 subfactor N ⊂ M giving rise to the associated spherical C∗-planar algebra
(Z, V ) =

(
Z(N,M,EN ), V (N,M,EN )

)
, where EN is the trace-preserving conditional expectation. We also

have a positive, invertible element w ∈ N ′ ∩M = V +
1 satisfying tr(w1/2) = tr(w−1/2) = λ−1 for some

λ > 0. We want to show that the rigid planar algebra (Zr, V ) constructed using Theorem 2.40 can be

realized as
(
Z(N,M,E), V (N,M,E)

)
for some new conditional expectation E :M → N .

Let wi denote the Radon-Nikodym derivatives in (Zr, V ). From Theorem 2.40 w1 = w. Recall from
Lemma 2.14 that

ww−1 w−1w2 = Zr

















= Z

















= Z

















where we have used the fact that the extra w−1/4 and w1/4 terms, involved in going from Zr to Z , will
cancel.
In general

· · ·· · · w w

2i 2i+1

w2i = Z

















w2i+1 = Z

















By Proposition 2.24, for R ∈ N ′ ∩M2k+1

R

R

J2k+2(R) = Z

















= Z

















= JkR
∗Jk∗ ∗
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where the thick string as usual represents 2k+2 regular strings. So, withR = w−1 or w̃−1 and suppress-
ing mention of Z ,

· · ·· · · R

k 2k

Jk−1w
−1
k

Jk−1 = J

















· · ·· · · R

k + 1 2k

=

· · ·· · · R

k + 1 2k

= = wk+1

Lemma 2.43. Let N ⊂ M be a II1 subfactor with index [M : N ] =
(
δsph
)2

and let w1 = w ∈ N ′ ∩M
be a positive invertible element with tr

(
w1/2

)
= tr

(
w−1/2

)
= λ−1, for some λ > 0. Let EN denote the

trace-preserving conditional expectation fromM onto N and de�ne E :M → N by

E(x) = λEN

(
w−1/2x

)
.

Then E is a conditional expectation with Ind(E) = δ2, where δ = λ−1δsph.
Take the state ϕ = tr on N and extend it to M by ϕ ◦ E = λtr

(
w−1/2 ·

)
. For x ∈ M write x

for the standard action on L2(M, tr) by left multiplication. Write π(x) for the action on L2(M,ϕ) by left
multiplication. Let e1 be the projection in B(L2(M,ϕ)) given by E. Let M1 denote the result of the basic
construction applied to (N,M,E), i.e. M1 = J0π(N)′J0 = π(M)e1π(M).
Then there exists a unitary operator U : L2(M, tr) → L2(M,ϕ) such that

(1) π(x) = UxU∗.
(2) U∗M1U =M1.

(3) U∗E
M1

M (U · U∗)U = λEM

(
w

−1/2
2 ·

)
, where w2 = JL2(M,tr)w

−1JL2(M,tr).

Proof. Note that for any y ∈ N ′ ∩M , EN(xy) = EN(yx) because for all n ∈ N

〈xy, n〉 = 〈x, ny∗〉 = 〈x, y∗n〉 = 〈yx, n〉 .
Thus E(x) = λEN

(
w−1/2x

)
= λEN

(
w−1/4xw−1/4

)
is positive. E is N -linear on the left and the right,

and E(1) = λEN(w
−1/2) = λtr(w−1/2) = 1. Hence E is a conditional expectation.

Take tr as the state on N . Then the state ϕ onM is

ϕ(x) = tr (E(x)) = λtr
(
EN(w

−1/2x)
)
= λtr(w−1/2x).

De�ne the unitary operator U : L2(M, tr) → L2(M,ϕ) by de�ning a bijection from M to M by
x 7→ λ−1/2xw1/4 and noting that this map is isometric

||λ−1/2xw1/4||2L2(M,ϕ) = λ−1ϕ
(
w1/4x∗xw1/4

)
= tr

(
w−1/2w1/4x∗xw1/4

)

= tr(x∗x) = ||x||2L2(M,tr).
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Observe that U∗ = U−1 : x 7→ λ1/2xw−1/4 and UxU∗ = π(x) for x ∈M . Also,

U∗e1U : x 7→ λ1/2E
(
λ−1/2xw1/4

)
w−1/4

= w−1/4E
(
xw1/4

)

= λw−1/4EN

(
w−1/2xw1/4

)

= λw−1/4EN

(
w−1/4x

)
,

so U∗e1U = λw−1/4e1w
−1/4. Thus, if {b} be a basis for M over N with respect to EN , then b =

λ−1/2bw1/4 is a basis for M over N with respect to E. Now let us compute the index of E. Using
Lemma 1.20

Ind(E) = E
−1
(1) = E

−1
(∑

be1b
∗
)
=
∑

E
−1
(
θtr
(
b̂, b̂
))

=
∑

θtr◦E
(
b̂, b̂
)
=
∑

θϕ
(
b̂, b̂
)

=
∑

bb
∗
= λ−1

∑
bw1/2b∗

= λ−1E−1(w1/2) = λ−1
(
δsph
)2

tr
(
w1/2

)

= λ−2
(
δsph
)2

= δ2.

NowM1 = π(M)e1π(M) so

U∗M1U = π(M)U∗e1Uπ(M) =M
(
λw−1/4e1w

−1/4
)
M =Me1M =M1.

To show (3) note that for a, b ∈M , EM(ae1b) =
1
δ2
ab and

λEM

(
w

−1/2
2 (U∗ae1bU)

)
= λ2EM

(
w

−1/2
2 aw−1/4e1

)
w−1/4b

= λ2EM

(
aw−1/4e1w

−1/2
2

)
w−1/4b

= λ2aw−1/4EM

(
e1w

−1/2
2

)
w−1/4b

where we have used the fact that w2 ∈M ′ ∩M1 to write EM (wr · ) = EM ( · wr).
Now

w
1
2

w
1
2

EM e1w
−1⊳2

2 = 1

(δsph)
2Z









































































= 1

(δsph)
2Z

















So

λEM

(
w

−1/2
2 (U∗ae1bU)

)
=

(
λ

δsph

)2

aw−1/4w1/2w−1/4b =
1

δ2
ab.
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�

Lemma 2.43 says that we have an isomorphism of the (short) towers which �xesM and is given by

N ⊂
E

M ⊂
EM

M1

↓ ∼= via U∗ · U

N ⊂
E

M ⊂
(EM )

M1

(EM) is obtained fromM ⊂M1 andw2 = J0w
−1
1 J0 as in the �rst part of the Lemma. i.e. (EM) (x) =

λEM

(
w

−1/2
2 x

)
. We thus have the following immediate corollary.

Corollary 2.44. There exists an isomorphism of towers E : {M i}i≥−1 → {Mi}i≥−1 such that

1. E|M i
:M i →Mi is a *-algebra isomorphism.

2. E ◦ EM i
◦ E−1 = λEMi

(
w

−1/2
i+1 ·

)
where w1 = w, wi+1 = Ji−1w

−1
i Ji−1.

Proof. By Lemma 2.43 we have isomorphism up to i = 1 given by E1 = U∗ · U . Suppose we have such
an isomorphism Ei at level i. Recalling that the basic construction is independent of the state, take the
state φ = tr ◦ Ei onM i−1. Then

(M i−1, φ) ⊂
E

Mi−1

M i

↓ ∼= via Ei

(Mi−1, tr) ⊂
(EMi−1)

Mi

So Ei extends to an isomorphism Eext
i of the basic constructions. Combining this with Lemma 2.43 we

have
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(M i−1, φ) ⊂
E

Mi−1

M i ⊂
E

Mi

M i+1

↓ ∼= via Eext
i

(Mi−1, tr) ⊂
(EMi−1)

Mi ⊂
EB

Mi

B

↓ ∼= via U∗
i+1 · Ui+1

Mi−1 ⊂
(EMi−1)

Mi ⊂
(EMi)

Mi+1

So we let Ei+1 = Ad(U∗
i+1) ◦ Eext

i and note that Ei+1 restricts to Ei onM i. E is just the direct limit of the
Ei’s. �

Restrict E to N ′ ∩M i to obtain an isomorphism Ψ : V (N,M,E) → V (N,M,EN ) = V . Let Z be de�ned
by

Z(T ) = Ψ ◦
(
Z(N,M,E)(T )

)
◦
(
Ψ−1

(σ1,k1)
⊗ · · · ⊗Ψ−1

(σn,kn)

)
.

Wewant to show that Z is just the rigid C∗-planar algebra Zr. By the uniqueness part of Theorem 2.20 it
su�ces to check that properties (4) through (7) are true. Property (4) is obvious because Ψ is an algebra
isomorphism and the multiplication tangles are unchanged by the constructions of Section 2.4.

Before proving the other properties, consider the Radon-Nikodym derivatives. OnN ′∩M , ϕ = E =
λtr
(
w−1/2 ·

)
. Meanwhile

E
′
(x) =

1

δ2

∑
bxb

∗
=
λ−1

δ2

∑
bw1/4xw1/4b∗

=

(
δsph

δ

)2

λ−1E ′
(
w1/4xw1/4

)
= λE ′

(
w1/2x

)
(9)

so that ϕ′(x) = λtr′
(
w1/2x

)
= λtr

(
w1/2x

)
and hence w(N,M,E) = w.

Similarly, using part 2 of Corollary 2.44 and the construction of a basis in Lemma 2.43, we obtain

Ψ
(
w

(N,M,E)
k

)
= wk. Thus the Radon-Nikodym derivatives for Z are the same as those for Zr. Now

(5) Consider k odd (for k even just use w̃ in place of w in the second diagram).

kk k + 1k + 1

w
1
4

w
1
4· · · · · · · · ·· · ·

Z
sph





























= Z




























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= δw
1/4
k Ψ(ek)w

1/4
k = δλw

1/4
k

(
w

−1/4
k ekw

−1/4
k

)
w

1/4
k

= δsphek

(6) Consider k even (for k odd use w̃ in place of w in the second diagram).

k

k

x

x

w
1
2

Z
sph





























= Z









































. .

. .

. .

. .

= δΨ
(
EMk−1

(
Ψ−1

(
w

1/2
k x

)))
= δλEMk−1

(
w

−1/2
k

(
w

1/2
k x

))

= δsphEMk−1
(x)

using Corollary 2.44 part 2.
(7)

x

x

w−
1
2

Z
sph





























= Z









































. .

. .

. .

. .

= δΨ
(
E

′ (
Ψ−1

(
w−1/2x

)))
= δλE ′

(
w1/2

(
w−1/2x

))

= δsphE ′(x)

using equation (9) in the third line. Hence Z = Zr and Ψ is an isomorphism of (Zr, V ) with

(Z(N,M,E), V (N,M,E)).

�

Section 3. Finite index II1 subfactors

Here we consider the case of a �nite index II1 subfactor N ⊂ M with the unique trace preserving
conditional expectation EN . Recall,

De�nition 3.1 (Extremal). A �nite index II1 subfactorN ⊂M is called extremal if the unique traces tr′

and tr on N ′ andM respectively coincide on N ′ ∩M (where N ′ is calculated on any Hilbert space on
whichM acts with �niteM -dimension).

Remark 3.2. Note that in particular an irreducible �nite index II1 subfactor (N
′ ∩M = C) is extremal.

In [24] and [25] Pimsner and Popa show that if N ⊂M is extremal then tr′ = tr on all N ′ ∩Mi.
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We will show that the two rotations de�ned in Huang [11] are the same if and only if the subfactor is
extremal, and illuminate the connection between these two rotations in the general case. Our approach
will yield a new proof of the periodicity of the rotation and provide the correct formulation to generalize
to the in�nite index II1 case in Chapter 3.

Motivated by the relationship between the two rotations, we produce a two-parameter family of
rotations. We conclude with a collection of results on general �nite index II1 subfactors including a new
proof of some of Pimsner and Popa’s characterizations of extremality in [24].

Subsection 3.1. Huang’s two rotations for a nonextremal II1 subfactor. In [11] Huang de�nes
two rotations on the standard invariant of a �nite index II1 subfactor, shows that each is periodic and
conjectures that the two are equal. One is the rotation ρk de�ned in 1.41. The other is de�ned as follows:

De�nition 3.3. De�ne ρ̃k :Mk → N ′∩Mk by de�ning its action on basic tensors x = x1⊗
N
x2⊗

N
· · ·⊗

N
xk+1

as

(10) ρ̃k(x) = Pc

(
x2 ⊗

N
x3 ⊗

N
· · · ⊗

N
xk+1 ⊗

N
x1

)
,

where Pc is the orthogonal projection onto the N -central vectors in L2(Mk, tr), which is just the �nite
dimensional subspaceN ′∩Mk. Pc above could thus be replaced byEN ′∩Mk

, the unique trace-preserving
conditional expectation from (Mk, tr) to (N ′ ∩Mk, tr).

Remark 3.4. In the extremal case Jones [16] shows that ρ = ρ̃ and periodicity of ρ follows from that of
ρ̃. As we have already mentioned, in the nonextremal case Huang [11] shows that ρ and ρ̃ are periodic.

We begin by formulating another equivalent de�nition of the rotation ρ.

Lemma 3.5. For x ∈ N ′ ∩Mk,

(ρk(x))̂ =
∑

b∈B

Rb∗ (Lb∗)
∗ x̂,

where Lb, Rb : L
2(Mk−1, tr) → L2(Mk, tr) by Lbξ = b̂⊗N ξ and Rbξ = ξ ⊗N b̂.

Proof. From 1.18, (Lb)
∗ (ĉ⊗N η) = (Lb)

∗ Lcη = EN(b
∗c)η (for η ∈ L2(Mk−1)). Hence

ρk(x) =
∑

b∈B

∑

i

EN

(
bx

(i)
1

)
x
(i)
2 ⊗

N
x
(i)
3 ⊗

N
· · · ⊗

N
x
(i)
k+1 ⊗

N
b∗

=
∑

b∈B

Rb∗ (Lb∗)
∗ x.

�

Proposition 3.6. For all x ∈ N ′ ∩Mk and for all yi ∈M ,
〈
ρk(x), y1 ⊗

N
y2 ⊗

N
· · · ⊗

N
yk+1

〉
=

〈
x, yk+1 ⊗

N
y1 ⊗

N
· · · ⊗

N
yk

〉

where the inner product is that on L2(Mk, tr).
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Proof.

〈ρk(x), y〉 =
∑

b

〈x, Lb∗ (Rb∗)
∗ y〉 =

∑

b

〈
x, b∗ ⊗

N
y1 ⊗

N
· · · ⊗

N
ykEN(yk+1b)

〉

=
∑

b

〈
xEN(yk+1b)

∗, b∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉
=
∑

b

〈
EN(yk+1b)

∗x, b∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉

=
∑

b

〈
x,EN(yk+1b)b

∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉
=

〈
x, yk+1 ⊗

N
y1 ⊗

N
· · · ⊗

N
yk

〉
.

�

Corollary 3.7. ρk is periodic, (ρk)
k+1 = id. On L2(N ′∩Mk, tr) ρ̃k =

(
ρ−1
k

)∗
(and hence ρ̃k is also periodic,

(ρ̃k)
k+1 = id).

Corollary 3.8. ρ̃0 = ρ0 = id and for k ≥ 1 and y ∈ N ′ ∩Mk, ρ̃k(y) = ρk(y)z1 = ρk(z
−1
1 y) (recall z1 is

the Radon-Nikodym derivative of tr′ with respect to tr onN ′∩M1, so tr′(x) = tr(z1x) for all x ∈ N ′∩M1).

Proof. Prop 3.6 implies that (ρk(x
∗))∗ = ρ−1

k (x) for x ∈ N ′ ∩Mk. To see this note that for y = y1 ⊗N

· · · ⊗N yk+1,

〈ρk(x∗)∗, y〉 =
〈
y∗k+1 ⊗

N
y∗k ⊗

N
· · · ⊗

N
y∗1, ρk(x

∗)

〉
=

〈
y∗1 ⊗

N
y∗k+1 ⊗

N
· · · ⊗

N
y∗2, x

∗

〉

=

〈
x, y2 ⊗

N
· · · ⊗

N
yk+1 ⊗

N
y1

〉
=
〈
ρ−1
k (x), y

〉
.

Let y ∈ N ′ ∩Mk. Then, writing a thick string to represent k − 1 regular strings,

δk+1tr(x∗ρ̃k(y)) = δk+1 〈ρ̃k(y), x〉 = δk+1
〈
y, ρ−1

k (x)
〉
= δk+1 〈y, (ρk(x∗))∗〉

= δk+1tr(ρk(x
∗)y)
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y

y
y

y

x∗

x∗

x∗

x∗

= =

==

z1

z
−1

1

= δk+1tr(x∗ρk(y)z1) = δk+1tr(x∗ρk(z
−1
1 y))

Hence ρ̃k(y) = ρk(y)z1 = ρk(z
−1
1 y). �

Subsection 3.2. A two-parameter family of rotations. In fact we can extend the relationship be-
tween ρ and ρ̃ to de�ne a two-parameter family of rotations (periodic automorphisms of the linear space
N ′ ∩Mk of period k + 1).

De�nition 3.9. For r, s ∈ R de�ne ρ
(r,s)
k : N ′ ∩Mk → N ′ ∩Mk by

ρ
(r,s)
k (x) = wr

k−2,kρk(x)w
s
−1,1

where (recall) wi,j is the Radon-Nikodym derivative of tr′ with respect to tr onM ′
i ∩Mj .

Proposition 3.10.
(
ρ
(r,s)
k

)k+1

= id.

Proof .
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First note that for k odd (so an even number of strings),

x

x

=

w
r

w̃
r

w
s

w̃
s

w
−s

w̃
−s

w
−r

w̃
−r

· · ·

· · ·

ρ
(r,s)
k (x) =

For k even just switch wr and w̃r (resp. w−r and w̃−r).

We could describe ρ
(r,s)
k by saying that every time we pull a string down on the left-hand side we put

ws or w̃s (whichever makes sense) on the end of the string away from the central box, or alternatively
w̃−s or w−s at the end of the string near the box. On the right-hand side we put wr or w̃r on the end of
the string away from the box, or alternatively w̃−r or w−r at the end of the string near the box.(

ρ
(r,s)
k

)k+1

will pull every string through a full counter-clockwise rotation back to its starting point

and every string will pick up two boxes with powers of w. We obtain the following

x

w
r

w
r

w̃
r

w̃
r

w
s

w
s

w̃
s

w̃
s

w
−s

w
−s

w̃
−s

w̃
−s

w
−r

w
−r

w̃
−r

w̃
−r

· · ·

· · ·

(
ρ
(r,s)
k

)k+1

(x) =

= zr−s
k xzs−r

k = x

where the last line uses the fact that zk is central.
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Subsection 3.3. Additional results on �nite index II1 subfactors.

Lemma 3.11. EM ′∩M1
(e1) = τw1 where EM ′∩M1

is the unique tr-preserving conditional expectation onto
M ′ ∩M1 and w1 is the Radon-Nikodym derivative of tr′ with respect to tr onM ′ ∩M1.

Proof. For x ∈M ′ ∩M1

tr(e1x) = tr′(J0e1xJ0) = tr′(e1J0xJ0)

= tr′(e1EN(J0xJ0)) = tr′(e1tr(J0xJ0))

= tr′(e1)tr
′(x) = τtr(w1x)

�

Proposition 3.12. Let N ⊂M be a �nite index II1 subfactor. Then the following are equivalent:

(i) N ⊂M is extremal (tr = tr′ on N ′ ∩M )
(ii) tr = tr′ on all N ′ ∩Mk

(iii) EM ′∩M1
(e1) = τ where EM ′∩M1

is the unique tr-preserving conditional expectation ontoM ′ ∩M1.
(iv) ρk = ρ̃k for all k ≥ 0
(v) ρk = ρ̃k for some k ≥ 1

Proof. The equivalence of (i) and (ii) is proved in Pimsner-Popa [24], but follows easily from our knowl-
edge of Radon-Nikodym derivatives. N ⊂ M is extremal i� tr = tr′ on N ′ ∩M , i� z0 = w0 = 1, i�
zk = 1 for all k ≥ 0 (by Lemma 2.14), i� tr = tr′ on all N ′ ∩Mk. Equivalence with (iii) follows from the
preceding corollary.

IfN ⊂M is extremal then z1 = 1 and ρ = ρ̃. If ρk = ρ̃k = ρk(·)z1 then, since ρk : N ′∩Mk → N ′∩Mk

is periodic and hence surjective, z1 = 1 and hence N ⊂M is extremal. �

Proposition 3.13. For j ≥ 1 let ẽi = w
−1/2
i eiw

−1/2
i . Then {ẽi} are also Jones projections andEM ′∩M1

(ẽ1) =
τ (tr-preserving conditional expectation).

Proof. We need to check that ẽ2i = ẽi, that ẽiẽi±1ẽi = τ ẽi and [ei, ej] = 0 for |i− j| > 1. With the tools
we have developed this could be done simply by drawing the appropriate tangles, but can be obtained
with a little more insight as we see below.

Applying the construction of the spherical C∗-planar algebra in Section 2.4 we obtain new Jones

projections ej = λ−1w
1/4
j−1ejw

1/4
j−1 = λ−1w

−1/4
j ejw

−1/4
j , with δ changed to δsph = δλ, where λ = tr(w1/2).

For example

w
1

4

w
1

4

w
1

4

w
1

4 w
−

1

4

w
−

1

4

E1 = Z

















= Zsph









































= Zsph

































































= Zsph









































soE1 = w1/4E1w
1/4 = w̃−1/4E1w̃

−1/4, whichwe could also write asE1 = w
1/4
1 E1w

1/4
1 = w

−1/4
2 E1w

−1/4
2 .
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We have produced a spherical C∗-planar algebra (Zsph, V, w) with distinguished element w. Take
instead the triple (Zsph, V, w−1) and apply the construction of a rigid C∗-planar algebra in Theorem 2.40

to obtain (Z̃, V ) (in fact an ordinary C∗-planar algebra). Then, using the fact that tr
(
(w−1)1/2

)
=

tr
(
w−1/2

)
= tr

(
w1/2

)
= λ,

ẽ1 = λw1/4
(
λ−1w1/4e1w

1/4
)
w1/4 = w1/2e1w

1/2

and the Jones projections ẽi are those given above. Also note that δ̃ = λ−1δsph = δ so that τ̃ = τ .
Finally, for all x ∈M ′ ∩M1

tr(ẽ1x) = tr(e1w
−1/2
1 xw

−1/2
1 ) = tr(e1xw

−1
1 )

= tr′(e1J0xJ0J0w
−1
1 J0) = tr′(e1J0xJ0w0)

= tr′(e1EN(J0xJ0w0)) = tr′(e1tr(J0xJ0w0))

= tr′(e1)tr
′(J0xJ0) = τtr(x).

and hence EM ′∩M1
(ẽ1) = τ . �

Remark 3.14. By changing w to w−1 in the triple (Zsph, V, w) and then constructing (Z̃, V ) we have
essentially switched the roles of tr and tr′.

This is more than just an interesting trick. We can do the same thing for any C∗-planar algebra.
Because the trace preserving conditional expectation onto V1,2 of ẽ1 is a scalar (a property that e1 does
not possess) one can show that, even in the nonextremal case, the horizontal limit algebras constructed
from a λ-lattice in Popa [28] form a tunnel with index τ−1 and the proof in [28] is valid in general, with
a small number of modi�cations.

These sort of ideas appear in a small part of [29] where Popa re�nes his axiomatization of the standard
invariant of a �nite index II1 subfactor in terms of λ-lattices. See Lemma 1.6 where the element a′ is
nothing other than the Radon-Nikodym derivative w and the conditional expectations constructed are

simply those in (Z̃, V ).

Part 3. In�nite Index Subfactors of Type II

Most the literature on subfactors is concerned with �nite index subfactors, particularly II1 extremal
subfactors. The study of in�nite index subfactors really began with Herman and Ocneanu [10]. The re-
sults that they announcedwere proved and expanded upon by Enock andNest [8], where the basic results
for in�nite index subfactors are laid down, although the main purpose of their paper is to characterize
the subfactors arising as cross-products by Kac algebras of discrete or compact type.

We begin in Section 4 with some background material on Hilbert-module bases before giving a sum-
mary of results from Enock and Nest [8] on the basic construction.

In Section 5 we exploit the additional structure present for an in�nite index inclusion of II1 factors to
develop computational tools based on the k-fold relative tensor product ofM that sits densely inMk−1.

After de�ning extremality and showing that our de�nition possesses the usual properties in Sec-
tion 6.1, followed by a brief diversion into N -central vectors in Section 6.2, we are ready for the main
results. Motivated by the �nite index case we de�ne the rotation operators on the N -central vectors in
L2(Mk) in Section 6.3 and in Section 6.4 show that the rotations exist i� the subfactor is approximately
extremal.

Cross products by outer actions of an in�nite discrete groups are extremal and provide the simplest
examples. The restriction to the L2-spaces avoids the sort of pathologies that we see in Section 7. How-
ever, as the example of Izumi, Longo and Popa [13] shows, there exist irreducible subfactors which are
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not approximately extremal. Future work involves de�ning a rotation on a certain subspace of N ′ ∩Mk

for any in�nite index II1 subfactor.

Section 4. Background on Infinite Index Subfactors

We will make heavy use of the material on operator-valued weights, Hilbert A-modules and relative
tensor products described in Sections 1.1 and 1.2. The reader is advised to reacquaint themself with those
sections before proceeding. In this section we add some additional results about bases before introducing
the basic construction, where we mostly follow Enock and Nest [8]. They consider arbitrary inclusions
of factors equipped with normal faithful semi�nite (n.f.s.) weights. We will generally stick to inclusions
P ⊂ Q of arbitrary type II factors, with traces TrP and TrQ respectively.

Subsection 4.1. Bases.

De�nition 4.1. An AH-basis is a set {ξi} ⊂ D(AH) such that
∑

i

R(ξi)R(ξi)
∗ = 1H.

AnHA-basis is {ξi} ⊂ D(HA) such that
∑

i

L(ξi)L(ξi)
∗ = 1H.

A HA- (resp. AH-) basis is called orthogonal if L(ξi)L(ξi)∗ (resp. R(ξi)R(ξi)∗) are pairwise orthogonal
projections. Equivalently: L(ξi)

∗L(ξj) = δi,jpi (resp. R(ξi)
∗R(ξj) = δi,jpi) for some projections pi ∈ A.

If pi = 1 for all i we say that the basis is orthonormal.

Remark 4.2. The existence of an AH-basis or anHA-basis is proved by Connes, Prop 3(c) of [6]. Given
a conjugate-linear isometric involution J onH, JAJ is isomorphic to Aop, so thatH has a natural right-
Hilbert-A-module structure, which we will denote HA. In this case, if {ξi} is an AH- (resp. HA-) basis
then {Jξi} is an HA- (resp. AH-) basis.

Lemma 4.3. Let Q be a type II factor represented on a Hilbert space H. Let ξ ∈ D(QH) and let {ξi} be a
QH-basis. Then

(i) Tr′Q′∩B(L2(Q)) (R(ξ)
∗R(ξ))

def
= TrQ (JQR(ξ)

∗R(ξ)JQ) = ||ξ||2.
(ii)

∑
i 〈R(ξ)R(ξ)∗ξi, ξi〉 = ||ξ||2.

(iii) For x ∈ (Q′ ∩ B(H))+,
∑

i 〈xξi, ξi〉 is independent of the basis used and, up to scaling,

Tr′Q =
∑

i

〈 · ξi, ξi〉 .

Proof. Let ψ′ = Tr′Q′∩B(L2(Q)).

(i) This is simply Lemma 4 of Connes [6]. In the type II case the proof is particularly simple: Take
projections pi ∈ nTrQ with pi ր 1. Then TrQ = limi < · p̂i, p̂i > and hence

TrQ(JQR(ξ)
∗R(ξ)JQ) = lim

i
||R(ξ)p̂i||2 = lim

i
||piξ||2 = ||ξ||2.

(ii) Let x ∈ (Q′)+. Using (i),

〈xξi, ξi〉 = ||x1/2ξi||2 = ψ′
(
R(x1/2ξi)

∗R(x1/2ξi)
)

= ψ′ (R(ξi)
∗xR(ξi)) .(11)
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Hence

∑

i

〈R(ξ)R(ξ)∗ξi, ξi〉 =
∑

i

ψ′ (R(ξi)
∗R(ξ)R(ξ)∗R(ξi))

=
∑

i

ψ′ (R(ξ)∗R(ξi)R(ξi)
∗R(ξ))

= ψ′ (R(ξ)∗R(ξ)) = ||ξ||2.

(iii) Given a basis Ξ = {ξi} de�ne a normal weight φ′
Ξ on (Q′ ∩ B(H))+ by φ′

Ξ =
∑

i 〈 · ξi, ξi〉. For bases
Ξ and Ξ̃ and x ∈ Q′ ∩ B(H), use (11) to obtain

φ′
Ξ(x

∗x) =
∑

i

ψ′ (R(ξi)
∗x∗1HxR(ξi))

=
∑

i

∑

j

ψ′((R(ξi)
∗x∗R(x̃ij))(R(ξ̃j)

∗xR(ξi)))

=
∑

i

∑

j

ψ′(R(ξ̃j)
∗xR(ξi)R(ξi)

∗x∗R(ξ̃j)) since ψ′ is tracial

=
∑

j

∑

i

ψ′(R(ξ̃j)
∗xR(ξi)R(ξi)

∗x∗R(ξ̃j))

=
∑

j

ψ′(R(ξ̃j)
∗xx∗R(ξ̃j))

= φ′

Ξ̃
(xx∗)

Hence φ′
Ξ is tracial (taking Ξ̃ = Ξ) and ψ′

Ξ = ψ′

Ξ̃
. By (ii) ψ′

Ξ 6= ∞ and so by uniqueness of the trace

on a type II factor (up to scaling in the II∞ case), ψ′
Ξ = TrQ′ .

�

De�nition 4.4. LetQ be a type II factor with trace TrQ. Given QH there is a canonical choice of scaling
for the trace on Q′ ∩ B(H) given by

TrQ′∩B(H) =
∑

i

〈 · ξi, ξi〉

where {ξi} is any QH-basis. [Note that if Q′ is a II1 factor this may not be the normalized trace on Q′].

Corollary 4.5. For all x ∈ (Q′ ∩ B(H))+̂ we have

TrQ′(x) =
∑

i

x(ωξi),

where TrQ′ now denotes the extension of the trace on Q′ to (Q′)+̂.
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Proof. Let x ∈ (Q′ ∩ B(H))+̂. Take xk ∈ (Q′ ∩ B(H))+ with xk ր x (Prop 1.2). Then

TrQ′(x) = lim
k

TrQ′(xk) by Prop 1.3

= lim
k

∑

i

< xkξi, ξi > by Lemma 4.3

=
∑

i

lim
k
< xkξi, ξi > since xk is increasing

=
∑

i

lim
k
xk(ωξi)

=
∑

i

x(ωξi) by de�nition.

�

Subsection 4.2. The basic construction.

De�nition 4.6. Let P ⊂ Q be an inclusion of type II factors. The basic construction applied to P ⊂ Q
is P ⊂ Q ⊂ Q1, where

Q1 = JQP
′JQ.

Enock and Nest [8] show in 2.3 that an alternative description of the basis construction is

Q1 = {L(ξ)L(η)∗ : ξ, η ∈ D(L2(Q)P )}′′.

Proposition 4.7 (Enock and Nest [8] 10.6, 10.7). Let T : Q+ → P̂+ be the unique trace-preserving
operator-valued weight. Then

• nT ∩ nTrQ is weakly dense in Q and also dense in L2(Q).
• For x ∈ nT there is a bounded operator ΛT (x) ∈ Hom−P (L

2(P ),L2(Q)) de�ned by

ΛT (x)â = x̂a for all a ∈ nTrP

(in addition xa ∈ nT ∩ nTrQ).
• The adjoint of ΛT (x) satis�es

ΛT (x)
∗ẑ = T̂ (x∗z) for all z ∈ nT ∩ nTrQ .

• For x, y ∈ nT ,

ΛT (x)
∗ΛT (y) = T (x∗y).

• Q1 = {ΛT (x)ΛT (y)
∗ : x, y ∈ nT}′′

• The n.f.s trace-preserving operator valued weight TQ : (Q1)+ → Q+̂ satis�es

TQ(ΛT (x)ΛT (y)
∗) = xy∗.

Notation 4.8. Herman and Ocneanu [10] use the notation x⊗P y
∗ for the operatorΛT (x)ΛT (y)

∗ because
ΛT (x)ΛT (y)

∗ is clearly P -middle-linear and, for z ∈ nT ∩ nTrQ ,

(x⊗P y
∗)ẑ = ̂xT (y∗z),

so that in the �nite index II1 case x ⊗P y
∗ is simply xe1y

∗ which is x ⊗P y
∗ under the isomorphism

Q1
∼= Q⊗P Q.
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The basic construction can be iterated to obtain a tower

P
TP⊂ Q

TQ⊂ Q1

TQ1⊂ Q2 · · ·
and many results from �nite index carry over to the general case.

Proposition 4.9. • L2(Q1) ∼= L2(Q) ⊗P L2(Q) via L(ξ)L(η)∗ 7→ ξ ⊗P JQη . Note that for x, y ∈
nT ∩ nTrQ this agrees with Herman and Ocneanu’s ⊗P notation.

• Consequently there is a unitary operator θk : ⊗k+1
P L2(Q) → L2(Qk) such that

θ∗kJkθk

(
ξ1 ⊗

P
· · · ⊗

P
ξk+1

)
= J0ξk+1 ⊗

P
J0ξk ⊗

P
· · · ⊗

P
J0ξ1

θ∗kxθk = πk−1(x)⊗
P
id,

where x ∈ Qk acts by left multiplication on L2(Qk) and πk−1(x) is the (de�ning) representation of
Qk on L2(Qk−1).

• Multi-step basic construction: P ⊂ Qi ⊂ Q2i+1 is also a basic construction. In more detail,
representQ2i+1 on L2(Qi)⊗P L

2(Qi−1) using u = (θi⊗P θi−1)θ
∗
2i : L

2(Q2i) → L2(Qi)⊗P L
2(Qi−1),

then
uQ2i+1u

∗ = JiP
′Ji ⊗

P
id.

By using Qj in place of P we obtain a representation of Qk (i+ 1 ≤ k ≤ 2i+ 1) on L2(Qi). Denote
this representation πk

i or simply πi if k is clear.

• Shifts: By the above multi-step basic construction ji
def
= Ji( · )∗Ji gives anti-isomorphisms ji :

N ′∩M2i+1 → N ′∩M2i+1, ji :M ′∩M2i+1 → N ′∩M2i, ji : N ′∩M2i →M ′∩M2i+1. Hence the shift
shi = ji+1ji gives isomorphisms shi : N ′ ∩M2i+1 →M ′

1 ∩M2i+3, shi : N ′ ∩M2i →M ′
1 ∩M2i+2,

shi :M
′ ∩M2i+1 →M ′

2 ∩M2i+3, shi :M ′ ∩M2i →M ′
2 ∩M2i+2.

Remark 4.10. Prop 4.9 (i) is Theorem 3.8 of Enock-Nest [8], which is a reformulation of 3.1 of Sauvageot [30].
Their general result includes the spatial derivative, in this case dTrQ1

/dTrP op , but TrQ1
(L(ξ)L(ξ)∗) =

||ξ||2 by Lemma 4.3 and hence dTrQ1
/dTrP op = 1.

We remark once again that for a �nite index inclusion of II1 factors the canonical trace onMi is not
the normalized trace. If one wishes to use normalized traces then Prop 4.9 and many other results here
will need to be modi�ed with appropriate constants.

Section 5. The II1 Case

We now consider the special case of an inclusion N ⊂ M of II1 factors with [M : N ] = ∞. We
will reserve N ⊂ M for inclusions of type II1 factors and use tend to use P ⊂ Q for general type II
inclusions. ForN ⊂M additional structure is provided by the existence of some of the Jones projections
and the embedding ofM in L2(M). We prove some technical lemmas leading up to existence of the odd
Jones projections. We then give explicit de�nitions of the isomorphisms θk from Prop 4.9 and establish
a number of useful properties of these maps.

We conclude this section by constructing a basis forM overN , which will also allow us to construct
bases forMj overMk.

Subsection 5.1. Odd Jones projections and conditional expectations.

Lemma 5.1. Let P ⊂ Q be an inclusion of type II factors and let P ⊂ Q ⊂ Q1 be the basic construction.
Then:
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(i) For η ∈ D(L2(Q)P )

TrQ1
(L(η)L(η)∗) = TrP (L(η)∗L(η)) = ||η||2.

(ii) Hence, for ξ also in D(L2(Q)P ), L(η)L(ξ)∗ is trace-class and

TrQ1
(L(η)L(ξ)∗) =< η, ξ > .

(iii) For x ∈ nT

TrQ1

(
x⊗

P
x∗
)

= TrQ(xx
∗).

Proof. (i) This is just Lemma 4.3 with P in place of Q and a right-module in place of a left-module.
(ii) This is the usual polarization trick and the fact that the product of two Hilbert-Schmidt operators

is trace-class.
(iii) Let {ξi} be a L2(Q)P -basis and pj a sequence of projections in P increasing to 1. Then

TrQ1
(ΛT (x)ΛT (x)

∗) =
∑

i

〈ΛT (x)ΛT (x)
∗ξi, ξi〉L2(Q)

=
∑

i

lim
j

〈L(ξ)∗ΛT (x)ΛT (x)
∗L(ξi)p̂j, p̂j〉L2(P )

=
∑

i

TrP (ΛT (x)
∗L(ξi)L(ξ)

∗ΛT (x))

= TrP (ΛT (x)
∗ΛT (x))

= TrP (T (x
∗x)) = TrQ(xx

∗).

�

Lemma 5.2. Let P ⊂ Q be type II factors, P ⊂ Q ⊂ Q1 ⊂ Q2 ⊂ · · · the tower. Suppose TrQ1
(Q+) =

{0,∞}. Then TrQ3

(
(Q2)+

)
= {0,∞}.

Proof. Take a L2(Q)P -basis {ξi}. Then {ξi ⊗P ξj} is an L2(Q1)P -basis (Theorem 3.15 of [8]). Let x ≥ 0
be an element of Q2 = End−Q (L2(Q1)). Then

TrQ3
(x) =

∑

i,j

〈xξi ⊗P ξj, ξi ⊗P ξj〉L2(Q1)

=
∑

i,j

〈(Lξi)
∗ xLξiξj, ξj〉L2(Q)

=
∑

i

TrQ1
((Lξi)

∗ xLξi) ∈ {0,∞},

where we have used the fact that (Lξi)
∗ xLξi ∈ End−Q (L2(Q)) = Q, so each term in the sum is either 0

or ∞. �

Lemma 5.3. Let P ⊂ Q be an inclusion of type II factors with TrQ|P = TrP . Let T : Q+ → P +̂ be the
trace-preserving operator-valued weight. Let e denote orthogonal projection from L2(Q) onto L2(P ). Then

(i) T is in fact a conditional expectation, which we will denote E.

(ii) ex̂ = Ê(x) for x ∈ nTrQ .
(iii) exe = E(x)e for x ∈ Q.
(iv) e ∈ P ′ ∩Q1.
(v) For x, y ∈ nT , x⊗P y∗ = xey∗.
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Proof. (i) TrQ(a1a
∗) = TrP (a1a

∗) for all a ∈ P . Hence TP (1) = 1 so that TP is a conditional expecta-
tion.

(ii) Let x ∈ nTrQ . Then for all y ∈ nTrP :〈
Ê(x), ŷ

〉
= TrP (E(x)y

∗) = TrP (E(xy
∗)) = TrQ(xy

∗) = 〈x̂, ŷ〉 = 〈ex̂, ŷ〉 .
To justify the third equality note that xy∗ is trace-class and hence a linear combination of posi-
tive trace-class elements. For each of these positive elements a, TrP (E(a)) = TrQ(a) and hence
TrP (E(xy

∗)) = TrQ(xy
∗).

(iii) Let a ∈ nTrQ . Then exeâ = exÊ(a) = ̂E(xE(a)) = E(x)Ê(a) = E(x)eâ.

(iv) For x ∈ nTrQ , a, b ∈ P , e(̂axb) = Ê(axb) = âE(x)b = a(ex̂) · b. Hence e ∈ EndP−P (L
2(Q)) =

P ′ ∩Q1.

(v) For z ∈ nT ∩ nTrQ , (x⊗P y
∗) ẑ = (xT (y∗z)) ̂ = xey∗ẑ.

�

Proposition 5.4. (i) Tr2i|M2i−1
= Tr2i−1 so that TM2i−1

: (M2i)+ → (M2i−1)+̂ is in fact a conditional
expectation, which we will denote EM2i−1

.
As Tr2i|M2i−1

= Tr2i−1, let e2i+1 denote the orthogonal projection from L2(M2i) onto the subspace

L2(M2i−1). Then e2i+1 ∈M ′
2i−1 ∩M2i+1 and EM2i−1

is implemented by e2i+1, i.e.

e2i+1xe2i+1 = EM2i−1
(x)e2i+1 x ∈M2i.

(ii) Tr2i+1|M2i
6= Tr2i. In fact TrM2i+1

((M2i)+) = {0,∞}. Hence TM2i
: (M2i+1)+ → (M2i)+̂ is not a

conditional expectation.
(iii) TM2i

(e2i+1) = 1 and
e2i+1 ⊗

M2i

e2i+1 = e2i+1.

(iv) Tr2i+1 (e1e3 · · · e2i+1) = 1.

Proof. (i) By Lemma 5.3 we simply need to show that Tr2i|M2i−1
= Tr2i−1 for i ≥ 0. trM = trN

so the result is true for i = 0. Suppose this is true for some i. Let P = M2i−1, Q = M2i so
that Q1 = M2i+1 and Q2 = M2i+2. Let {ξi} be an L2(Q)P -basis. Take projections qk ∈ Q with∑

k qk = 1 and TrQ(qk) < ∞. Then {q̂k} is an L2(Q)Q-basis and {ξi ⊗P q̂k} is an L2(Q1)Q-basis
(easily checked since L(ξi ⊗P q̂k) = Lξiqk). Now, for x ∈ (M2i+1)+,

Tr2i+2(x) =
∑

i,k

〈xξi ⊗P q̂k, ξi ⊗P q̂k〉L2(Q1)
=
∑

i,k

〈(xξi)⊗P q̂k, ξi ⊗P q̂k〉L2(Q1)

=
∑

i,k

〈(xξi) 〈q̂k, q̂k〉P , ξi〉L2(Q)
=
∑

i,k

〈(xξi)EP (qk) , ξi〉L2(Q)

=
∑

i

〈(xξi)EP (1), ξi〉L2(Q) =
∑

i

〈xξi, ξi〉L2(Q)

= Tr2i+1(x).

(ii) Note that M1 is a II∞ factor, hence TrM1
(1) = ∞. For any nonzero projection in M there is a

�nite set of similar projections inM with sum dominating 1 and hence in�nite trace inM1. Thus
TrM1

(p) = ∞ for all nonzero projections p inM . By spectral theory this implies that TrM1
(x) = ∞

for all nonzero x inM+. Using the preceding lemmawe see thatTrM2i+1

(
(M2i)+

)
= {0,∞}. Hence

for nonzero a ∈M2i

∞ = Tr2i+1(a
∗a) = Tr2i(TM2i

(a∗a)) = Tr2i(a
∗TM2i

(1)a)),
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so that TM2i
(1) /∈ C1 and so TM2i

is not a conditional expectation and not a multiple of a conditional
expectation.

(iii) Note that nT2i−1
= nE2i−1

=M2i. By Lemma 5.1Tr2i+1(xe2i+1x
∗) = Tr2i(xx

∗) for all x ∈M2i. Thus
TM2i

(e2i+1) = 1.
To show that e2i+1 ⊗M2i

e2i+1 = e2i+1 let z = ae2i+1b where a, b ∈ nTr2i (and hence z ∈ nTr2i+1
∩

nTQ2i
because z∗z = b∗EM2i−1

(a∗a)e2i+1b). Then

(
e2i+1 ⊗

M2i

e2i+1

)
ẑ = [e2i+1TM2i

(e2i+1z)] ̂ =
[
e2i+1TM2i

(
EM2i−1

(a)e2i+1b
)] ̂

=
[
e2i+1EM2i−1

(a)b
] ̂ = e2i+1ẑ.

Since the span of such elements z is dense in L2(M2i+1) we have shown e2i+1 ⊗M2i
e2i+1 = e2i+1.

(iv) The proof is by induction. Tr1(e1) = tr(T (e1)) = tr(1) = 1 and

Tr2i+1 (e1 · · · e2i+1) = Tr2i (TM2i
(e1 · · · e2i+1)) = Tr2i (e1 · · · e2i−1TM2i

(e2i+1))

= Tr2i (e1 · · · e2i−1) = Tr2i−1 (e1 · · · e2i−1) .

�

Subsection 5.2. Properties of the isomorphisms θk. In this section we explicitly de�ne the isomor-
phisms θk : ⊗k+1

N L2(M) → L2(Mk).

De�nition 5.5. Given P ⊂ Q an inclusion of type II factors. For r ≥ 1 de�ne J = JQ,P,r : ⊗r
PL

2(Q) →
⊗r

PL
2(Q) by

J

(
ξ1 ⊗

P
ξ2 ⊗

P
· · · ⊗

P
ξr

)
= JQξr ⊗

P
· · · ⊗

P
JQξ1.

J is a conjugate-linear isometry onto ⊗r
PL

2(Q).

Notation 5.6. Let vk+1 : L
2(Qk)⊗Qk−1

L2(Qk) → L2(Qk+1) denote the isomorphism de�ned by

ξ ⊗
Qk−1

Jkη 7→ L(ξ)L(η)∗ ξ, η ∈ D(L2(Qk)Qk−1
).

Let ιk : L
2(Qk)⊗Qk

L2(Qk) → L2(Qk) denote the isomorphism de�ned by

x̂ ⊗
Qk

ŷ 7→ x̂y x, y ∈ nTrk .

Note that both of these maps are Qk-Qk bimodule maps and both preserve J , i.e.

Jk+1vk+1 = vk+1JQk,Qk−1,2

Jkιk = ιkJQk,Qk,2

De�nition 5.7. De�ne a Qk-Qk bimodule isomorphism

ψk,r+1 : ⊗
Qk−1

r+1L2(Qk) → ⊗
Qk

rL2(Qk+1)

by

ψk,r+1 =
(
⊗r

Qk
vk+1

)
◦
(
idk ⊗

Qk−1

(
⊗

Qk−1

r−1ι∗k

)
⊗

Qk−1

idk

)
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i.e.

L2(Qk) ⊗
Qk−1

L2(Qk) ⊗
Qk−1

· · · ⊗
Qk−1

L2(Qk) ⊗
Qk−1

L2(Qk)

↓

L2(Qk) ⊗
Qk−1

(
L2(Qk) ⊗

Qk

L2(Qk)

)
⊗

Qk−1

· · · ⊗
Qk−1

(
L2(Qk) ⊗

Qk

L2(Qk)

)
⊗

Qk−1

L2(Qk)

||
(
L2(Qk) ⊗

Qk−1

L2(Qk)

)
⊗
Qk

· · · ⊗
Qk

(
L2(Qk) ⊗

Qk−1

L2(Qk)

)

↓
L2(Qk+1) ⊗

Qk

· · · ⊗
Qk

L2(Qk+1)

De�nition 5.8. De�ne a Q-Q bimodule isomorphism θr : ⊗r+1
P L2(Q) → L2(Qr) by

θr = ψr−1,2 ◦ ψr−2,3 · · ·ψ0,r+1.

i.e.

L2(Q)⊗
P
L2(Q)⊗

P
L2(Q)⊗

P
· · · ⊗

P
L2(Q)⊗

P
L2(Q)⊗

P
L2(Q)

↓
L2(Q1)⊗

Q
L2(Q1)⊗

Q
· · · ⊗

Q
L2(Q1)⊗

Q
L2(Q1)

↓
...

L2(Qr−2) ⊗
Qr−3

L2(Qr−2) ⊗
Qr−3

L2(Qr−2)

↓
L2(Qr−1) ⊗

Qr−2

L2(Qr−1)

↓
L2(Qr)

In general de�ne θir : ⊗r+1
Qi−1

L2(Qi) → L2(Qi+r) by

θir = ψi+r−1,2 ◦ ψi+r−2,3 · · ·ψi,r+1.

Note that the maps ψ and hence θ also preserve J , because V and ι do. Hence

Jrθr

(
ξ1 ⊗

P
· · · ⊗

P
ξr+1

)
= θr

(
J0ξr+1 ⊗

P
· · · ⊗

P
J0ξ1

)
.

Also note that θk+1 = θ0k+1 = θ1k ◦ ψ0,k+2.

Lemma 5.9. Let P ⊂ Q be an inclusion of type II factors. Let T = TQ
P . Let a, b ∈ nT ∩ nTrQ . Then

a⊗
P
b∗ ∈ m

T
Q1
Q

∩mTrQ1
.



2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones’ 60th birthday

Page 86

Proof. Note that L(â) = ΛT (a), L(b̂) = ΛT (b), so a ⊗P b
∗ = L(â)L(b̂)∗ ∈ mTrQ1

by Lemma 5.1 (ii). In

addition a⊗P b
∗ = ΛT (a)ΛT (b)

∗ ∈ m
T

Q1
Q

by Prop 10.7 of [8]. �

Remark 5.10. NotemT∩mTrQ ⊂ nT∩n∗T∩nTrQ . Hence for x ∈ mT∩mTrQ , x̂ ∈ D(L2(Q)P )∩D(PL
2(Q))

and ΛT (x) = L(x̂), JQΛT (x
∗)JP = R(x̂).

The next proposition requires a technical assumption on the de�nition domains for operator valued
weights and traces.

De�nition 5.11. Let P ⊂ Q be an inclusion of type II factors, and let T = TQ
P . We say that T and TrQ

have compatible de�nition domains if the following equality holds:

(12) mT ∩mTrQ
?
= (nT ∩ nTrQ)

∗(nT ∩ nTrQ).

This means that any a ∈ mT ∩ mTrQ can be written as a �nite sum
∑
w∗

i xi with wi, xi ∈ nT ∩ nTrQ for
all i.

Note that the right hand side of (12) is always contained in the left hand side. At this time, we do
not know if the other inclusion always holds. It certainly holds when P is a II1 factor, since in this case
mT ⊂ mTrQ and nT ⊂ nTrQ , and Equation (12) reduces to the equality mT = n

∗
TnT .

Proposition 5.12. Let P ⊂ Q be as in De�nition 5.11, and assume that T and TrQ have compatible

de�nition domains. Let Q̃ = mT ∩mTrQ . Let ai, bi ∈ Q̃, i = 1, 2, . . . . Let sj ∈ P be de�ned inductively by
s0 = 1, sj+1 = T (a∗j+1sjbj+1), j ≥ 0. Then

(i)

θk

(
â1 ⊗

P
· · · ⊗

P
âk+1

)
∈
(
m

T
Qk
Qk−1

∩mTrQk

)
̂

and hence de�nes an element of Qk which we will denote a1 ⊗P · · · ⊗P ak+1. In the case k = 1 this is
the same element as that represented in the Herman-Ocneanu notation by a1 ⊗P a2.

(ii) (
a1 ⊗

P
a2 ⊗

P
· · · ⊗

P
ak+1

)∗

= a∗k+1 ⊗
P
a∗k ⊗

P
· · · ⊗

P
a∗1.

(iii)

(
a1 ⊗

P
· · · ⊗

P
ak+1

)∗

⊗
Qk−1

(
b1 ⊗

P
· · · ⊗

P
bk+1

)

=




a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1 ⊗

P
a∗rsr−1br ⊗

P
· · · ⊗

P
bk+1 k = 2r − 1

a∗k+1 ⊗
P
· · · ⊗

P
a∗r+2 ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+1 k = 2r

(iv)

TQk

Qk−1

(
a1 ⊗

P
· · · ⊗

P
ak+1

)

=




a1 ⊗

P
· · · ⊗

P
arar+1 ⊗

P
· · · ⊗

P
ak+1 k = 2r − 1

a1 ⊗
P
· · · ⊗

P
arT (ar+1)⊗

P
· · · ⊗

P
ak+1 k = 2r
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(v)

(
a1 ⊗

P
· · · ⊗

P
ak+1

)∗(
b1 ⊗

P
· · · ⊗

P
bk+1

)

=




a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+1 k = 2r − 1

a∗k+1 ⊗
P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
· · · ⊗

P
bk+1 k = 2r

(vi)

πk
i

(
a1 ⊗

P
· · · ⊗

P
ak+1

)∗(
b1 ⊗

P
· · · ⊗

P
bi+1

)
̂

=





(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r − 1

(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r

Proof. For simplicity, we assume that there exist w∗
i , xi, y

∗
i , zi ∈ nT ∩ nTrQ such that ai = wixi and

bi = yizi for all i, as the case where ai, bi are sums of such products follows by (conjugate) linearity in
each ai and bi in the operations (i)-(v) above and in the de�nition of sj , j ≥ 0.

Let A1 = a1 ⊗P w2, B1 = b1 ⊗P y2 and for i ≥ 2 let Ai = xi ⊗P wi+1, Bi = zi ⊗P yi+1. For j ≥ 1 let
Aj = xj ⊗P aj+1, Bj = zj ⊗P bj+1. By Lemma 5.9 Ai, Bi, Ai, Bi ∈ m

T
Q1
Q

∩mTrQ1
.

Let S0 = 1, Sj+1 = TQ1

Q (A∗
j+1SjBj+1), j ≥ 0. We claim that Sj = w∗

j+1sjyj+1 for j ≥ 1. For j = 1, use
the fact that ΛT (a1)

∗ΛT (b1) = T (a∗1b1) from Prop 4.7 to obtain

A∗
1B1 =

(
w∗

2 ⊗
P
a∗1

)(
b1 ⊗

P
y2

)
= w∗

2T (a
∗
1b1)⊗

P
y2 = w∗

2s1 ⊗
P
y2,

Hence S1 = TQ(A
∗
1B1) = w∗

2s1y2. In general, if the result holds for j ≥ 1 then

Sj+1 = TQ(A
∗
j+1SjBj+1)

= TQ

((
w∗

j+2 ⊗
P
x∗j+1

)
w∗

j+1sjyj+1

(
zj+1 ⊗

P
yj+2

))

= TQ

(
w∗

j+2T (x
∗
j+1w

∗
j+1sjyj+1zj+1)⊗

P
yj+2

)

= w∗
j+2T (a

∗
j+1sjbj+1)yj+2

= w∗
j+2sj+1yj+2.

(i) The result is trivially true for k = 0. For k = 1, θ1 = ψ0,2 = v1 and we have, from the de�nition of
v1,

θ1

(
â1 ⊗

P
â2

)
= (L(â1)L(JQâ2)

∗)̂ = (ΛT (a1)ΛT (a
∗
2)

∗)̂ .

ΛT (a1)ΛT (a
∗
2)

∗ is in m
T

Q1
Q

∩ mTrQ1
by Lemma 5.9 and is simply a1 ⊗P a2 in Herman-Ocneanu

notation.
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Assume that (i) is true for some k ≥ 1. Then

θk+1

(
â1 ⊗

P
â2 ⊗

P
· · · ⊗

P
âk+2

)

= θk+1

(
â1 ⊗

P
ŵ2x2 ⊗

P
· · · ⊗

P
̂wk+1xk+1 ⊗

P
âk+2

)

= θ1k ◦ ψ0,k+2

(
â1 ⊗

P
ŵ2x2 ⊗

P
· · · ⊗

P
̂wk+1xk+1 ⊗

P
âk+2

)

= θ1k

((
a1 ⊗

P
w2

)
̂ ⊗

Q

(
x2 ⊗

P
w3

)
̂ ⊗

Q
· · ·

· · · ⊗
Q

(
xk ⊗

P
wk+1

)
̂ ⊗

Q

(
xk+1 ⊗

P
ak+2

)
̂
)

= θ1k

(
Â1 ⊗

Q
Â2 ⊗

Q
· · · ⊗

Q
Âk+1

)

∈ ̂m
T

Qk+1

Qk

∩mTrQk+1

by assumption (and the fact that if C = Q and D = Q1 then the tower obtained from C ⊂ D
satis�es Dj = Qj+1).
Note that in addition we have shown that

a1 ⊗
P
a2 ⊗

P
· · · ⊗

P
ak+2 = A1 ⊗

Q
A2 ⊗

Q
· · · ⊗

Q
Ak ⊗

Q
Ak+1.

(ii) Simply observe that

Jkθk

(
â1 ⊗

P
· · · ⊗

P
âk+1

)
= θk

(
J0âk+1 ⊗

P
· · · ⊗

P
J0â1

)
= θk

(
â∗k+1 ⊗

P
· · · ⊗

P
â∗1

)

(iii) For k = 0, a∗1s0 ⊗P b1 = a∗1 ⊗P b1. For k = 1, from the proof of (i),

a∗2 ⊗
P
a∗1s0b1 ⊗

P
b2 = a∗2 ⊗

P
a∗1b1 ⊗

P
b2

=

(
a∗2 ⊗

P
a∗1

)
⊗
Q

(
b1 ⊗

P
b2

)

=

(
a1 ⊗

P
a2

)∗

⊗
Q

(
b1 ⊗

P
b2

)
.

Assume the result is true for some k ≥ 1. Note that

A∗
rSr−1Br =

(
w∗

r+1 ⊗
P
x∗r

)
w∗

rsr−1yr

(
zr ⊗

P
yr+1

)

= w∗
r+1T (x

∗
rw

∗
rsr−1yrzr)⊗

P
yr+1

= w∗
r+1sr ⊗

P
yr+1

A∗
r+1Sr = w∗

r+2 ⊗
P
x∗r+1w

∗
r+1sryr+1

= w∗
r+2 ⊗

P
a∗r+1sryr+1.
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Hence, with the �rst of the two cases always denoting k = 2r − 1 and the second k = 2r,
(
a1 ⊗

P
· · · ⊗

P
ak+2

)∗

⊗
Qk

(
b1 ⊗

P
· · · ⊗

P
bk+2

)

=

(
A1 ⊗

Q
· · · ⊗

Q
Ak ⊗

Q
Ak+1

)∗

⊗
Qk

(
B1 ⊗

Q
· · · ⊗

Q
Bk ⊗

Q
Bk+1

)

=




A

∗

k+1 ⊗
Q
Ak ⊗

Q
· · · ⊗

Q
A∗

rSr−1Br ⊗
Q
· · · ⊗

Q
Bk ⊗

Q
Bk+1

A
∗

k+1 ⊗
Q
Ak ⊗

Q
· · · ⊗

Q
A∗

r+1Sr ⊗
Q
Br+1 ⊗

Q
· · · ⊗

Q
Bk ⊗

Q
Bk+1

=




a∗k+2 ⊗

P
· · · ⊗

P
a∗r+2 ⊗

P
x∗r+1w

∗
r+1sr ⊗

P
yr+1zr+1 ⊗

P
br+2 ⊗

P
· · · ⊗

P
bk+2

a∗k+2 ⊗
P
· · · ⊗

P
a∗r+3 ⊗

P
x∗r+2w

∗
r+2 ⊗

P
a∗r+1sryr+1zr+1 ⊗

P
br+2 ⊗

P
· · · ⊗

P
bk+2

=




a∗k+2 ⊗

P
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+2

a∗k+2 ⊗
P
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
br+2 ⊗

P
· · · ⊗

P
bk+2

Hence the result is true for k + 1 and the general result follows by induction.

(iv) For k = 0, TQ0

Q1
(a1) = T (a1). Assume the result holds for some k ≥ 0. Note that

ArAr+1 = xrT (wr+1xr+1)⊗
P
wr+2 = xrT (ar+1)⊗

P
wr+2

ArT
Q1

Q (Ar+1), = xr ⊗
P
wr+1xr+1wr+2 = xr ⊗

P
ar+1wr+2.

Hence, with the �rst of the two cases once again denoting k = 2r − 1 and the second k = 2r,

T
Qk+1

Qk

(
a1 ⊗

P
· · · ⊗

P
ak+2

)

= T
Qk+1

Qk

(
A1 ⊗

Q
· · · ⊗

Q
Ak ⊗

Q
Ak+1

)

=




A1 ⊗

Q
· · · ⊗

Q
ArAr+1 ⊗

Q
· · · ⊗

Q
Ak ⊗

Q
Ak+1

A1 ⊗
Q
· · · ⊗

Q
ArT

Q1

Q (Ar+1)⊗
Q
· · · ⊗

Q
Ak ⊗

Q
Ak+1

=




a1 ⊗

P
· · · ⊗

P
ar−1 ⊗

P
wrxrT (ar+1)⊗

P
wr+2xr+2 ⊗

P
ar+3 ⊗

P
· · · ⊗

P
ak+2

a1 ⊗
P
· · · ⊗

P
ar−1 ⊗

P
wrxr ⊗

P
ar+1wr+2xr+2 ⊗

P
ar+3 ⊗

P
· · · ak+2

=




a1 ⊗

P
· · · ⊗

P
ar−1 ⊗

P
arT (ar+1)⊗

P
ar+2 ⊗

P
· · · ⊗

P
ak+2

a1 ⊗
P
· · · ⊗

P
ar ⊗

P
ar+1ar+2 ⊗

P
ar+3 ⊗

P
· · · ⊗

P
ak+2

(v) We use the fact that TQ(x ⊗
P
y) = xy combined with (iii) and (iv). Once again, let the �rst of the

two cases denote k = 2r − 1 and the second k = 2r.(
a1 ⊗

P
· · · ⊗

P
ak+1

)∗(
b1 ⊗

P
· · · ⊗

P
bk+1

)

= T
Qk+1

Qk

((
a1 ⊗

P
· · · ⊗

P
ak+1

)∗

⊗
Qk−1

(
b1 ⊗

P
· · · ⊗

P
bk+1

))
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=





T
Qk+1

Qk

(
a∗k+1 ⊗

P
· · · a∗r+1 ⊗

P
a∗rsr−1br ⊗

P
· · · ⊗

P
bk+1

)

T
Qk+1

Qk

(
a∗k+1 ⊗

P
· · · a∗r+1 ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+1

)

=




a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1T (a

∗
rsr−1br)⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+1

a∗k+1 ⊗
P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
br+2 ⊗

P
· · · ⊗

P
bk+1

=




a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bk+1

a∗k+1 ⊗
P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
br+2 ⊗

P
· · · ⊗

P
bk+1

(vi) Let j = 2i− k. We will induct on j. For j = −1 (k = 2i+ 1, i ≥ 0), let u = (θi ⊗P θi−1) θ
∗
2i. From

Prop 4.9
[
π2i+1
i

(
a1 ⊗

P
· · · ⊗

P
a2i+2

)∗(
b1 ⊗

P
· · · ⊗

P
bi+1

)
̂
]
⊗
P

(
c1 ⊗

P
· · · ⊗

P
ci

)
̂

= u

(
a1 ⊗

P
· · · ⊗

P
a2i+2

)∗(
b1 ⊗

P
· · · ⊗

P
bi+1 ⊗

P
c1 ⊗

P
· · · ⊗

P
ci

)
̂

= u

(
a∗2i+2 ⊗

P
· · · ⊗

P
a∗i+2si+1 ⊗

P
c1 ⊗

P
· · · ⊗

P
ci

)
̂

=

(
a∗2i+2 ⊗

P
· · · ⊗

P
a∗i+2si+1

)
̂ ⊗

P

(
c1 ⊗

P
· · · ⊗

P
ci

)
̂ .

Suppose (vi) holds for some ̄ (and all i > ̄). Let j = ̄ + 1, i > j and k = 2i − j. Set ı̄ = i − 1,
k̄ = 2ı̄− ̄ = k−1. Let P̄ = Q, Q̄ = Q1 and π̄ denote the representations constructed from Prop 4.9
applied to P̄ ⊂ Q̄. Then

πk
i

(
a1 ⊗

P
· · · ⊗

P
ak+1

)∗(
b1 ⊗

P
· · · ⊗

P
bi+1

)
̂

= π̄k̄
ı̄

(
A1 ⊗

Q
· · · ⊗

Q
Ak̄ ⊗

Q
Āk̄+1

)∗(
B1 ⊗

Q
· · · ⊗

Q
Bı̄Bı̄+1

)
̂

=





(
Ā∗

k̄+1
⊗
Q
· · · ⊗

Q
A∗

r̄+1Sr̄ ⊗
Q
Br̄+1 ⊗

Q
· · · ⊗

Q
B̄ı̄+1

)
̂ k̄ = 2r̄ − 1

(
Ā∗

k̄+1
⊗
Q
· · · ⊗

Q
A∗

r̄+1Sr̄Br̄+1 ⊗
Q
· · · ⊗

Q
B̄ı̄+1

)
̂ k̄ = 2r̄

=





(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r̄+1sr̄br̄+1 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r̄

(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r̄+2sr̄+1 ⊗

P
br̄+2 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r̄ + 1

=





(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1srbr+1 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r

(
a∗k+1 ⊗

P
· · · ⊗

P
a∗r+1sr ⊗

P
br+1 ⊗

P
· · · ⊗

P
bi+1

)
̂ k = 2r − 1

�
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Notation 5.13. Let Q̃k = span{a1 ⊗P · · · ⊗P ak+1 : ai ∈ Q̃} (not to be confused with (Qk) ˜ =
m

T
Qk
Qk−1

∩mTrk ).

Corollary 5.14. Let N ⊂M be an inclusion of II1 factors. Then

(i)
1⊗

N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r or 2r+1

= e1e3 · · · e2r−1.

(ii) For a1, a2, . . . , a2r ∈M

a1 ⊗
N
· · · ⊗

N
ar ⊗

N
1⊗

N
ar+1 ⊗

N
· · · ⊗

N
a2r = a1 ⊗

N
· · · ⊗

N
a2r.

(iii) M̃k is dense in L2(Mk).

Proof. (1) First note that 1 = 1, 1⊗
N
1 = 1e11 = e1. Suppose that

1⊗
N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r

= e1e3 · · · e2r−1.

Then, by Prop 5.12 (iii),

1⊗
N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r+1

=


1⊗

N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r


 ⊗

M2r−2


1⊗

N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r




= (e1e3 · · · e2r−1) ⊗
M2r−2

(e1e3 · · · e2r−1)

= (e1e3 · · · e2r−3) e2r−1 ⊗
M2r−2

e2r−1 (e1e3 · · · e2r−3)

= (e1e3 · · · e2r−3) e2r−1 (e1e3 · · · e2r−3)

= e1e3 · · · e2r−1,

using Prop 5.4 (iii). Also

1⊗
N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r+2

=


1⊗

N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r+1


 ⊗

M2r−1


1⊗

N
1⊗

N
1 · · · ⊗

N
1

︸ ︷︷ ︸
2r+1




= (e1e3 · · · e2r−1) e2r+1 (e1e3 · · · e2r−1)

= e1e3 · · · e2r−1e2r+1.

The result now follows by induction.
(2) LetX denote a1 ⊗N · · · ⊗N ar and let Y denote ar+1 ⊗N · · · ⊗N a2r. Using part (i) and Prop 5.12

(iii) and then (v),

a1 ⊗
N
· · · ⊗

N
ar ⊗

N
1⊗

N
ar+1 ⊗

N
· · · ⊗

N
a2r

=


X ⊗

N
1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r


 ⊗

M2r−2


1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r

⊗
N
Y



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=





X ⊗

N
1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
2r





 ⊗

M2r−2





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
2r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r

⊗
N
Y







=


X ⊗

N
1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
2r+1





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r

⊗
N
Y




=


X ⊗

N
1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
2r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r

⊗
N
Y




=


X ⊗

N
1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r





1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
r

⊗
N
Y




= a1 ⊗
N
· · · ⊗

N
a2r.

(3) M̃ =M is dense in L2(M). The general result follows from the following claim:

Claim 5.15. Suppose H̃ ⊂ D(HB) is dense in AHB and K̃ ⊂ D(BK) is dense in BKC . Then
span{ξ ⊗B η : ξ ∈ H̃, η ∈ K̃} is dense inH⊗B K.

Proof. Given ξ ∈ D(HB) and η ∈ D(BK) take ηn ∈ K̃ with ηn → η. Then

||ξ ⊗
B
η − ξ ⊗ ηn||2 = ||ξ ⊗

B
η||2 + ||ξ ⊗

B
ηn||2 − 2Re

〈
ξ ⊗

B
η, ξ ⊗

B
ηn

〉

= 〈〈ξ, ξ〉B η, η〉+ 〈〈ξ, ξ〉B ηn, ηn〉 − 2Re 〈〈ξ, ξ〉B ηn, ηn〉
→ 0,

so we can approximate ξ ⊗B η by ξ ⊗ η0 for some η0 ∈ K̃. Similarly we can approximate ξ ⊗B η0
by ξ0 ⊗B η0 for some ξ0 ∈ H̃. �

The result now follows by induction because M̃k ⊂ m
T

Mk
N

∩ mTrk by iterating Prop 5.12 (iv)

and m
T

Mk
N

∩mTrk ⊂ D(L2(Mk)N).

�

Subsection 5.3. Bases revisited.

De�nition 5.16. Let P ⊂ Q be an inclusion of type II factors. AQP -basis (also called a basis forQ over
P ) is {b} ⊂ nT ∩ nTrQ such that ∑

b

b⊗
P
b∗ = 1.

A PQ-basis is {b} ⊂ n
∗
T ∩ nTrQ such that

∑

b

b∗ ⊗
P
b = 1.
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Remark 5.17. Note that a QP -basis is a special case of a L2(Q)P -basis. We de�ne orthogonal and
orthonormal QP - and PQ-bases as in 4.1.
If {b} is a QP - (resp. PQ-) basis, then {b∗} is a PQ- (resp. QP -) basis.

We will show that for a II1 inclusion N ⊂ M there exists an orthonormal basis forM over N and
orthogonal bases for allMk overMj . We will then relate bases forQ over P to the commutant operator-
valued weight.

Subsubsection 5.3.1. Existence. We begin with the in�nite index version of the so-called pull-down lemma.

Lemma 5.18 (Pull-down lemma). Let z ∈ n
∗
T . Then ze1 = T (ze1)e1.

Proof. Since ze1, T (ze1)e1 ∈ nTr1 equality is proved by taking inner products against ae1b, where a, b ∈
M :

Tr1(ze1ae1b) = Tr1(ze1EN(a)b) = tr(T (ze1)EN(a)b)

= Tr1(T (ze1)e1EN(a)b) = Tr1(T (ze1)e1ae1b).

�

Suppose P ⊆ Q is an inclusion of semi-�nite factors acting on a separable Hilbert spaceH . Suppose

TrP and TrQ are normal faithful semi-�nite traces on P and Q respectively, and let T : Q+ → P̂+

be the unique trace-preserving normal faithful semi-�nite operator valued weight. In [10], Herman and
Ocneanu claim the existence of a set of projections {pi} ⊂ mT with

∑
i pi = 1without proof. We provide

a proof due to Jesse Peterson that there is a sequence of projections {qi} ⊂ mT with qi ր 1, from which
this claim easily follows.

Lemma 5.19. There is an x ∈ m
+
T with ker(x) = (0).

Proof. (Communicated by Jesse Peterson) Since TrQ is semi-�nite, let (pi) ∈ mTrQ be a sequence of
projections with pi ր 1. Since Tr(pi) <∞, T (pi) has a spectral resolution

T (pi) =

∫ ∞

0

λdeiλ.

Note that eij ր 1 as j ր ∞, and eijpie
i
j ∈ mT for all j ≥ 0.

For i, j ∈ N, pick αi,j > 0 such that
∑

i,j αi,je
i
jT (pi)e

i
j converges and de�nes an element of y ∈ P+,

and
∑

i,j αi,je
i
jpie

i
j converges and de�nes an element of x ∈ Q+. (This can be done by choosing the αi,j

such that
∑

i,j αi,j‖eijT (pi)eij‖ < ∞ and
∑

i,j αi,j‖eijpieij‖ ≤ ∑
i,j αi,j < ∞.) Then by normality of T ,

we have T (x) = y, so x ∈ mT .
We claim that ker(x) = (0). Let ξ ∈ H \ {0}. Since pi ր 1, there is an i ∈ N such that piξ 6= 0.

Fixing this i, we have that pie
i
j → pi in the strong operator topology as j ր ∞, so pie

i
jξ → piξ 6= 0

as j ր ∞. Hence there is a j ∈ N such that pie
i
jξ 6= 0, so ξ /∈ ker(pie

i
j) = ker(eijpie

i
j). It follows that

xξ 6= 0, and we are �nished. �

Proposition 5.20. There is a sequences of projections (qn) ∈ mT such that qn ր 1.

Proof. Choose x as in the lemma, and de�ne the spectral projections qn = 1(1/n,∞)(x). Then qn ≤ nx ∈
mT , and qn ր 1− projker(x) = 1. �

Proposition 5.21. Let N ⊂ M be a II1 subfactor of in�nite index. Then there exists an orthonormal
MN -basis.
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Proof. Consider N ⊂ M ⊂ M1, T = TM . By Prop 5.20 there exists a sequence of projections pi ∈ mT

with
∑
pi = 1. Observe that

∑
Tr1(pi) = Tr1(1) = ∞. By adding �nite sets of projections and taking

subprojections, operations under which mT is closed, we may assume that Tr1(pi) = 1 for all i. Thus pi
is equivalent inM1 to e1, so there exist vi ∈ M1 with viv

∗
i = pi, v

∗
i vi = e1. v

∗
i = v∗i pi ∈ nT , so vi ∈ n

∗
T

and by the Pull-down Lemma there exists bi ∈M with vi = vie1 = bie1. Then bie1b
∗
i = viv

∗
i = pi so that∑

i bie1b
∗
i = 1. In addition

e1EN(b
∗
i bj) = e1b

∗
i bje1 = v∗i vj = δi,je1,

so, applying T , EN(b
∗
i bj) = δi,j1. �

Lemma 5.22. Let B = {bi} be anMN -basis. Then Br = {bj1 ⊗N ⊗N · · · bjr+1
} is an (Mr)N basis. If B is

orthonormal then so is Br.

Proof.

(13) L

(
bj1 ⊗

N
· · · ⊗

N
bjr+1

)
= Lbj1

· · ·Lbjr
L
(
bjr+1

)

so that

∑
L

(
bj1 ⊗

N
· · · ⊗

N
bjr+1

)
L

(
bj1 ⊗

N
· · · ⊗

N
bjr+1

)∗

=
∑

Lbj1
· · ·Lbjr

L
(
bjr+1

)
L
(
bjr+1

)∗
L∗
bjr

· · ·L∗
bj1

= 1.

If B is orthonormal then L(bj)
∗L(bi) = L∗

bj
Lbi = δi,j1, so from equation (13) L(b)∗L(b̃) = δb,b̃1 for

b, b̃ ∈ Br. �

Lemma 5.23. Let {bi} be an orthonormalMN -basis. Let k = 2r − 1 or 2r. De�ne pj1,...,jr ∈Mk by

pj1,...,jr =




bj1 ⊗

N
· · · ⊗

N
bjr ⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1 , k = 2r − 1

bj1 ⊗
N
· · · ⊗

N
bjr ⊗

N
1⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1 , k = 2r.

Then pj1,...,jr are orthogonal projections with sum 1.

Proof. For k = 2r− 1 note that by Lemma 5.22 Br−1 = {bj1 ⊗N ⊗N · · · bjr} is an orthonormal basis and
hence (bj1 ⊗N ⊗N · · · bjr)⊗

N
(bj1 ⊗N ⊗N · · · bjr)∗ are orthogonal projections with sum 1.

For k = 2r simply note that

bj1 ⊗
N
· · · ⊗

N
bjr ⊗

N
1⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1 = bj1 ⊗

N
· · · ⊗

N
bjr ⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1

by Corollary 5.14. �

Proposition 5.24. Let {bi} be an orthonormal MN -basis. Then for −1 ≤ k ≤ l an orthogonal (Ml)Mk
-

basis is given by:

bj1,...,jri1,...,il−k
=




bi1 ⊗

N
· · · ⊗

N
bil−k

⊗
N
bj1 ⊗

N
· · · ⊗

N
bjr ⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1 k = 2r − 1

bi1 ⊗
N
· · · ⊗

N
bil−k

⊗
N
bj1 ⊗

N
· · · ⊗

N
bjr ⊗

N
1⊗

N
b∗jr ⊗

N
· · · ⊗

N
b∗j1 k = 2r.

Proof. Note that

L
(
bj1,...,jri1,...,il−k

)
= Lbi1

· · · Lbil−k
pj1,...,jr .
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Hence ∑
L
(
bj1,...,jri1,...,il−k

)
L
(
bj1,...,jri1,...,il−k

)∗
=
∑

Lbi1
· · · Lbil−k

pj1,...,jrL∗
bil−k

· · · L∗
bi1

= 1

and the terms in the sum are orthogonal projections. �

Corollary 5.25. Let Tr′ be the canonical trace onM ′
k∩B(L2(Ml)) (de�nition 4.4). Then Tr

′ (Jl ( · )∗ Jl) =
Tr2l−k.

Proof. Let Tr = Tr′ (Jl ( · )∗ Jl). Note that by uniqueness of the trace up to scaling, Tr is a multiple
of Tr2l−k. Let fi = 1 ⊗N · · · ⊗N 1 (i + 1 terms). Tr2l−k (f2l−k) = 1 so we simply need to show that
Tr (f2l−k) = 1.

Let B be an orthonormal MN -basis and Bl,k the resulting (Ml)Mk
-basis from Prop 5.24. B∗

l,k is a

Mk
(Ml)-basis, so by Lemma 4.3 Tr′ =

∑
b∈rBl,k

〈
· b̂∗, b̂∗

〉
and hence Tr =

∑
b∈Bl,k

〈
· b̂, b̂

〉
. Take r such

that k = 2r−1+t (t = 0 or 1). Fix i1, . . . , il−k, j1, . . . , jr. Let c = bi1⊗N · · ·⊗N bil−k
⊗N bj1⊗N · · ·⊗N bjr ∈

Ml−r−t and let b = bj1,...,jri1,...,il−k
. Then, from Prop 5.12,

π2l−k
l (f2l−k) b̂ = 1⊗

N
· · · ⊗

N
1

︸ ︷︷ ︸
l−r+1

s⊗
N
b∗jr ⊗

N
· · · ⊗

N
b∗j1

where s = EN (1 · · ·EN (1EN (1bi1) bi2) · · · bjr) = T
Ml−r−t

N (fl−r−tc). Thus〈
π2l−k
l (f2l−k) b̂, b̂

〉
= 〈fl−rs, c〉 = 〈fl−r−t, cs

∗〉 t = 0,

〈
π2l−k
l (f2l−k) b̂, b̂

〉
=

〈
fl−rs, c⊗

N
1

〉
=

〈
fl−r, cs

∗ ⊗
N
1

〉
= 〈fl−r−t, cs

∗〉 t = 1.

Finally

Tr (f2l−k) =
∑

b∈Bl,k

〈
π2l−k
l (f2l−k) b̂, b̂

〉
=
∑

c∈Bl−r

〈
fl−r−t, cT

Ml−r−t

N (c∗fl−r−t)
〉

= 〈fl−r−t, fl−r−t〉 = Trl−r−t (fl−r−t) = 1.

�

Subsubsection 5.3.2. Commutant Operator-Valued Weight. The main result of this section is:

Theorem 5.26. Let P ⊂ Q be type two factors represented on a Hilbert spaceH. Suppose that there exists
a QP -basis B = {b}. Then the n.f.s trace-preserving operator-valued weight TQ′ : (P ′)+̂ → Q′

+̂ satis�es

TQ′(x) =
∑

b

bxb∗ x ∈ P ′
+̂

Proposition 5.27. Let P ⊂ Q be type two factors represented on a Hilbert space H. Let B = {b} be a
QP -basis. Then ΦB(x) =

∑
b bxb

∗ ∈ (B(H))+̂ is a�liated with Q′ and hence in (Q′)+̂. In addition ΦB is
independent of B and will hence be denoted simply Φ.

Proof. For ξ ∈ H de�ne an unbounded operator R(ξ) : L2(Q) → H with domain nTrQ by R(ξ)â = aξ.
For η ∈ D(QH) we see that η ∈ D(R(ξ)∗):

< R(ξ)â, η >=< aξ, η >=< ξ, a∗η >=< ξ,R(η)â∗ > =< R(η)∗ξ, â∗ >

=< â, JQR(η)
∗ξ > .
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Hence D(R(ξ)∗) is dense so that R(ξ) is pre-closed (Theorem 2.7.8 (ii) of [20]).
Let x ∈ P ′ ∩ B(H) and let A be the closure of x1/2R(ξ). De�nem ∈ P ′

+̂ by

m(ωη) =

{
||(A∗A)1/2η||2 η ∈ D((A∗A)1/2)

∞ otherwise

(note that A∗A is a positive, self-adjoint operator on L2(Q) and is a�liated with P ′ (a simple computa-
tion)).
Consider the polar decomposition A = v(A∗A)1/2. Using Corollary 4.5

TrP ′∩B(L2(Q))(m) =
∑

i

m(ωb̂∗i
)

=
∑

i

||(A∗A)1/2b̂∗i ||2

=
∑

i

||Ab̂∗i ||2

=
∑

i

||x1/2R(ξ)b̂∗i ||2

=
∑

i

||x1/2b∗i ξ||2

=
∑

i

< bixb
∗
i ξ, ξ >

= (ΦB(x))(ωξ).

Since any element of (B(H))+∗ is a sum
∑
ωξk , ΦB(x) is thus independent of B. In particular, for u ∈

U(Q),ΦB(x) = ΦuB(x) = uΦB(x)u
∗, so thatΦB(x) is a�liated withQ′ and hence, by Prop 1.2,ΦB(x) ∈

(Q′)+̂. �

Proof of Theorem 5.26.
Observe that since {b∗} is a PL

2(Q)-basis, {b∗ξi} is a PH-basis: simply note thatR(b∗ξi) = R(ξi)R(b
∗)

is bounded and
∑

i,b

R(b∗ξi)R(b
∗ξi)

∗ =
∑

i,b

R(ξi)R(b
∗)R(b∗)∗R(ξi)

∗ =
∑

i

R(ξi)R(ξi)
∗ = 1H

Hence, by Lemma 4.3 we have, for y ∈ (Q′)+

TrP ′(y1/2xy1/2) =
∑

i

∑

b

〈
y1/2xy1/2b∗ξi, b

∗ξi
〉

=
∑

i

∑

b

〈
by1/2xy1/2b∗ξi, ξi

〉

=
∑

i

∑

b

〈
y1/2bxb∗y1/2ξi, ξi

〉

= TrQ′(y1/2Φ(x)y1/2)

so that TQ′(x) = Φ(x).
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For x ∈ (P ′)+̂ take xk ∈ (P ′)+ with
∑

k xk = x. Then

TQ′(x) =
∑

k

TQ′(xk) =
∑

k

∑

b

bxkb
∗ =

∑

b

∑

k

bxkb
∗ =

∑

b

bxb∗.

�

Corollary 5.28. For P ⊂ Q ⊂ R and x ∈ P ′ ∩R+̂, TQ′(x) ∈ (Q′ ∩R)+̂ does not depend on the Hilbert
space on which we represent R.

Section 6. Extremality and Rotations

Subsection 6.1. Extremality. Note that on N ′ ∩M the traces coming from N ′ and from M are not
equal or even comparable, π(N)′ being a type II∞ factor for any representation π ofM , whileM is a II1
factor. This phenomenon continues up through the tower on allM ′

2i−1 ∩M2i.
In the �nite index case irreducibility (N ′∩M = C) implies extremality. The example constructed by

Izumi, Longo and Popa in [13] shows that this is not true for in�nite index inclusions. They construct
an irreducible II1 subfactor of in�nite index where the two traces on N ′ ∩M1 are not even comparable.

All of this suggests that we should be looking only at N ′ ∩ M2i+1 when de�ning extremality for
general II1 inclusions. In this section we give the �rst de�nition of extremality in the in�nite index case
and show that this de�nition has as many of the desired properties as we can expect.

De�nition 6.1 (Commutant Traces). Let r = 0, 1. On N ′ ∩M2i+r de�ne a trace Tr
′
2i+r by

Tr′2i+r(x) = Tr2i+1(Jix
∗Ji).

In general, onM ′
j ∩M2i+r de�ne a trace Tr

′
j,2i+r by

Tr′j,2i+r(x) = Tr2i−j(Jix
∗Ji).

Remark 6.2. Note that the traces de�ned above are simply those coming from representing Mj on
L2(Mi) and using the fact that JiM

′
jJi = M2i−j by the multi-step basic construction. Note that by

Corollary 5.25 Tr′2i+r is the canonical trace on N
′ ∩ B(L2(Mi)).

Finally note thatTr′2i+1 (e1 · · · e2i+1) = 1. This is a consequence of the fact thatTr2i+1 (e1 · · · e2i+1) =
1 and Jie1 · · · e2i+1Ji = e1 · · · e2i+1:

Jiπ
2i+1
i (e1 · · · e2i+1) Ji

(
a1 ⊗

N
· · · ⊗

N
ai+1

)
̂

= Jiπ
2i+1
i

(
1⊗

N
· · · ⊗

N
1

)(
a∗i+1 ⊗

N
· · · ⊗

N
a∗1

)
̂

= Ji

(
1⊗

N
· · · ⊗

N
1EN

(
· · ·EN

(
EN

(
a∗i+1

)
a∗i
)
· · · a∗1

))̂

= Ji

(
1⊗

N
· · · ⊗

N
1EN

(
a∗i+1

)
EN (a∗i ) · · ·EN (a∗1)

)
̂

=

(
1⊗

N
· · · ⊗

N
1EN (a1) · · ·EN (a1+1)

)
̂

= π2i+1
i (e1 · · · e2i+1)

(
a1 ⊗

N
· · · ⊗

N
ai+1

)
̂

Hence we could de�ne Tr′2i+r as the restriction of the unique trace on N ′ ∩ B(L2(Mi)) scaled so that
Tr′2i+1(e1e3 · · · e2i+1) = 1.
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De�nition 6.3 (Extremality). LetN ⊂M be an inclusion of II1 factors. N ⊂M is extremal ifTr′1 = Tr1
onN ′∩M1. N ⊂M is approximately extremal if Tr′1 and Tr1 are equivalent onN

′∩M1 (i.e. there exists
C > 0 such that C−1Tr1 ≤ Tr′1 ≤ CTr1 on N

′ ∩M1).

Remark 6.4. We will abuse notation a little by writing Tr′2j+1 = Tr2j+1 when Tr′2j+1 = Tr2j+1 on

N ′ ∩M2j+1 and similarly Tr′2j+1 ∼ Tr2j+1 when Tr′2j+1 and Tr2j+1 are equivalent on N
′ ∩M2j+1.

Proposition 6.5. (i) If N ⊂M is extremal then Tr′2i+1 = Tr2i+1 for all i ≥ 0.
(ii) If N ⊂M is approximately extremal then Tr′2i+1 ∼ Tr2i+1 for all i ≥ 0.
(iii) If Tr′2i+1 = Tr2i+1 for some i ≥ 0 then N ⊂M is extremal.
(iv) If Tr′2i+1 ∼ Tr2i+1 for some i ≥ 0 then N ⊂M is approximately extremal.

Lemma 6.6. For z ∈ (N ′ ∩Mj)+̂, TN ′

M ′

j
(z) = Tr′j(z)1.

Proof. Assume z ∈ (N ′ ∩Mj)+ (in general take zk ր z, zk ∈ (N ′ ∩Mj)+). T
N ′

M ′

j
(z) ∈ M ′

j ∩Mj+̂ =

[0,∞]1, so TN ′

M ′

j
(z) = λ1 for some λ ∈ [0,∞]. Let i be an integer such that j = 2i or 2i − 1. Let Tr′

be the canonical trace onM ′
j ∩ B(L2(Mi)). By Corollary 5.25 Tr′ (Ji ( · )∗ Ji) = Tr2i−j = tr and hence

Tr′(1) = 1. Thus

λ = Tr′
(
TN ′

M ′

j
(z)
)
= TrN ′∩B(L2(Mi))(z) = Tr′j(z).

�

Lemma 6.7. (i) Tr2i−1(x) = Tr2i+1(xe2i+1) for x ∈ (M2i−1)+̂.
(ii) Tr2i(x) = Tr2i+1(e2i+1xe2i+1) for x ∈ (M2i)+̂.
(iii) Tr′2i−1(x) = Tr′2i+1 (xe2i+1) for x ∈ (N ′ ∩M2i−1)+̂.

Proof. (i) Tr2i+1( · e2i+1) is tracial on M2i and hence a multiple of Tr2i−1. The multiple is 1 because
Tr2i−1(e1 · · · e2i−1) = 1 = Tr2i+1(e1 · · · e2i−1e2i+1).

(ii) e2i+1xe2i+1 = EM2i−1
(x)e2i+1 so by (i)

Tr2i+1 (e2i+1xe2i+1) = Tr2i−1

(
EM2i−1

(x)
)
= Tr2i (x) .

(iii) First note that T
M ′

2i−1

M ′

2i+1

(e2i+1) = 1: take a basis {bj} forM2i overM2i−1. Then {bje2i+1bk} is a basis
forM2i+1 overM2i−1 and hence

T
M ′

2i−1

M ′

2i+1

(e2i+1) =
∑

j,k

bje2i+1bke2i+1b
∗
ke2i+1b

∗
j =

∑

j

bje2i+1b
∗
j = 1.

Let x ∈ (N ′ ∩M2i−1)+. Using Lemma 6.6

Tr′2i+1 (xe2i+1) 1 = TN ′

M ′

2i+1
(xe2i+1)

= T
M ′

2i−1

M ′

2i+1

(
TN ′

M ′

2k−1
(xe2i+1)

)

= T
M ′

2i−1

M ′

2i+1

(
TN ′

M ′

2i−1
(x)e2i+1

)

= T
M ′

2i−1

M ′

2i+1

(
Tr′2i−1(x)e2i+1

)

= Tr′2i−1(x)T
M ′

2i−1

M ′

2i+1

(e2i+1)

= Tr′2i−1(x)1.

�
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Proof of Prop 6.5.
In the �nite index case the proof is easily accomplished using planar algebra machinery. Tr2i+1 is

just closing up a 2i+2-box on the right, Tr′2i+1 is closing up a 2i+2-box on the left. Extremality means
that a 2-box closed on the left is equal to the same box closed on the right. For a 2i+2-box just move the
strings from right to left two at a time. This is the approach that we will take here, although of course
we cannot use the planar algebra machinery and must proceed algebraically.

(i) Suppose Tr2i−1 = Tr′2i−1. We will show that Tr2i+1 = Tr′2i+1. Let z ∈ (N ′ ∩M2i+1)+, then,

Tr2i+1(z)1

= Tr2i−1

(
TM2i−1

(z)
)
1

= Tr′2i−1

(
TM2i−1

(z)
)
1

= TN ′

M ′

2i−1

(
TM2i−1

(z)
)

by Lemma 6.6

=
∑

b

bTM2i−1
(z)b∗ where {b} is a basis forM2i−1 over N

=
∑

b

TM2i−1
(bzb∗)

= TM2i−1

(
TN ′

M ′

2i−1
(z)
)

now represent everything on L2(Mi)

= jiT
N ′

M ′

1

(
ji

(
TN ′

M ′

2i−1
(z)
))

because ji
(
M ′

2i−1 ∩M2i+1

)
=M1 ∩N ′

= Tr′1

(
ji

(
TN ′

M ′

2i−1
(z)
))

1 by Lemma 6.6

= Tr1

(
ji

(
TN ′

M ′

2i−1
(z)
))

1

= TrM ′

2i−1
∩B(L2(Mi))

(
TN ′

M ′

2i−1
(z)
)
1

= TrN ′∩B(L2(Mi))(z)1

= Tr′2i+1(z)1

(iii) Suppose Tr2i+1 = Tr′2i+1, i ≥ 1. Using Lemma 6.7, for z ∈ (N ′ ∩M2i−1)+,

Tr2i−1(z) = Tr2i+1(ze2i+1) = Tr′2i+1(ze2i+1) = Tr′2i−1(z).

(ii) and (iv) Similar to (i) and (iii) with inequalities and constants.

�

Subsection 6.2. N-central vectors. Here we will show that the set of N -central vectors in L2(Mk) is
N ′ ∩ nTrk (closure in L2(Mk)). The proof is essentially an application of ideas from Popa [26].

De�nition 6.8. ξ ∈ L2(Mk) is anN -central vector if nξ = ξn for all n ∈ N . The set ofN -central vectors
in L2(Mk) is denoted N

′ ∩ L2(Mk).

Lemma 6.9. Let M be a semi�nite von Neumann algebras with n.f.s trace Tr. The 2-norm ||x||2 =
[Tr(x∗x)]1/2 is lower semi-continuous with respect to the weak operator topology.

Proof. Suppose {yα} is a net inM converging weakly to y. Take a set of orthogonal projections {pk} ⊂
nTr with

∑
pk = 1. Then for z ∈ nTr with ||z||2 ≤ 1 one has | < yαp̂k, ẑ > | ≤ ||yαpk||2 and hence

| < yp̂k, ẑ > | = lim | < yαp̂k, ẑ > | ≤ lim inf
α

||yαpk||2
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so that
||ypk||2 = sup{| < yp̂k, ẑ > | : z ∈ nTr, ||z||2 ≤ 1} ≤ lim inf ||yαpk||2.

Finally, using Fatou’s lemma for the second inequality,

||y||22 =
∑

k

||ypk||22 ≤
∑

k

lim inf
α

||yαpk||22 ≤ lim inf
α

∑

k

||yαpk||22 = lim inf
α

||yα||22.

�

Remark 6.10. The fact that ||y||22 =
∑

k ||ypk||22 even if y /∈ nTr is established as follows. Let qN =∑N
k=1 pk and note that qN ր 1. Hence yqNy

∗ ր yy∗ and so Tr(qNy
∗yqN) = Tr(yqNy

∗) ր Tr(yy∗) =
||y||22 (even though qNy∗yqN may not be increasing). Finally, y∗yqN ∈ nTr andTr(qNy

∗yqN) = Tr(y∗yqN) =∑N
k=1 Tr(y

∗ypk) =
∑N

k=1 ||ypk||22.
The next lemma follows exactly the line of proof in Popa [26] 2.3.

Proposition 6.11. LetN be a von Neumann subalgebra of a semi�nite von Neumann algebraM equipped
with a n.f.s. trace Tr. Let U(N) denote the unitary group of N . Let x ∈ nTr and let K0 = {∑n

i=1 λivixv
∗
i :

λi ∈ [0,∞],
∑
λi = 1, vi ∈ U(N)}. Then N ′ ∩ nTr ∩K0 6= ∅, where K0 denotes the weak closure ofK0.

Proof. Let K = K0. Observe that for vi ∈ U(N) and λi ∈ [0,∞] such that
∑
λi = 1, we have

||∑n
i=1 λivixv

∗
i || ≤

∑n
i=1 λi||vixv∗i || =

∑n
i=1 λi||x|| = ||x||. Hence K ⊂ B(0, ||x||) (||y|| = sup{| <

yξ, η > | : ξ, η ∈ (H)1}, so if yα → y and ||yα|| ≤ r for all α then ||y|| ≤ r).
Since K is bounded and weakly closed it is weakly compact. Let ω = infK ||y||2 (note that ω < ∞

since x ∈ K). Take yn ∈ K such that ||yn||2 → ω. Since K is weakly compact there exists a weakly
convergent subsequence. Hence we may assume that {yn} is weakly convergent. Let y = lim yn.

Since ||·||2 is lower semi-continuous for theweak operator topologywe haveω ≤ ||y||2 ≤ lim inf ||yn||2 =
ω and hence ||y||2 = ω.

Since K is convex y is the unique element of K such that ||y||2 = ω, for if ||y||2 = ||z||2 = ω then
1
2
(y + z) ∈ K so

ω2 ≤ 1

4
||y + z||2 = 1

2
ω2 +

1

2
Re < y, z >≤ 1

2
ω2 +

1

2
||y||2||z||2 = ω2

with equality i� y = z.
Finally, note that for all v ∈ U(N) we have vyv∗ ∈ K and ||vyv∗||2 = ||y||2 so that vyv∗ = y. Hence

y ∈ N ′ ∩M , and since ||y||2 = ω <∞, y ∈ nTr. �

Corollary 6.12. Let N be a von Neumann subalgebra of a semi�nite von Neumann algebraM equipped
with a n.f.s. trace Tr and suppose that x ∈ M and ||uxu∗ − x||2 ≤ δ for all u ∈ U(N). Then there exists
y ∈ N ′ ∩M with ||x− y||2 ≤ δ.

Proof. Let vi ∈ U(N) and let λi ∈ [0, 1] such that
∑
λi = 1. Then

||
∑

λivixv
∗
i − x||2 = ||

∑
λi(vixv

∗
i − x)||2 ≤

∑
λi||vixv∗i − x||2 ≤

∑
λiδ = δ

So ||x − z||2 ≤ δ for all z ∈ K0. By the previous lemma there exists y ∈ N ′ ∩M and {yn} in K0 with
yn → y weakly. Thus x− yn → x− y weakly and by the lower semi-continuity of || · ||2

||x− y||2 ≤ lim inf ||x− yn||2 ≤ δ.

�

Theorem 6.13. Let N be a von Neumann subalgebra of a semi�nite von Neumann algebra M equipped
with a n.f.s. trace Tr. Then
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(i) N ′ ∩ L2(M) = N ′ ∩ nTr.

(ii) (N ′ ∩ L2(M))
⊥
is the (span of) the commutators in L2(M). Hence

L2(M) = N ′ ∩ nTr ⊕ [nTr, N ].

Proof. (i) Clearly N ′ ∩ nTr ⊆ N ′ ∩ L2(M). Let ξ ∈ N ′ ∩ L2(M). Take {xm} in nTr with x̂m → ξ in
|| · ||2. Then for all u ∈ U(N)

||uxmu∗ − xm||2 = ||uxm − xmu||2 = ||u(xm − ξ)− (xm − ξ)u||2
≤ ||u(xm − ξ)||2 + ||(xm − ξ)u||2 = 2||xm − ξ||2

By Corollary 6.12 there are ym ∈ N ′∩nTr with ||xm− ym|| ≤ 2||xm− ξ||2 and thus ||ym− ξ||2 ≤
4||xm − ξ||2 → 0. Thus ξ ∈ N ′ ∩ N , so N ′ ∩ L2(M) = N ′ ∩ nTr.

(ii) Simply note that < ξ, nm̂− m̂n >=< n∗ξ − ξn∗, m̂ >, so ξ ∈ N ′ ∩ L2(M) i� ξ ⊥ [N, N ].
�

Corollary 6.14. IfN ⊂M is a �nite index II1 subfactor then theN -central vectors in L2(Mk) are precisely
N ′ ∩Mk.

Proof. nTr =Mk and N
′ ∩Mk is �nite dimensional so N ′ ∩Mk = N ′ ∩Mk. �

Corollary 6.15. Let x ∈ nTr and let K0 = {∑n
i=1 λivixv

∗
i : λi ∈ [0,∞],

∑
λi = 1, vi ∈ U(N)}. Then

PN ′∩L2(M)(x) is in the strong closure ofK0.

Proof. We will show that the element y ∈ N ′ ∩ nTr ∩K0 whose existence is guaranteed by Prop 6.11 is
PN ′∩L2(M)(x). SinceK0 is convex its weak and strong closures coincide.

Note that for all z ∈ N ′ ∩ nTr,
n∑

i=1

〈λivixv∗i , z〉 =
n∑

i=1

λi 〈x, v∗i zvi〉 =
n∑

i=1

λi 〈x, z〉 = 〈x, z〉 .

Take yα in K0 such that yα → y weakly. Then for all z1, z2 ∈ N ′ ∩ nTr

〈y, z1z∗2〉 = 〈yẑ2, ẑ1〉 = lim
α

〈yαẑ2, ẑ1〉 = lim
α

〈yα, z1z∗2〉 = 〈x, z1z∗2〉 .

Since {z1z∗2 : zi ∈ N ′ ∩ nTr} is dense in N ′ ∩ L2(M), y = PN ′∩L2(M)(x).

The density of {z1z∗2 : zi ∈ N ′ ∩ nTr} in N ′ ∩ nTr can be seen as follows. By Takesaki [32], Chapter
V, Lemma 2.13, there exists a maximal central projection p of N ′ ∩ M such that Tr is semi�nite on
p(N ′ ∩M) and Tr = ∞ on [(1 − p)(N ′ ∩M)]+\{0}. Let A = p(N ′ ∩M). Then nTrA = N ′ ∩ nTr and

L2(A) = N ′ ∩ nTr. By Tomita-Takesaki theory applied to (A,Tr) we see that {z1z∗2 : zi ∈ nTrA} is dense
in L2(A). �

Subsection 6.3. Rotations.

De�nition 6.16. 1. Let B be a MN -basis. If
∑

b∈B Rb∗ (Lb∗)
∗ x̂ converges for all x ∈ N ′ ∩ nTrk and

extends to a bounded operator from N ′ ∩ L2(Mk) to L2(Mk) we de�ne ρ
B
k to be this extension.

2. Let Pc = PN ′∩L2(Mk). If(
x1 ⊗

N
x2 ⊗

N
· · · ⊗

N
xk+1

)
7→ Pc

(
x2 ⊗

N
x3 ⊗

N
· · · ⊗

N
xk+1 ⊗

N
x1

)

extends to a bounded operator on all L2(Mk) we de�ne ρ̃k to be this extension.
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Theorem 6.17. If ρBk and ρBk both exist then ρBk = ρBk .
If ρ̃k exists then for any orthonormal basis B, ρBk exists. If ρBk exists for some B then ρ̃k exists. In this

case both operators mapN ′∩L2(Mk) ontoN ′∩L2(Mk). Restricted toN ′∩L2(Mk) both are periodic (with
period k + 1) and

(
ρBk
)∗

= (ρ̃k)
−1.

Proof. 1. If ρBk exists then, as in the �nite index case of Section 3, for x ∈ N ′∩nTrk and y = y1⊗
N
· · ·⊗

N
yk+1,

〈
ρBk (x), y

〉
=
∑

b

〈x, Lb∗ (Rb∗)
∗ y〉

=
∑

b

〈
x, b∗ ⊗

N
y1 ⊗

N
· · · ⊗

N
ykEN(yk+1b)

〉

=
∑

b

〈
xEN(yk+1b)

∗, b∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉

=
∑

b

〈
EN(yk+1b)

∗x, b∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉

=
∑

b

〈
x,EN(yk+1b)b

∗ ⊗
N
y1 ⊗

N
· · · ⊗

N
yk

〉

=

〈
x, yk+1 ⊗

N
y1 ⊗

N
· · · ⊗

N
yk

〉
.(14)

Hence ρBk (x) is independent of the basis used. Note that for u ∈ U(N)

∑

b∈B

R(ub)∗
(
L(ub)∗

)∗
x̂ =

∑

b∈B

Rb∗u∗ (Lb∗u∗)∗ x̂

=
∑

b∈B

Rb∗u∗u (Lb∗)
∗ x̂

=
∑

b∈B

uRb∗u∗ (Lb∗)
∗ x̂

=
∑

b∈B

u (Rb∗ (Lb∗)
∗ x̂) · u∗

= u(ρk(x̂)) · u∗.

So if ρBk exists then ρuBk exists and uρBk (x̂)u
∗ = ρuBk (x̂) = ρBk (x̂). Thus ρBk (x̂) ∈ N ′ ∩ L2(Mk).

From (14),
(
ρBk
)k+1

= id.

In addition Pc (y2 ⊗N · · · ⊗N yk+1 ⊗N y1) =
((
ρBk
)k
Pc

)∗
ŷ, so that ρ̃k exists. On N ′ ∩ L2(Mk),

ρ̃k =
((
ρBk
)−1
)∗
. Hence (ρ̃k)

k+1 = id and
(
ρBk
)∗

= ρ̃−1
k .

2. If ρ̃k exists then let σk = (PcJkρ̃kJkPc)
∗. Take an orthonormal basis {b} = {bi}. Then, reversing the

argument in (14), for ξ ∈ N ′ ∩ L2(Mk),

(15) 〈σk(ξ), y〉 =
∑

b

〈Rb∗ (Lb∗)
∗ ξ, y〉 ,
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Let η = σk(ξ). Note that ηi
def
= Rb∗i

(
Lb∗i

)∗
ξ are pairwise orthogonal. For y = y1 ⊗N · · · yk ⊗N b∗i the

sum in (15) only has one term, so the equality extends by continuity to all Rb∗i
ζ (ζ ∈ L2(Mk−1)) and

in particular to ηi. Thus 〈η, ηi〉 = 〈ηi, ηi〉 and so

K∑

i=1

||ηi||2 =
〈
η,

K∑

i=1

ηi

〉
≤ ||η||

∣∣∣∣∣

∣∣∣∣∣
K∑

i=1

ηi

∣∣∣∣∣

∣∣∣∣∣ = ||η||
(

K∑

i=1

||ηi||2
)1/2

which yields
(

K∑

i=1

||ηi||2
)1/2

≤ ||η||.

Hence
∑K

i=1 ||ηi||2 is bounded, so
∑K

i=1 ηi converges and by (15) converges to η. Hence ρBk exists.
�

Remark 6.18. In Corollary 6.23 we will see that if ρBk exists for some basis B then it exists for all bases
and we will then drop the reference to B and use the notation ρk.

Subsection 6.4. Rotations and extremality. We prove that approximate extremality is necessary and
su�cient for the rotations to exist.

Proposition 6.19. (i) If N ⊂ M is approximately extremal then ρBk exists for all bases B and for all
k ≥ 0. In this case we will use the notation ρk.

(ii) If N ⊂M is extremal then in addition to (i) ρk is a unitary operator on N ′ ∩ L2(Mk). Hence ρk = ρ̃k.

Lemma 6.20. (i) L1 (L1)
∗ = e1.

(ii) Jie1Ji = e2i+1.
(iii) For x ∈ (M ′ ∩Mk)+, e1xe1 = TM ′

M ′

1

(x)e1.

Proof. (i) With the usual notations established in the proof of Prop 5.12,

e1

(
a1 ⊗

N
· · · ⊗

N
ai+1

)
̂ = e1

(
A1 ⊗

M
· · · ⊗

M
Ai

)
̂

=

(
(e1A1)⊗

M
· · · ⊗

M
Ai

)
̂

=

(
(EN(a1)e1w1)⊗

M
A2 ⊗

M
· · · ⊗

M
Ai

)
̂

=

(
EN(a1)⊗

N
a2 ⊗

N
· · · ⊗

N
ai+1

)
̂(16)

= L1

(
EN(a1)a2 ⊗

N
a3 ⊗

N
· · · ⊗

N
ai+1

)
̂

= L1 (L
∗
1La1)

(
a2 ⊗

N
a3 ⊗

N
· · · ⊗

N
ai+1

)
̂

= L1L
∗
1

(
a1 ⊗

N
a2 ⊗

N
· · · ⊗

N
ai+1

)
̂ .
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(ii) From (16), Jie1Ji (a1 ⊗N · · · ⊗N ai+1)̂ = (a1 ⊗N · · · ⊗N ai ⊗N EN(ai+1))̂ . Let ι : L2(M2i−1) →
L2(M2i) be the inclusion map. From the de�nition of π2i+1

i ,
[
π2i+1
i (e2i+1)

(
a1 ⊗

N
· · · ⊗

N
ai+1

)
̂
]
⊗
N

(
b1 ⊗

N
· · · ⊗

N
bi

)
̂

= e2i+1

(
a1 ⊗

N
· · · ⊗

N
ai+1 ⊗

N
b1 ⊗

N
· · · ⊗

N
bi

)
̂

= ι

(
EM2i−1

(
a1 ⊗

N
· · · ⊗

N
ai+1 ⊗

N
b1 ⊗

N
· · · ⊗

N
bi

))
̂

= ι

(
a1 ⊗

N
· · · ⊗

N
aiEN(ai+1)⊗

N
b1 ⊗

N
· · · ⊗

N
bi

)
̂

=

(
a1 ⊗

N
· · · ⊗

N
aiEN(ai+1)⊗

N
1⊗

N
b1 ⊗

N
· · · ⊗

N
bi

)
̂

=

[
e1

(
a1 ⊗

N
· · · ⊗

N
ai+1

)
̂
]
⊗
N

(
b1 ⊗

N
· · · ⊗

N
bi

)
̂ .

(iii) For x ∈ (M ′ ∩Mk)+,

e1xe1 = Jie2i+1JixJie2i+1Ji = JiEM2i−1
(JixJi) e2i+1Ji = TM ′

M ′

1
(x)e1.

�

Proof of Prop 6.19.

(i) First consider k = 2l + 1. Then, for x ∈ N ′ ∩ nTrk ,∣∣∣∣∣

∣∣∣∣∣
s∑

i=r

Rb∗i

(
Lb∗i

)∗
x

∣∣∣∣∣

∣∣∣∣∣

2

=
s∑

i=r

s∑

j=r

〈(
Rb∗j

)∗
Rb∗i

(
Lb∗i

)∗
x,
(
Lb∗j

)∗
x
〉

=
s∑

i=r

s∑

j=r

〈((
Lb∗i

)∗
x
)
· EN(b

∗
i bj),

(
Lb∗j

)∗
x
〉

≤
s∑

i=r

〈(
Lb∗i

)∗
x,
(
Lb∗j

)∗
x
〉
,

because [EN(b
∗
i bj)]i,j=r,...,s ∈ Ms−r+1(N) is dominated by 1 = δi,j (basically because the in�nite

matrix [EN(b
∗
i bj)] is a projection). Hence

∣∣∣∣∣

∣∣∣∣∣
s∑

i=r

Rb∗i

(
Lb∗i

)∗
x

∣∣∣∣∣

∣∣∣∣∣

2

≤
s∑

i=r

||
(
Lb∗i

)∗
x||2

=
s∑

i=r

|| (b∗iL1)
∗ x||2

=
s∑

i=r

〈L1 (L1)
∗ bix, bix〉

=
s∑

i=r

〈e1bix, bix〉 by Lemma 6.20
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=
s∑

i=r

Trk (e1bixx
∗b∗i e1) .

∑s
i=1 bixx

∗b∗i ր TN ′

M ′(xx∗) and hence
∑s

i=1 e1bixx
∗b∗i e1 ր EM ′

M ′

1

(
TN ′

M ′(xx∗)
)
e1, by Lemma 6.20.

Thus,

s∑

i=1

Trk (e1bixx
∗b∗i e1) ր Trk

(
e1T

N ′

M ′

1
(xx∗)

)

≤ CTr′k

(
e1T

N ′

M ′

1
(xx∗)

)

= CTr2l+1

(
jl

(
e1T

N ′

M ′

1
(xx∗)

))

= CTr2l+1

(
jl

(
TN ′

M ′

1
(xx∗)

)
e2l+1

)
by Lemma 6.20

= CTr2l−1

(
jl

(
TN ′

M ′

1
(xx∗)

))
by Lemma 6.7

= CTrM ′

1
∩B(L2(Ml))

(
TN ′

M ′

1
(xx∗)

)
by Corollary 5.25

= CTrN ′∩B(L2(Ml))(xx
∗)

= CTr′k(xx
∗)

≤ C2Trk(xx
∗)

= C2||x||22.(17)

Hence
∑s

i=r Trk (e1bixx
∗b∗i e1) → 0 and so {∑s

i=1Rb∗i

(
Lb∗i

)∗
x̂} is Cauchy and hence converges. In

addition ||∑∞

i=1Rb∗i

(
Lb∗i

)∗
x̂|| ≤ C||x̂||, so that ρBk exists and ||ρBk || ≤ C .

For k = 2l we begin as above. For x ∈ N ′ ∩ nTrk ,

∣∣∣∣∣

∣∣∣∣∣
s∑

i=r

Rb∗i

(
Lb∗i

)∗
x

∣∣∣∣∣

∣∣∣∣∣

2

≤
s∑

i=r

Trk (e1bixx
∗b∗i e1) .

By (17) and Lemma 6.7,

s∑

i=1

Trk (e1bixx
∗b∗i e1) =

s∑

i=1

Trk (e1bixe2l+1x
∗b∗i e1)

≤ C2Tr2l+1 (e2l+1xx
∗e2l+1)

= C2Tr2l(xx
∗),

and the remainder of the argument proceeds exactly as in the k = 2l + 1 case.
(ii) If N ⊂ M is extremal then C = 1 so that ||ρk|| ≤ 1. As ρk is periodic this implies that ρk is a

unitary operator.

�

In order to establish the converse result we connect ρk to J · J .
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Proposition 6.21. (i) If either ρB2k−1 exists or ρ
B
2k exists then σ : L2(M2k−1) → N ′ ∩L2(M2k−1) de�ned

by

y1 ⊗
N
· · · ⊗

N
y2k 7→ Pc

(
yk+1 ⊗

N
yk+2 ⊗

N
· · · ⊗

N
y2k ⊗

N
y1 ⊗

N
y2 ⊗

N
· · · ⊗

N
yk

)
,

exists (extends to a bounded operator, also denoted σ).
(ii) In that case let µ =

(
σ|N ′∩L2(M2k−1)

)∗
. Then µ

(
N ′ ∩ nTr2k−1

)
= N ′ ∩ nTr2k−1

and

µ(x) = Jk−1x
∗Jk−1 for x ∈ N ′ ∩ nTr2k−1

Proof. (i) If ρB2k−1 exists then by (14) in the proof of Theorem 6.17, σ =
(
ρk2k−1 ◦ Pc

)∗
. If ρ2k exists then,

for x ∈ N ′ ∩ nTr2k−1
and y =

∑
i y

(i)
1 ⊗N · · · ⊗N y

(i)
2k ,

〈
x,
∑

i

Pc

(
y
(i)
k+1 ⊗

N
· · · ⊗

N
y
(i)
2k ⊗

N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
k

)〉

L2(M2k−1)

=

〈
x,
∑

i

y
(i)
k+1 ⊗

N
· · · ⊗

N
y
(i)
2k ⊗

N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
k

〉

L2(M2k−1)

=

〈
x,
∑

i

y
(i)
k+1 ⊗

N
· · · ⊗

N
y
(i)
2k ⊗

N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
k

〉

L2(M2k)

=

〈
x,
∑

i

y
(i)
k+1 ⊗

N
· · · ⊗

N
y
(i)
2k ⊗

N
1⊗

N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
k

〉

L2(M2k)

=

〈
ρk2k(x),

∑

i

1⊗
N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
2k

〉

=
〈
(L1)

∗ ρk2k(x), y
〉
.

Letting z =
∑

i Pc

(
y
(i)
k+1 ⊗

N
· · · ⊗

N
y
(i)
2k ⊗

N
y
(i)
1 ⊗

N
· · · ⊗

N
y
(i)
k

)
,

||z||2 = sup{| < x, z > | : x ∈ N ′ ∩ L2(M2k−1), ||x||2 = 1}
≤
∣∣∣∣(L1)

∗ ρk2k
∣∣∣∣ ||y||2

≤ ||ρ2k||k ||y||2.

Hence σ exists.
(ii) We proceed in four steps:

(1) For y ∈ nTr2k−1
and for ξ, η ∈ L2(Mk−1) satisfying either ξ ∈ D(L2(Mk−1)N) or η ∈ D(L2(Mk−1)N),

we have
〈
ŷ, ξ ⊗

N
Jk−1η

〉

L2(M2k−1)

= 〈yη, ξ〉L2(Mk−1)
.



2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones’ 60th birthday

Page 107

This is easily established by �rst taking both ξ, η ∈ D(L2(Mk−1)N), and the general result then
follows by continuity. Using Lemma 5.1,

〈
ŷ, ξ ⊗

N
Jk−1η

〉

L2(M2k−1)

= 〈y, L(ξ)L(η)∗〉L2(M2k−1)

= Tr2k−1 (yL(η)L(ξ)
∗)

= Tr2k−1 (L(yη)L(ξ)
∗)

= 〈yη, ξ〉 .
(2) For y ∈ N ′ ∩ nTr2k−1

satisfying Jk−1y
∗Jk−1 ∈ nTr2k−1

we have

µ(ŷ) = Jk−1y
∗Jk−1.

To prove this �rst note that for ξ ∈ N ′ ∩ L2(M2k−1) and η, ζ ∈ D(L2(Mk−1)N) or η, ζ ∈
D(NL

2(Mk−1)), 〈
µ(ξ), η ⊗

N
ζ

〉
=

〈
ξ, ζ ⊗

N
η

〉
.

The result is true for η = â, ζ = b̂, where a, b ∈ M̃k−1 and the general result follows by density.
Now, using the result from (1),

〈
Jk−1y

∗Jk−1, η ⊗
N
ζ

〉

2k−1

= 〈Jk−1y
∗Jk−1Jk−1ζ, η〉k−1

= 〈Jk−1η, y
∗ζ〉k−1

= 〈yJk−1η, ζ〉k−1

=

〈
y, ζ ⊗

N
η

〉

2k−1

=

〈
µ(ŷ), η ⊗

N
ζ

〉

2k−1

.

Hence Jk−1y
∗Jk−1 = µ(ŷ).

(3) Let p be the maximal central projection in N ′ ∩M2k−1 such that Tr2k−1 is semi�nite on p(N ′ ∩
M2k−1). Let A = p(N ′ ∩M2k−1). We will show that if x ∈ N ′ ∩ nTr2k−1

then ξ = µ(x̂) is a
bounded vector in A (i.e. in D(L2(A)A)) and hence an element of A.
Let a ∈ N ′ ∩ nTr2k−1

and let y = Jk−1a
∗Jk−1x. Note that y satis�es the conditions of (2). Now,

with all supremums taken over
∑
ηi ⊗N ζi such that ||∑ ηi ⊗N ζi|| = 1, we have:

||ξa|| = sup

∣∣∣∣
〈
ξa,
∑

ηi ⊗
N
ζi

〉∣∣∣∣

= sup

∣∣∣∣
∑〈

ξ, J2k−1aJ2k−1ηi ⊗
N
ζi

〉∣∣∣∣

= sup

∣∣∣∣
∑〈

ξ, J2k−1

(
aJk−1ζi ⊗

N
Jk−1ηi

)〉∣∣∣∣

= sup

∣∣∣∣
∑〈

ξ, J2k−1

(
(aJk−1ζi)⊗

N
Jk−1ηi

)〉∣∣∣∣

= sup

∣∣∣∣
∑〈

ξ, ηi ⊗
N
Jk−1aJk−1ζi

〉∣∣∣∣
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= sup

∣∣∣∣
∑〈

x, Jk−1aJk−1ζi ⊗
N
ηi

〉∣∣∣∣

= sup

∣∣∣∣
∑〈

Jk−1a
∗Jk−1x, ζi ⊗

N
ηi

〉∣∣∣∣

= sup

∣∣∣∣
∑〈

y, σ

(
ηi ⊗

N
ζi

)〉∣∣∣∣

= sup

∣∣∣∣
∑〈

µ(y), ηi ⊗
N
ζi

〉∣∣∣∣
= ||µ(y)||L2(M2k−1)

= ||Jk−1y
∗Jk−1||2

= ||a∗Jk−1xJk−1||2
≤ ||a||2||x||.

Hence ξ is a bounded vector and thus an element of A.
(4) Finally, let z ∈ N ′ ∩ nTr2k−1

such that µ(x̂) = ẑ. Then z = Jk−1x
∗Jk−1 because

〈Jk−1x
∗Jk−1η, ζ〉 = 〈xJk−1ζ, Jk−1η〉

=

〈
x, Jk−1η ⊗

N
ζ

〉

=

〈
µ(x), ζ ⊗

N
Jk−1η

〉

=

〈
z, ζ ⊗

N
Jk−1η

〉

=< zη, ζ > .

�

Proposition 6.22. (i) If ρBi exists then N ⊂M is approximately extremal.
(ii) If ρBi exists and is a unitary operator then N ⊂M is extremal.

Proof. (i) Let j be the largest odd number with j ≤ i. By Prop 6.21 there exists µ : N ′ ∩ L2(Mj) →
N ′ ∩ L2(Mj) with ||µ|| ≤ ||ρi||k (where j = 2k − 1) and µ(x) = Jk−1x

∗Jk−1 for x ∈ N ′ ∩ nTrj .

We �rst show that Tr′j ≤ ||µ||2Trj . Take x ∈ N ′ ∩ Mj . If Trj(x
∗x) = ∞ then we are done.

Otherwise x ∈ nTrj and

Tr′j(x
8x) = Trj (Jk−1x

∗Jk−1Jk−1xJk−1)

= Trj(µ(x)µ(x)
∗)

≤ ||µ||2||x||22
= ||µ||2Trj(x∗x).

Finally, Trj = Tr′j (Jk−1 · Jk−1) ≤ ||µ||2Trj (Jk−1 · Jk−1) = ||µ||2Tr′j .
(ii) If ρi is unitary then ||µ|| ≤ 1 so that Trj ≤ Tr′j ≤ Trj and hence Trj = Tr′j .

�

Corollary 6.23. If there exists a basis B such that ρBk exists then for any basis B, ρBk exists and is indepen-
dent of the basis used. Hence we will use ρk to denote ρBk .
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Proof. Suppose ρBk exists. By Prop 6.22 the subfactor is approximately extremal. By Prop 6.19 ρBk exists

for any basis B. By Theorem 6.17 ρk is independent of the basis used. �

The results of Sections 6.1 through 6.4 can be summarized as follows.

Theorem 6.24. (i) The following are equivalent:
• N ⊂M is approximately extremal;
• Tr′2i+1 ∼ Tr2i+1 for all i ≥ 0;
• Tr′2i+1 ∼ Tr2i+1 for some i ≥ 0;
• ρk exists for all k ≥ 0;
• ρk exists for some k ≥ 1;
• ρ̃k exists for all k ≥ 0;
• ρ̃k exists for some k ≥ 1.

(ii) The following are equivalent:
• N ⊂M is extremal;
• Tr′2i+1 = Tr2i+1 for all i ≥ 0;
• Tr′2i+1 = Tr2i+1 for some i ≥ 0;
• ρk (or ρ̃k) exists for all k ≥ 0 and is unitary
• ρk (or ρ̃k) exists for all k ≥ 0 and ρ = ρ̃;
• ρk (or ρ̃k) exists for some k ≥ 1 and is unitary
• ρk (or ρ̃k) exists for some k ≥ 1 and ρ = ρ̃;

Section 7. A II1 Subfactor With Type III Component in a Relative Commutant

Here we construct an in�nite index type II1 subfactor N ⊂ M such that N ′ ∩ M1 has a type III
central summand.

Subsection 7.1. Outline. Let F∞ denote the free group on in�nitely many generators. We take a suit-
ably chosen type III factor representation w : F∞ → U(H0) on a separable Hilbert space H0. By
tensoring this representation with the trivial representation on l2(N) we may assume that if wγ is a
Hilbert-Schmidt perturbation of the identity then wγ must be the identity.

The corresponding Bogoliubov automorphisms of the canonical anti-commutation relation algebra
A = CAR(H0) provide an action of F∞ on A. This action passes to an action α on the hyper�nite II1
factor R = π(A)′′ obtained via the GNS representation π onH = L2(A, tr).

We conclude fromBlattner’s Theorem, characterizing inner Bogoliubov automorphisms, that for each
γ ∈ F∞ either αγ is outer or αγ = id.

Now we construct M = R ⋊α F∞ and N = C ⋊α F∞
∼= vN(F∞), the von Neumann algebra of

the left regular representation of F∞. We show thatM is a II1 factor and that the basic construction for
N ⊂M yieldsM1 = B(H)⋊α F∞

∼= B(H)⊗ vN(F∞), a II∞ factor.

We show that by virtue of our choice of representation w we have N ′ ∩M1 = B(H)F∞ and �nally

we show that B(H)F∞ , while not a factor, has a type III central summand.

Subsection 7.2. Preliminary results. We will use the following basic facts about von Neumann alge-
bras:

Lemma 7.1. Let S be a von Neumann algebra with separable predual. Then there exists a countable set
Λ ⊂ U(S) such that Λ′′ = S.

Proof. Since S∗ has separable predual there exists a countable dense subset {φn} ⊂ (S∗)1. Now the
weak-∗ topology on (S)1 (recall S is the dual of S∗) is metrizable by d(x, y) =

∑
n∈N 2

−n|φn(x − y)|,
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x, y ∈ (S)1. The σ-weak topology on (S)1 coincides with the weak-∗ topology we have shown that (S)1,
so that (S)1 with the σ-weak topology is not only compact, but also metrizable, and hence separable.

Take {xi} σ-weakly dense in (S)1. Write each xi as a linear combination of four unitary operators
and let Λ be the set of all these unitary operators. Then Λ′′ = S. �

Lemma 7.2. Let Q be a von Neumann algebra, p ∈ Q such that pQ′ is a factor. Let z(p) denote the central
support of p. Then z(p)Q′ is also a factor.

Proof. Let q = z(p). If qQ′ is not a factor then there exist projections q1, q2 ∈ Z(qQ′) = qQ′ ∩ qQ =
qZ(Q) such that qi 6= 0 and q1 + q2 = q. Let pi = pqi ∈ pQ′ and note that pi = pqip ∈ pQp so
pi ∈ pQ′ ∩ pQp = pQ′ ∩ (pQ′)′ = Cp. Hence pi = 0 or pi = p. WLOG p1 = p and p2 = 0, but then
p ≤ q1 so q is not the central support of p. Hence qQ

′ is a factor. �

Subsubsection 7.2.1. CAR algebra and Bogoliubov automorphisms. LetH be a complex Hilbert space and
let F(H) = ⊕n≥0∧nH be the anti-symmetric Fock space ofH. The canonical anticommutation relation
algebraA = CAR(H) is the C∗-algebra generated by the creation and annihilation operators a(ξ), a∗(ξ)
(ξ ∈ H). A has a unique tracial state tr, namely the quasi-free state of covariance 1

2
. We have a repre-

sentation π of A on L2(A, tr) by left multiplication. It is well known that π(A)′′ = R the hyper�nite II1
factor.

Each unitary operator u ∈ U(H) gives rise to an automorphism of the CAR algebra via a(ξ) → a(uξ).
We call this the Bogoliubov automorphism induced by u and denote it Bog(u) : A→ A.

By uniqueness of the tracial state on A, any automorphism α of A de�nes a unitary operator W
on L2(A, tr) by Wx̂ = α(x) for x ∈ A. This unitary operator implements the automorphism α in the
representation π:

Wπ(x)W ∗ŷ = (α(xα−1(y)))̂ = (α(x)y)̂ = π(α(x))ŷ. The automorphism α can thus be extended to
an automorphism α̃ of R = π(A)′′ by α̃(x) = WxW ∗. For a Bogoliubov automorphism Bog(u) we will

also refer to (Bog(u))˜ as the Bogoliubov automorphism induced by u and denote it by αu.
A theorem of Blattner [5] characterizes the inner Bogoliubov automorphisms. The theorem is usually

stated in terms of real Hilbert spaces, so we will brie�y review the construction of the CAR algebra via
a real Hilbert space and the Cli�ord algebra over it. For full details see for example de la Harpe and
Plymen [7].

LetE be a real Hilbert space, Cl(E) the Cli�ord algebra of the quadratic form q(ξ) =< ξ|ξ >= ||ξ||2
and Cl(E)C = Cl(E)⊗R C its complexi�cation. Cl(E)C has a unique tracial “state” tr. The C∗-algebra
generated by the left representation of Cl(E)C on its Hilbert space completion is called the CAR algebra
over E. As before, the von Neumann algebra generated by Cl(E)C is the hyper�nite II1 factor R and
we have the following theorem:

Theorem 7.3 (Blattner [5]). Let v ∈ O(E), the orthogonal group of E. Then αv is inner i� either (i)
the eigenspace corresponding to eigenvalue −1 is even dimensional (or in�nite) and v is a Hilbert-Schmidt
perturbation of the identity; or (ii) the eigenspace corresponding to eigenvalue 1 is (�nite) odd dimensional
and −v is a Hilbert-Schmidt perturbation of the identity.

Given a complex Hilbert space H we may construct CAR(H) as the CAR algebra over E = HR

using the Cli�ord algebra approach – see [19] for details. When considered as an operator on HR, a
unitary operator u ∈ U(H) is clearly orthogonal. The eigenspaces of u are always even dimensional
(if uξ = λξ then u(iξ) = λ(iξ)) and if u = 1 + x for some x ∈ B(HR) then x must be C-linear since
both u and 1 are C-linear. If x is a Hilbert-Schmidt operator on HR then x is also a Hilbert-Schmidt
operator on H (if {ξn} is an orthonormal basis for H then {ξn} ∪ {iξ} is an orthonormal basis for HR

and ||x||2R−HS =
∑

(||xξn||2+||x(iξn)||2) = 2||x||2C−HS). Thus, in the case of Bogoliubov automorphisms



2014 Maui and 2015 Qinhuangdao conferences
in honour of Vaughan F. R. Jones’ 60th birthday

Page 111

on the CAR algebra of a complex Hilbert space H constructed via creation and annihilation operators
on anti-symmetric Fock space, Blattner’s Theorem may be stated as:

Theorem 7.4. LetH be a complex Hilbert space and u ∈ U(H). Then αu is inner i� u is a Hilbert-Schmidt
perturbation of the identity.

Subsection 7.3. The construction. Let F∞ =< an >∞
n=1 denote the free group on countably many

generators, with {an}∞n=1 a particular choice of generators. Fix a bijection φ : {an}∞n=1 → N × F∞. Let
p : N × F∞ → F∞ be projection onto the second component, p(n, γ) = γ, and let ϕ = p ◦ φ. Since F∞

is free, ϕ extends to a homomorphism ϕ : F∞ → F∞.
Let S be a type III factor acting on a separable Hilbert space H0. By Lemma 7.1 there exists a

countable subset {vn}∞n=1 of U(S) which is dense in the sense that it generates S as a von Neumann
algebra.

De�ne a homomorphism ψ : F∞ → U(H0) by letting ψ(an) = vn. Then de�ne a representation w
of F∞ onH0 by w = ψ ◦ φ. Note that w(F∞)′′ = {vn}′′ = S.

Let A = CAR(H0), R = π(A)′′ where π is the GNS representation of A on H = L2(A, tr) =
L2(R, tr). As we saw in section 7.2.1 each wγ induces a unitary operator Wγ on H and a Bogoliubov
automorphism of R which we will denote αγ(= αwγ

= Ad(Wγ)). Thus we have a representation W :
F∞ → H and an action αγ = Ad(Wγ) on B(H) which restricts to an action on R.

Replacing H0 and w with H0 ⊗ l2(N) and w ⊗ 1 respectively, we may assume that for each γ ∈
F∞ either wγ is the identity or wγ is not a Hilbert-Schmidt perturbation of the identity. By Blattner’s
Theorem, (7.4), αγ|R is either outer or trivial.

De�ne:

N = C⋊α F∞
∼= vN(F∞)

M = R⋊α F∞

M1 = B(H)⋊α F∞
∼= B(H)⊗ vN(F∞)

We will show that N ⊂M has all the desired properties stated in the introduction.

Lemma 7.5. M is a II1 factor.

Proof. Let x =
∑
xγuγ ∈ Z(M). Then for all y ∈ R we have

∑

γ

yxγuγ = yx = xy =
∑

γ

xγαγ(y)uγ

which yields yxγ = xγαγ(y) for all y ∈ R and all γ ∈ F∞. Now, recall that either αγ is outer, in which
case xγ = 0 since an outer action on a factor is automatically free, or αγ = id in which case xγ ∈ Z(R) =
C. Thus every xγ is a scalar and so x ∈ N . But since x ∈ Z(M) we have x ∈ N ∩M ′ ⊆ N ∩ N ′ = C.

Thus M is a factor. M is in�nite dimensional and has trace tr
(∑

γ xγuγ

)
= trR (xe), so M is a II1

factor. �

Lemma 7.6. N ⊂M ⊂M1 is a basic construction.

Proof. In essence this is true becauseC ⊂ R ⊂ B(H) = B(L2(R, tr)) is a basic construction (JR(C1)
′JR =

B(L2(R))). Let e1 be the Jones projection for C ⊂ R and note that this is just the extension of trR to
L2(R).

Note that L2(M) ∼= L2(R)⊗ l2(F∞) via U :
(∑

γ xγuγ

)
̂ 7→∑

x̂γ ⊗ δγ and UL
2(N) = C⊗ l2(F∞),

so e1 = e1 ⊗ 1.
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Let π = U · U∗ be the representation ofM on L2(R) ⊗ l2(F∞) = H ⊗ l2(F∞). π(x) = x ⊗ id for
x ∈ R and π (uγ) = wγ ⊗ λγ where λ is the left regular representation. M1 is given by

M1 = (π(M) ∪ {e1})′′ =
(
(π(R) ∪ {e1})′′ ∪ {π(uγ)}

)′′

and

(π(R) ∪ {e1})′′ = ((R⊗ C) ∪ {e1 ⊗ id})′′

= (R ∪ {e1})′′ ⊗ C

= B(L2(R))⊗ C.

Finally, for x ∈ B(L2(R)) = B(H), π(uγ)(x ⊗ 1)π(uγ)
∗ = wγxw

∗
γ ⊗ 1 = αγ(x) ⊗ 1. Thus M1 =

B(H)⋊α F∞ and every element ofM1 can be written as
∑

γ (xγ ⊗ 1) π(uγ). �

Lemma 7.7. N ′ ∩M1 = B(H)F∞ = W (F∞)′.

Proof. Suppose x =
∑
xγuγ ∈ N ′ ∩M1, xγ ∈ B(H). Then for all ρ ∈ F∞ we have

∑
xγuγ = x = uρxu

−1
ρ =

∑
αρ(xγ)uργρ−1 =

∑
αρ(xρ−1γρ)uγ

which yields αρ(xρ−1γρ) = xγ for all γ, ρ ∈ F∞. We can rewrite this as

(18) xρ−1γρ = αρ−1(xγ) ∀γ, ρ ∈ F∞

In other words, the matrix entries of x are constant on conjugacy classes modulo a twist by the action
of F∞.

Now suppose that there exists γ0 6= e (e the identity element of F∞) such that xγ0 6= 0, say γ0 =
a±1
m1
. . . a±1

m2
in reduced form. Recall that φ : {an}∞n=1 → N × F∞ is a bijection. Choose in�nitely many

distinct positive integers {ni}i∈N such that ni /∈ {m1,m2} and ϕ(ani
) = ϕ(γ0). Then the elements

γi = ani
γ0a

−1
ni

are all distinct and

wγi = ψ(ϕ(ani
γ0a

−1
ni
)) = ψ(ϕ(γ0)ϕ(γ0)ϕ(γ0)

−1) = ψ(ϕ(γ0)) = wγ0

Hence αγi = αγ0 .
Now take ξ ∈ H such that α−2

γ0
(xγ0)ξ 6= 0. Consider ξ ⊗ χe ∈ H ⊗ l2(F∞). Noting that γ−1

i γ0γi are
all distinct, we have:

x(ξ ⊗ χe) = (
∑

xγuγ)(ξ ⊗ χe)

=
∑

αγ−1(xγ)ξ ⊗ χγ

⇒ ||x(ξ ⊗ χe)||2 =
∑

||αγ−1(xγ)ξ||2

≥
∑

i

||αγ−1

i γ−1

0
γi
(xγ−1

i γ0γi
)ξ||2

=
∑

i

||αγ−1

0
(αγ−1

i
(xγ0))ξ||2 (from 18)

=
∑

i

||α−2
γ0
(xγ0)ξ||2

= ∞
We conclude that x = xe ∈ B(H). Now [x, uρ] = 0 i� αρ(x) = x, so N ′ ∩ M1 = B(H)F∞ =

W (F∞)′. �

Lemma 7.8. N ′ ∩M1 = W (F∞)′ has a central summand which is a type III factor.
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Proof. Let Q = W (F∞)′. There is a canonical embedding ι : H0 →֒ H = L2 (CAR (H0)) given by

ι(ξ) =
√
2a(ξ) (one has

〈√
2a(ξ),

√
2a(η)

〉
= 2tr(a∗(ξ)a(η)) = 〈ξ, η〉 because tr is the quasi-free state

of covariance 1
2
). The action of F∞ commutes with ι so that ι(H0) is invariant underW (F∞). If p denotes

the orthogonal projection onto ι(H0) then p ∈ W (F∞)′ = Q.
Let q = z(p), the central support of p in Q. Then, using Lemma 7.2, qQ′ is also a factor and p ∈

(qQ′)′ = qQ, so qQ′ ∼= pqQ′ = pQ′ = pW (F∞)′′ = wγ
′′ = S the type III factor we started with. Hence

the central summand qQ = (qQ′)′ is also a type III factor. �

In summary:

Theorem 7.9. There exist in�nite index II1 subfactors N ⊂ M such that upon performing the basic con-
struction N ⊂M ⊂M1, the relative commutant N ′ ∩M1 has a type III central summand.
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