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1. Introduction and summary

Age and block replacement policies are commonly used to diminish in-
service failures. Unfortunately. for some items (say. those with decreasing failure
rate), use of these policies may actually increase the number of in-service failures.

In this paper we determine the largest classes of life distributions for which
age and block replacement diminishes, either stochastically or in expected value,
the number of failures in service. We obtain bounds on survival probability,
moment inequalities, and renewal quantity inequalities for distributions in these
classes. We show that under certain reliability operations on components in a
given class of life distributions (such as formation of systems, addition of life
lengths, and mixtures of distributions), life distributions are obtained which
remain within the class.
We consider items which perform a function that is to be continued over an

indefinite period of time. To make this possible, an item which fails while in
service is immediately replaced by a new item of the same kind.
Sometimes the interruption caused by an in-service failure is costly compared

with the item replacement cost. If it is possible to make a "planned" replacement
of an unfailed item, thus avoiding the high cost associated with a failure replace-
ment, then planned replacements provide a practical means for avoiding reliance
upon aged or worn items.

It has long been realized that for units with certain kinds of life distributions,
planned replacements actually increase the frequency of failures. A goal of this
paper is to identify the life distributions for which planned replacements are, or
are not, beneficial.
We assume that the life lengths of all items to be placed in service are inde-

pendent and have a common distribution F. Without further mention, we
assume that F(z) = 0 for z < 0, and we denote the survival function by
F_ 1 - F.

395



396 SIXTH BERKELEY SYMPOSIUM: MARSHALL AND PROSCHAN

The two planned replacement policies most commonly employed are age and
block replacement. Under an age replacement policy, a unit is replaced upon
failure or upon reaching a specified age T. whichever comes first. Under a block
replacement policy, a replacement is made whenever a failure occurs and
additionally at specified times T, 2T, 3T, - - Age replacement results in fewer
planned replacements, since replacements are planned according to a unit's age.
On the other hand, block replacement can be scheduled in advance, and perhaps
coordinated with the replacement of associated units.

Barlow and Proschan [3] have compared these replacement policies with
respect to the number of failures, the number of planned replacements, and the
total number of replacements by any time t. They reference several other
authors who have studied these replacement policies.
Barlow and Proschan assume that the distribution F has an increasing

failure rate. A distribution F is said to have an Increasing Failure Rate (IFR) if
log F is concave, that is, if for all x > 0. F(x + t)/F(t) is decreasing in t such
that t _ 0 and F(t) > 0. IfF has a density, this is equivalent to the condition that
for some versionf of the density, the failure rate r(t) = f(t)/F(t) is increasing in
t for which F(t) > 0.
We find two other classes of distributions important in the comparison of

replacement policies.
A distribution F (or survival function F) is said to be
(i) New Better than Used (NBU) if

(1.1 ) +F(x± y) . (x)F(y)
for all x. y . 0.

(ii) New Better than Used in Expectation (NBUE) if the mean , ofF is finite
and

(1.2) p _ { F(t + x) dx/F(t)
for all t _ 0 such that F(t) > 0. Notice that equation (1.1) can be interpreted
as saying that the chance F(x) that a new unit will survive to age x is greater
than the chance F(x + y)/F(y) that an unfailed unit of age y will survive an
additional time x. On the other hand, (1.2) says only that the expected life
length of a new unit is greater than the expected remaining life of a used but
unfailed unit.

Another class of distributions known to be important in reliability consists
of the distributions with an Increasing Failure Rate Average (IFRA). A distri-
bution F is said to be IFRA if -[log F(t)]/t is increasing in t > 0, or
equivalently, [P(s)]lIs > [F(t)]"t for 0 < s < t. Notice that if t is a multiple
of s, this inequality is also satisfied when F is NBU.
The chain of implications

(1.3) IFR => IFRA => NBU NBUE
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is readily established. To prove the last implication, one needs the fact that
NBU distributions have finite means (proved in Section 4).
Each of the above classes of distributions has a companion class defined by

reversing the inequality of the definition. Thus, we define Decreasing Failure
Rate (L)FR). Decreasing Failure Rate Average (DFRA), New Worse than Used
(NWU) and New Worse than Used in Expectation (NWUE). The corresponding
chain of implications

(1.4) D)FR => DFRA ' NWU

holds. IfF is NWU and if additionally it has a finite mean. then F is NWUE.
The classes NBU, NWU, NBUE and NWUE have received little attention

in the literature in spite of their intuitive appeal. Their importance in replace-
ment policy evaluation is demonstrated in Section 2. and their role in renewal
theory is discussed in Section 3. Some basic inequalities for the classes are
presented in Section 4, and the preservation of these classes under reliability
operations is the subject of Section 5.

2. Replacement policy comparisons

In this section we obtain some comparisons for age and block replacement
policies assuming that the underlying life distribution F belongs to an appro-
priate class. For these comparisons, we need the following notation:

N(t) = number of failures (renewals) in [0, t] for an ordinary renewal process,
with no planned replacements. This quantity records the number of failures in
[0. t] if replacements are made only upon failure.

NA(t. T) = number of failures in [0. t] under an age replacement policy
with replacement age T.

NB(t. T) = number of failures in [0. t] under a block replacement policy
with replacement interval T.

These quantities do not record planned replacements. but only replacements
due to an in-service failure. However, in-service failures are not recorded if they
should happen to coincide with a planned replacement.
We caution the reader on one point: contrary to what is sometimes assumed in

renewal theory (for example. by Feller, [8]. p. 346), these quantities do not
automatically count the origin as a renewal point (point of failure).

Y, = time of first failure when no planned replacements are made =
inf {t: N(t) _ 1}.

Yi = length of time between (i - 1)st and ith failure when no planned
replacements are made = inf {t: N(t) _ i} - inf {t: N(t) . i - 1}, i = 2. 3.
Similarly define

(2.1) Yi,A(T), Yi,B(T), i = 1, 2,

for the processes NA(t. T) and NB(t. T), respectively.
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In the following theorems and lemma, we give the proof of the first of two
parallel results. The second result in brackets in each case can be proved in the
same way but with all inequalities reversed. (The symbol _ will be used for
"stochastically less than.")

THEOREM 2 1 Yi < Yi,A(T) [Yi _ Yi,A(T)]for all T > O. i = 1. 2. F
St St

i.S NBU [NUt].
PROOF. Note that Yi and Yi,A(T) have distributions independent of i.

Clearly,

(2.2) P{Y1 > t} = F(t), P{Yl,A(T) > t} = [FY(T)]jF(t -jT)
for jT t < (j +1)T. j = O.1,,.

IfF is NBU. then F(t) _ [F(T)]j F(t -jT) by a repeated application of the
definition.

If P{Yj > t} . P{Yi A(T) > t} for all t, T, take T = max (x, y), t - T
min (x. y) to obtain F(x + y) . F(x)F(y). Q.E.D.
COROLLARY 2.1. N(t) _ NVA(t. T) [N(t) . NV(t. T)] for all t. T > O- F

St St

is NBU [NWU].
PROOF. If F is NBU, then since YI, Y2, Y3, are independent and

Y1 A. Y2, A are independent, it follows from Theorem 2.1 that

(2.3) P{N(t) _ n} = P{Y1 + ... + Y,, . t}

_ P{Y1,A(T) + * + Y.,A(T) < t} = P{NA(t. T) _ n}.
If N(t) _ NA(t. T) then

St

(2.4) P{Y1 > t} = P{N(t) = O} < P{NA(t, T) = O} = P{yl,A(T) > t},

and hence F is NBU by Theorem 2.1. Q.E.D.
THEOREM 2.2. pu = EYi < EYi A(T) [11 _ EYi A(T)] for all T > 0. i

1. 2. F i.sNBt E [NW-UE].
PROOF. It is sufficient to prove the theorem for i = 1. We compute

(2.5) EY1.A(T) = f P{Yl A(T) > t} dt

T2T ~~~~~~~~3T
= J F(t)dt + F(T) f F(t - T)dt + F2(T) J F(t-2T)dt +

0 Tf2T
rT

= J F(t) dt/F(T).

(See [II].) But IT F(t) dt/F(T) _ p for all T

(2.6) F(T) f F(t) dt = f F(t) dt - F(T) f F(t) dt _ f F(t) dt

for all T. that is. -- F is NBUE. Q.E.D.
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Because the process NB(t, T) has more dependencies than the process NA(t. T).
results for block replacement are not quite as easily obtained as for age
replacement. We require the following lemma which is of some independent
interest.
LEMMA 2.1. Let planned replacements occur at fixed time points 0 < t1 <

t2 < ... under Policy 1, and at these and the additional point to > 0 under
Policy 2. Let Ni(t) be the number of failures in [0, t] under Policy i, i = 1, 2.
Then N1(t) > N2(t) [NN1(t . N2(t)] for all t > 0 and all to. t1. t2. F

St St

is NBU [NWU].
PROOF. Suppose first that F is NBU. For t < to, N1(t) and N2(t) have the

same distribution. Next assume that to . t . tk where tk is the smallest

ti > to; take tk = OC if to > t3 for all j > 0. Let Z be the age of the unit in
operation at time t-: the distribution of Z does not depend upon the policy.
Let Ti denote the interval between to and the time of first failure subsequent to
t- under policy i. i = 1, 2. Since F is NBU,

(2.7) P{r1 > tIZ} _ P{T2 > tiZ} for all t _ 0.

Let Ui be the number of failures in [to. t] under policy i, i = 1, 2. If
X1, X2, * * * are independent and have distribution F,

(2.8) P{U1 > nIZ} = P{to + r, + X1 + + X,_1 . tIZ}
> P{to + T2 + X1 + + Xn-1 _ tIZ} = P{U2 _ nIZ}

for n = 0, 1, 2, . By unconditioning on Z, we conclude that P{U1 _ n} _
P{U2 > n}, n = 0, 1, 2, - - . Thus N1 (t) _ N2(t).

st

Finally, assume that t > tk. Let Ni(tk, t) denote the number of failures in
(tk, t] under Policy i, i = 1, 2. Then Ni(tk) + Ni(tk, t) = Ni(t), with Ni(tk) and
Ni(tk, t) independent, i = 1, 2. Since NI (tk) _ N2(tk) and N1 (tk, t) N2(tk. t),
we conclude that N1 (t) > N2 (t).St St

St

Now suppose N1 (t) > N2(t) for all t and all to. t1.-.- Choose 0 < to < t1.
St

Then

(2.9) F(t1 ) = P{N1 (t1 ) = O} _ P{N2(t1 ) = O} = F(to )F(t1 - to)-
Since 0 < to < t, are arbitrary, F is NBU. Q.E.D.
THEOREM 2.3. Yi < Yi, B(T) [Yi > Yi, B(T)] for all T > 0. i = 1. 2.

F is NBU [NWU].
PROOF. For given Si-1,B = Yl,B(T) + - + Y-1 ,B(T). let k be the

smallest integer for which kT > Si-,1,B Then P{Yi¾B(T) > t|Si-1,B} =

P{Y* > t}, where Y* is the time to first failure when planned replacements are
made at kT -Si-1,B = , + T, + 2T.

If F is NBU, apply Lemma 2.1 to compare successive pairs of a sequence of
replacement policies, in which the ith policy calls for planned replacement at
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time points {0, 6, T + 6, 2T + 6, - * *, iT + 6}. This comparison yields

(2.10) F(t) = P{Yi > t} = P{Y1 > t} < P{Y; > t} for all t > 0,
and Yi < Yi,B(T) follows upon unconditioning.

st

The converse follows as in Theorem 2.1 since Y1, B (T) and Yl, A (T) have the
same distribution. Q.E.D.
THEOREM 2.4. N(t) > NB(t, T) [N(t) < NB(t, T)] for all t > 0, T > 0

st st

F is NBU [NWU].
PROOF. If F is NBU, apply Lemma 2.1 to compare successive pairs of a

sequence of replacement policies in which the jth policy calls for planned
replacement at time points 0, T, * , (j -1)T. The converse follows as in the
converse of Corollary 2.1 with i = 1. Q.E.D.
We remark that N(t) > NB(t, T) is equivalent to Y1 + * + Yn . Y1, B (T) +

St St

* + Yn,B(T), n = 1, 2,*-. This result is not immediate from Theorem 2.3
because the Yi, B (T) are not independent.
THEOREM 2.5. p = EYi < EYi,B(T) [EYi > EYi B(T)] for all T > 0, i =

1, 2, - -: F is NBUE. [NWUE].
PROOF. Suppose F is NBUE. Let Si1, B and 6 be as in the proof of

Theorem 2.3. Then

(2.11) 66+T
E[Yi,B(T) Si 1,B] = F(t) dt + F(b) PF(t- 6) dt

+ F(6)F(T) 2 F(t- -T) dt +**
a+T

+ P(6)[P(T)] {+T
('

(t -6 -jT)dt +

= F(t) dt + P()jrF(t) dt/F(T).
But for all T, 6 > 0,

(2.12) F(t) dt/F(6) > p and F(t) dtlF(T) _ p.
Thus

(2.13) 1r: F(t) dt + f) F(t) dt/F(T) _ pF(b) + pF(6) = p.

It follows that E[Yi, B (T) I Si - 1, B] _ .
The converse follows as in Theorem 2.2 since Y1, B(T) and Y1, A(T) are

identically distributed. Q.E.D.
The preceding results compare policies with and without planned replace-

ments. We consider now the comparison of age replacement policies with
differing replacement age T.
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THEOREM 2.6. NA(t, T) is stochastically increasing [decreasing] in T > 0
for each fixedt tF is IFR [DFR].

PROOF. Suppose F is IFR. For fixed T > 0, {NA(t, T), t _ 0} is a renewal
process with underlying distribution

(2.14) ST(X) = 1 - [F(T)]"F(x - nT), nT < x < (n + 1)T, n = 0, 1, -.

Barlow and Proschan ([4], p. 61) show that ST(x) is increasing in T > 0 for
fixed x _ 0. Hence the nth convolution S(¶)(x) = P{NA(t, T) _ n} is increasing
in T > 0 for fixed t > 0.
Barlow and Proschan ([4], p. 61) also show that P{NA(t, T) = 0} decreasing

in T >-0 for all t _ 0 implies F is IFR, and this completes the proof. Q.E.D.
It is possible, under weaker conditions, to compare two age replacement

policies for which the planned replacement age of one policy is a multiple of
that of the other policy. This comparison is in fact a generalization of Corollary
2.1, obtained by setting k > T/t below.
THEOREM 2.7. NA(t, kT) _ NA(t, T) [NA(t, kT) < NA(t, T)] for all t > 0,

st St

T>0, k = 1, 2, * ** Fis NBU [NWU].
PROOF. Suppose first that F is NBU. With the notation introduced in the

proof of Theorem 2.6, we have, for nT _ x < (n + 1 )T,

(2.15) S (x) - SkT(x) = [P(T)]nP(x - nT) - [P(kT)][Ik]P(x - [n/k]kT).T

Since F is NBU,

(2.16) [Y(kT)][./k] < [P(T)][n/k]k
and

(2.17) P(x - [n/k]kT) . [P(T)]n-k[n/k] F(x - nT).

Thus ST(x) _ SkT(x). Hence

(2.18) P{NA(t, kT) _ n} = S(n(t) _ STn(t) = P{NA(t, T) _ n}

for t > 0, T > 0, that is, NA(t, kT) _ NA(t, T).
St

Next suppose NA(t, 2T) _ NA(t, T) for all t, T > 0. Take T = max (x, y)
st

and t - T = min (x, y). Then t < 2T, so that

(2.19) F(x)F(y) = F(T)F(t - T) = P{NA(t, T) = 0}

_ P{NA(t, 2T) = 0} = F(t) = P(x + y).
THEOREM 2.8. EYi, A(T) is decreasing [increasing] in T > 0, i = 1, 2,*

(2.20) fT F(t) dt/F(T) is decreasing [increasing] in T such that F(T) > 0.

PROOF. We have seen in the proof of Theorem 2.2 that

(2.21) EYi,A(T) = fo F(t) dt/F(T). Q.E.D.
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The condition that J1T F(t) dt/F(T) is decreasing in T has to our knowledge
not been encountered previously in reliability theory. Its meaning or significance,
apart from that given by Theorem 2.8. is not presently clear. One can easily
show that F IFR => (2.20) -> F NBUE. and that the conditions are distinct.

In view of Theorem 2.6, and because the condition there that F is IFR means
F(x + t)/F(t) is decreasing in t. one might have expected in place of (2.20) to
have encountered in Theorem 2.8 the condition that

(2.22) F(x + t) dx/F(t) = IF(x) dx/F(t)

is decreasing in t _ 0 such that F(t) > 0. A distribution which satisfies (2.22)
is said to have a Decreasing Mean Residual Life (DMRL). It is of some interest
that (2.20) and (2.22) are not related. If F(x) = e-x for 0 . x < 1 and
F(x) = e-2X for x _ 1. then F satisfies (2.20) (and also F is IFRA) but it is not
DMRI, because of the discontinuity at 1 within its interval of support. On the
other hand. if F(x) = e-x for 0 < x < 1, F(x) = e for I _ x < 2. and
F(x) = 0 for x > 2. then F is DMRL, but F does not satisfy (2.20) because its
support is not an interval (neither is F IFRA, although F is NBUE as a
consequence of its being DMRL).

Results parallel to Theorems 2.6 and 2.8 for block replacement are unknown.
A theorem identical with Theorem 2.7 except with block in place of age
replacement is easily obtained using Lemma 2.1.

3. Renewal theory inequalities

We obtain here several results which hold for renewal processes when times
between failures have a distribution that is NBU or NBUE. The first of these,
like Theorems 2.1 and 2.2, provides a characterization of the NBU class. A
similar characterization of the NBUE class is also obtained. The renewal theory
implications obtained in Propositions 3.1 through 3.9 and Example 3.1 below
are summarized in Figure 1. Following this, moment inequalities are obtained
for the renewal quantity: in each case the Poisson process yields a bound.

In cases where there is a parallel result with inequalities reversed, we give
only one proof, as in Section 2.

Again, we caution the reader. N(t) does not count the origin as a renewal
point (unless the initial item placed in service has life length zero).

For any two random variables U and V. dependent or not, we write U * V to
represent a random variable with a distribution that is the convolution of the
distributions of U and V. For any distribution function F, F(n) denotes the nth
convolution of F, and F(O) is degenerate at 0.
PROPOSITION 3.1. N(s)*N(t) . N(s + t) [N(s)*N(t) _ N(s + t)]for als,

t _.0 F isNBU [NW't]. St St
St

PROOF. Suppose first that F is NBU. Then the result follows from Lemma
2.1 with to = s, t, > s + t. Next, suppose that N(s)*N(t) _ N(s + t). Then
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P{N(s + t) = 0} _ P{N(s)*N(t) = 0} = P{N(s) = 0}P{N(t) = 0}, which is
the condition that F is NBU. Q.E.D.

Denote the distribution of time between u and the next following renewal by
Fu; it is often called the distribution of residual life at time u. In order to write
F. in terms of F, it is convenient to use the standard notation M(t) = EN(t).

PROPOSITION 3.2. F is NBU [NWU] => Yu(t) _ F(t) [-.(t) _ F(t)] for all
t,u > 0.
PROOF. If F is NBU, then

(3.1) F. (t) = F(t + u) + F(t + u - z) dM(z)

< F(t)F(u) + f F(t)F(u - z) dM(z)fo
- F(t)Fu(0) _ F(t). Q.E.D.

The process {Nu(t), t _ 0}, where Nu(t) = N(t + u) - N(u), is a modified
renewal process in which the distribution of time to first renewal is Fu, and the
distribution of time between successive renewals is F.

PROPOSITION 3.3. For each u _ 0, FP.(t) _ F(t) [F.(t) _ F(t)] for all t _ 0
N (t) _ Nu (t) [N(t) _ N. (t)] for all t _ 0.

St St

PROOF. Suppose first that Fu(t) _ F(t) for all t. u _ 0. Then for n > 0,

(3.2) P{N(t) _ n} = fF:F("-(t - x) dF(x)

_ { F("-')(t -x)dFu(x) = P{Nu(t) _ n}.

Next, suppose that N(t) _ N.(t) for all t > 0. Then P{N(t) = 0} _ P{N.(t)
St

0}, that is, Fu(t) _ F(t). Q.E.D.
We have shown in Proposition 3.2 that F is NBU implies Fu(t) . F(t) for all

t, u > 0, but the truth of the converse has not been determined. The following
proposition provides a weaker conclusion.

PROPOSITION 3.4. Fu(t) < F(t) for all t, u _ 0 => F is NBUE.
PROOF. It is well known (see, for example, Feller (1968), p. 355) that

lim._ Fu(t) = -' fIt F(z) dt if F has a finite mean p, and otherwise
limu-,,, Pu(t) -1. Since Fu(t) _ F(t), we can choose t for which F(t) < 1 to
conclude that ji < oo. Then lim,_ -PFu(t) = j§' It F(z) dz . F(t) is the
desired result. Q.E.D.
The parallel result, that F.(t) _ F(t) for all t, u > 0 F is NWUE, is true

only with the additional assumption that p < xo.
The converse of Proposition 3.4 is false, as we shall later show in Example 3.1.
The class of NBUE distributions can also be characterized in terms of a

renewal quantity stochastic ordering. Let N(t) = number of failures in [0, t]
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for a stationary renewal process. The definition of this modified renewal process
requires p < cx. The distribution of time to first renewal has density F(t)/M,
t > 0. and the distribution of subsequent interrenewal times is F.
PROPOSITION 3.5. F is NBUE [NWUE] iff N(t) . N(t) [N(t) _ N(t)] for

all t > 0. St St
This result is in fact a special case of Proposition 3.3, obtained by letting

u o-+ c. Alternatively, it can be directly proved using the argument of Propo-
sition 3.3 by taking N in place of N. and ,- Jo F(t + x) dx in place of F.(t).
That F is NBUE implies N(t) _ N(t) was obtained by Barlow and Proschan
([3], Theorem 4.1). St

Let us turn now to some results concerning the renewal function M(t) = EN(t).
PROPOSITION 3.6. F. (t) < F(t) [P.(t) _ F(t)]for all u, t > 0 O M(s + t) >

Ml(s) + M(t) [M(s + t) . M(s) + M(t)] for all s. t > 0.
PROOF. M(s + t) - M(t) = Z- 0 (F,*F(k))(s) >. -° (F*F(k))(s) = M1(s).
PROPOSITION 3.7. M(s + t) _ M(s) + M(t) = M(t) . tjli.
PROOF. Since lim5_ [M(s)/s] = 1/I. this result is trivial. Q.E.D.
Again the parallel result, that M(s + t) . M(s) + M(t) => M(t) > t//l,

requires the additional assumption that p < oo.
PROPOSITION 3.8. Fis NBUE [NWUE] => M1(t) . t/jl [M(t) _ tlj].
This result was obtained by Barlow and Proschan [3]. and is immediate from

Proposition 3.5 upon taking expectations. It is extended below in Proposition
3.10 and 3.11.

PROPOSITION 3.9. F is NBU = Var N(t) . M(t).
PROOF. The argument given by Barlow and Proschan (1964, Theorem 4.2)

applies, as their hypothesis that F is IFR is unnecessarily strong.
A weaker upper bound for Var N(t) has been obtained by Esary, Marshall

and Proschan ([7]. Section 6) which holds for general interrenewal time
distributions F. They show that

(3.3) Var N(t) . M(t) + [M(t)]2.

The following example is of interest, as it provides a counterexample to
converses of several preceding propositions.
EXAMPLE 3.1. Suppose that F places mass I at 1 and mass I at 3. Then F

has mean ,u = 2 and fs F(t + x) dx/F(t) . 2 for t _ 0. so that F is NBUE.
Observe that for this example. M(+) = 4and.M(2+) = 1()2 + 2()2 =4

sothatM(2+) < M(1(1+) + M(l+).HenceFisNBUE => MI(s + t) > Jl(s) +
M(t) for all s, t > 0. Consequently it cannot be that F is NBUE => F.(t) _ F(t),
because by Proposition 3.6, this would be an even stronger conclusion than
M(s + t) . Mi(s) + M(t).
Of course for this F, we still have from Proposition 3.8 that M(t) . t/l. so

that the converse of Proposition 3.7 is false.
Figure 1 summarizes the results of Propositions 3.1 to 3.8 and Example 3.1.

Also indicated are some dotted implications which have not yet been proved
or disproved.
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:NBU |~O |N(s) * N(t) 5 N(s+ t), ails, t > 0

X3.2 ,?

Liti< F(tJ, all u.t'O 3 N() Nu (t), all u, t'0
ii ~~~~~~~~~~~~~~ >~~~~~~~~~~.6

'jJ,34 ~' Ex.3.1 77? ' M(s+ t) 2 M(s) + M(t), all s, t2 0

~~ ~ \3J53.7EEx.3.1NBUE
t > N(0:5s N(t, all tO |x. J37 XEx. 3.1

381 M(t)' t/lp, all t'Q

FIGURE 1
Summary of the results of Propositions 3.1 to 3.8 and Example 3.1.

Let us now consider a generalized renewal process in whieh the interrenewal
times have not necessarily identical distributions. We denote the distribution
of time to first renewal by F1 . and the distribution of time from thejth to (1 + I )st
renewal by Fj+, j = 1, 2, . For convenience we often write Fli' in
place of F,* *Fj. Denote a generalized renewal process by {N0o(t) t > O}.
and let MO(t) = ENO(t). Then Mo is given by

(3.4) MOM() = E Flil(t), t > 0.
j= 1

PROPOSITION 3.10. If Mo isa generalized reneialfunction in which each Fihas
common mean pu and is NBUE [NWUE]. then

(3.5) MO(t) O-LMO(t) _ -] for all t _ 0.

PROOF. First, note that by Proposition 3.8. the result holds when the Fi are
identical. We shall proceed to prove the result by induction.

Suppose that the result holds whenever Fk -Fk+ 1 (that is. only the
first k distributions can differ), and consider a renewal process where Fk+ I -

Fk+2 - - . Then by the induction hypothesis the result holds when inter-
renewal time distributions are F2, F3. since only the first k distributions
can differ. Thus.

(3.6) MO(t) = Il + EF2* *Fj+I(t -x) dFi(x)
Jo_ j=1

- t t
< [IL + ]dF, (x) = - +F1 (t) - F1(x) dx _-

since F, is NBUE. The result follows by taking the limit as k ct-. Q.E.D.
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The result of Proposition 3.10 ean be viewed as a comparison with the
Poisson process in which each of the interrenewal times is exponential with mean
ji. For this process MO(t) -/lp. Other moment comparisons with the Poisson
process were made by Barlow and Proschan [3] that hold also for generalized
renewal processes.

PROPOSITION 3.11. If 7 i.s a generalized renewal process in which each inter-
renewal time distribution Fi has a common m^ean p and is NBUE. then

(. E(t) + n) j (i + n)

(3.8) EE N(t) < Z j el&()v
j=O J

for mn, n = 0 1, 2. , and 0 < t < a). The reverse inequalities hold if Fi is
NWUE.
PROOF OF (3.7). First. assume that n = 0. m = 0: then both sides equal one.

Assume that (3.7) holds for n = O.and m = 0. 1. . k- 1. Then. with G(t) =
1 - -tI/H

k -)

k [F'(t -F[ ]t]=E(_ )Ftt

kE(k 2 'IE [k+,1-1+il(t)

= 2 k- 2) E + *Fk+- +i(t - x) dF [k+t-l](X)

- E ( - ) E G' )(t -x) dF[k+( 11(x)
=O'( k 2 i= J

-EE FE- k+t 1(t-x) dG(°)(x)
r= 0 k 2 /= I

00r -uk- 92
G E (k_GG (t= (k) G)dGj!(x)

i= 1 J 0\ k -2 /

I

G((h) -t J0 ) e-t111
The first inequality above follows from Proposition 3.10; the second inequality
follows from the inductive hypothesis.
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To establish (3.7) for n = 1, 2, * , use induction and the identity

(3.10) ( ) ( )()()
m m- m- m-

for i + n > m.

4. Moment inequalities

In this section we obtain some inequalities for distributions that are NBU,
NWU, NBUE, or NWUE. We use the notation

(4.1) u, = fx'dF(x), A,. = p,/F(r + 1), r . 0.

Barlow, Marshall, and Proschan [2] have shown that if F is IFR. then
Ar+s/Ar is decreasing in r _ 0 for fixed s _ 0. A somewhat weaker condition,
that AS'l is decreasing in r > 0, holds when F is IFRA [7]. These results can be
expressed somewhat differently as:

(i) if log F(t) is concave in t _ 0, then log Ar is concave in r _ 0;
(ii) if - log F(t) is starshaped in t _ 0, then - log Ar is starshaped in r _ 0.

(/ is starshaped on [0. cc) if 4(ax) _ a+(x) for all x _ 0. 0 . a . 1.)
The condition that F is NBU is just the condition that -log F(t) is super-

additive in t _ 0: consequently it is natural to conjecture that
(iii) if -log F(t) is superadditive in t > 0. then -l1g Ar is superadditive in

r _ 0. The truth of this conjecture is established in the following theorem.
THEOREM 4.1. IfF is NBU [NWU], then

(4.2) Ar+s _ ArAs [Ar+s >_ ArAsA

for all r, s . 0.
PROOF. If F is NBU, then F(x + y) _ F(x)F(y), and so

F(x + y
F(r<'(X.(4.3) r r(8) F( y (r)- F() x.y

>

O.

It follows that

Xr1xX- xs-1
(4.4) Jo FSly(x + y)dxdy

F (r r (s)

< fXr-'F(x) dx V yS-1P(y) d- A,rA,,
J0 F(r) J0 (s)
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The left member of this inequality is

X0P0r-l ys-1 dF(Z) Xr-x ZX ysi-
(4.5) dF(z) dxdy dy~dF(z

F() dF(z)dxdy =J 7(r) d F(s)

= r dF(z) Xr- (z -X)s dxJ0 ''J0 (r)F(s + 1)
d0 zr+s
dF(r++1Jo (r + s + r s,

In case F is NWU, a proof is obtained by reversing the above inequalities.
THEOREM 4.2. IfF is NBUE [NWUE], then

(4.6) iAr+1 _< Arl [Ar+1 _- ArAl]
for all r > 0.

PROOF. IfF is NBUE, then It' F(x) dx < MitF(t) so that

tr0-1 oo -tr-1
(4.7) J r(r) J F(x) dxdt _ Mi J (r) F(t)dt = Al2

By interchanging the order of integration, we easily compute that the left side
of this inequality is Ar+1. If F is NWUE, the proof is modified by reversing
inequalities. Q.E.D.

Notice that with r = 1 in Theorem 4.2 we obtain that ifF is NBUE[NWUE]
then the coefficient of variation a/M _ 1 [/IM > 1], where a is the standard
deviation of F.
We have in the previous theorems ignored an interesting question: are the

moments finite?
PROPOSITION 4.1. IfF is NBU, then Mr < oo for all r > 0.
PROOF. Choose t < oo such that F(t) < 1. Since F is monotone and NBU,

it follows that ifx and k satisfy kt < x < (k + 1)t, then

(4.8) F(x) . F(kt) _ [F(t)]k < [F(t)](X/t)-
Thus

(4.9) MU = rxr-F(x) dx
fo

< rfxrx-dx + r -x- [P(t)](x/t)-1dx < oo. Q.E.D.

If F is NWU, Mr need not be finite for any r > 0. In fact, Barlow, Marshall
and Proschan [2] have pointed out following their Theorem 6.2 that a DFR
distribution (which, of course, is NWU) may have infinite moments of all
positive orders.
We already know, as an integral part of the definition, that NBUE and

NWUE distributions have a finite mean.
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PROPOSITION 4.2. IfF is NBUE, then Pr < °O for all r > 0.
PROOF. This is a consequence of P, < oo and Theorem 4.2.
Barlow and Marshall [1] have shown that ifF is IFR and F has mean p. then

F(t) _ 1 - e-'1 for all t < p. A somewhat weaker bound can be obtained if
F is known only to be NBUE.
THEOREM 4.3. IfF is NBUE and p is the mean ofF. then F(t) . tI/ for all

t _<
PROOF. If F is NBUE. then pF(t) _ jo F(x) dx. Trivially. f0 F(x) dx _ t.

Q.E.I).
The inequality of Theorem 4.3 is sharp in the sense that equality can be

attained. Moreover, the bound cannot be improved even with the stronger
condition that F is NBU. To see this, we exhibit an NBU distribution G which
attains equality: let

(4.10) log G(x) = -kA, kt . x < (k + l)t. k = O,1,-.

With A chosen to satisfy

(4.11) J (J(x) dx = E te- = t/(l - e A),.10 ~~k=O
we have

-A ~~~~t
(4.12) *r(t) = e- = 1 - t

P

Theorem 4.3 provides a lower bound on F(t) for t . p: the upper bound for
t > p provided by Markov's inequality can be improved under the assumption
that F is NBUE. One way to do this for large t is to combine the result of
Theorem 4.2 with the Markov inequality F(t) _ p,/tr. However, this does not
provide a sharp bound. Sharp upper bounds for F(t), t > u, under the con-
ditions that F is NBU or NBUE are not known.

Bounds for NBU survival functions F can be obtained in terms of a percentile.
THEOREM 4.4. IfF is NBU and F(t) = a, then

(4.13) k± I -k
F(x) _ta, kt < x < (k + I)t, k =0. 1,

PROOF. For t/(k + 1) < x . t/k,F(x) _ F(t/k) > [F(t)] 1/k; this establishes
the lower bound. For kt . x < (k + I)t, F(x) . F(kt) . [F(t)]k, which is the
upper bound. Q.E.D.
The upper bound of Theorem 4.4 is itself an NBU survival function, which,

of course, attains equality and shows that the inequality is sharp. On the other
hand, the lower bound is not an NBU survival function, and sharpness is not so
trivially established.

Let Gk(X) = a(i-l)/kfor[(j - 1)/(k + 1)]t < x _ Lj/(k + 1)Jt.j = l.2.
k + 1. and let Gk(X) = 0 for x > t. This survival function is NBU and attains
equality for x in the interval t/(k + 1) < x . tlk.
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THEOREM 4.5. IfF is NWU and F(t) = cx. then

1/(k+ 1)t IF(x) < /(k+l) k x < - k = 1. 2, *,
(4.14) k±1 k

F(x) _ Xk+l kt _ x < (k + I)t, k = 0, 1,

PROOF. For t/(k + 1) _ x _ t/k. F(x) _ F[t/(k + 1)] _ [F(t)]1/(k+ 1); this
establishes the upper bound. For kt . x < (k + I)t, F(x) _ F((k + I)t) >
[F(t)]k+l, which is the lower bound. Q.E.D.
The lower bound of Theorem 4.5 is itself an NWU survival function, so that

the inequality is sharp in the sense that equality can be attained. The upper
bound is not an NWU survival function, but it is still true that equality can be
attained, although not by the same distribution for each x.

Let Hk(x) = i(ji+l)I(k+l) for jt/k . x < [(j + 1)/k]t, j = 0, 1, This
survival function is NWU and attains equality for x in the interval t/(k + 1) <
x < t/k.
THEOREM 4.6. If F is NBUE [NWUE] and ,u is the mean of F, then

(4.15) letIP > F(x) dx [petil _ F(x) dx] for all t _ O.

PROOF. Let F1 be the distribution with density f1(x) = F(x)/lp x _ 0. IfF
is NBUE, then

(4.16) F1(z) = J F(x)/ptdx . AF(z)/p = pf,(z),
or equivalently. r1(z) f1(z)/Fl(z) > I/u. Thus

(4.17) fF(x) dx = F1(t) exp - r(z) dz}

< exp {-T -dz - et/AL. Q.E.D.

The bound Muet/# of Theorem 4.6 may be viewed as J7t G(x) dx, where
G(x) = eX!8, x > 0. Since F and G have the same mean, we obtain immediately
the corollary:
COROLLARY 4.1. IfF is NBUE and p is the mean of F, then

(4.18) p(l - e-t1) . f{ F(x) dx for all t . 0.

The inequality is reversed if F is NWUE.
Marshall and Proschan [10] have shown that the inequalities of Theorem 4.6

are preserved under the formation of parallel systems, and the inequalities of
Corollary 4.1 are preserved under the formation of series systems. Moreover,
all these inequalities are preserved under convolutions.
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5. Class preservation under reliability operations

In this section we determine which of the classes of life distributions. NBU,
NWU. NBUE, and NWUE. are preserved under the formation of (1) coherent
systems. (2) convolutions, and (3) mixtures. These operations occur quite
naturally in reliability models.

5.1. Coherent systems. Let xi = 1 if the ith component in a system functions,
0 otherwise. i = 1, * n. Let +(x) = I if the system functions. 0 otherwise.
The function 4 is called the structure function of the system. A system is
coherent if (a) its structure function 0 is increasing and (b) 4 is not identically 0
and not identically 1. See Birnbaum, Esary, and Saunders [5] and Barlow and
Proschan [4].
THEOREM 5.1. If each component of a coherent system of independent com-

ponents has an NBU life distribution, then the system has an NBU life distribution.
The proof is presented in Esary, Marshall, and Proschan [6].
NBUE not preserved. To show that the NBUE class need not be preserved

under the formation of coherent systems, consider a series system of two
independent components each having the life distribution F of Example 3.1.
We have verified that F is NBUE, but not NBU. However, the mean life of a
new system is

(5.1) v = (x) dx 3
fo2

whereas the mean remaining life of a system of age one is two. Thus system life
is not NBUE.
REMARK. We saw in the remark following Theorem 4.2 that an NBUE

distribution has coefficient of variation < 1. A simple counter example shows
that a coherent system of independent components each having coefficient of
variation . 1 may itself have coefficient of variation > 1: form a series system
of two independent components each having the distribution which places mass

2 at 0 and 1.
NWU, NWUE not preserved. To show that neither the NWU nor the

NWUE classes are preserved under the formation of coherent systems, consider
a parallel system of two independent components each having life distribution
1 - e-', which is both NWU and NWUE. Then system life distribution is
given by

(5.2) F(t) = (1 - et)2.

so that system failure rate is

(5.3) r(t) = 1 -2 - 1

a strictly increasing function. Thus system life is neither NWU nor NWUE.
5.2. Convolutions. Both the NBU and the NBUE classes are preserved

under convolution, as shown in the next two theorems.
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THEOREM 5.2. Let F1. F2 be NBU distributions. Then the convolution

(5.4) F(t) =f F(t - x) dF2(x)

is NBU.

PROOF.

(5.5) F(x + y) =f F2(x + y-z)dFi(z) + fF2(y-z)dzF(x + z).J0 O

But

(5.6) {F2(X + y - z) dF (z) . E2(y) f F2(x -z) dF (z)
o o

= F2(Y)[F(X) - FI(X)]
and. integrating by parts,

(5.7) f 2(y - z)d,Fj(x + z)
= F2(Y)F1(X) + f F1(x + z)[- dzF2(y -z)]

. F2 (y)F1 (X) + F1 (X) f F1 (z) dF2 (y - z)]
= F2(y)F1(x) + F1(x)[F(y) - F2(y)].

Thus

(5.8) F(x + y) . F2(y)P(x) + F1(x)F(y) - F1(x)F2(y)
= F(x)FF(y) - [F(x) - F1(x)][F(y) - F2(Y)] . F(x)F(y).

THEOREM 5.3. Let F1, F2 be NBUE. Then the convolution F(t) =
J F1 (t - x) dF2(x) is NBUE.

PROOF.

(5.9) {` F(t + x) dx

= f F1(t + x - u) dF2(u) dx + f J f (t + x - u) dF2(u) dx.
0 0 0

But for u . t. I'O F(t - u + x) dx . puIF,(t - u) by (1.2). where yj is the
mean of Fi. i = 1, 2. Thus

(5.10) ftP1(t +x - u) dF2(u)dx . /1{1 (t -u)dF2(u)

= -1[F(t)-F2 (t)].
For u > t. Jo F1(t + x - u) dx = u - t + y1. so that

(5.11) {JE, F,(t + x - u)dF2(u)dx = (u - t + pl)dF2(u).

Let w = u - t. Then
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(5.12) { (u- t + 1i)dF2(u) = ,1uF2(t) + L wdF2(w + t)

= /I F2(t) + I F2 (w + t) dw

Thus _ p1F2(t) + P2F2(t).
(5.13) f F(t + x) dx . pj1F(t) + /12F2(t) . (P1I + M2)F(t)

fo

REMARK. If F1 and F2 each have coefficient of variation . a. then their
convolution Fo(t) = f ' F1(t - x) dF2(x) has coefficient of variation . a. To
prove this, let Fi have mean pi, variance ol, i = 0, 1, 2. Then
(5.14) a22 - o2 = a2(j1 + P2)2 _ (of + o2)

= (a2 _ 0.2) + (a2 U2 _ 0.2) + 2a2P1kI2 _ 0.

NWU, NWUE not presertved. To show that neither the NWU nor the
NWUE classes are preserved under convolution, let F(t) = 1 - e-t, which is
both NWU and NWUE. Then F(2)(t) = 1 - (1 + t)e-', a gamma distribution
of order two, which has strictly increasing failure rate, and thus is neither
NWU nor NWUE.

5.3. Mixtures.
DEFINITION. Let F = {F,: a E sW} be a family of probability distributions

and G a probability distribution. Then

(5.15) F(t) = f F.(t) dG(o)

is a mixture of probability distributions from E
As we shall see below. none of the classes. NBU. NBUE, NWU. NWUE. is

preserved under mixtures. However, we can demonstrate preservation of a sub-
class of the NWU and of the NWUE classes under mixtures.
THEOREM 5.4. Suppose F is the mixture of F, a E X, with each F, NWU

[NWUE] and no two distinct Fe, F,. crossing on (0. oc). Then F is NWU
[NWUE].

PROOF. NWU case. By the Chebyshev inequality for similarly ordered
functions (Hardy, Littlewood, and Polya [9], Theorem 43),

(5.16) F(8)E(t) -f Fe(8) dG(c) f Fe(t) dG(a) _ f F.(s)F.(t) dG(c.).

By the NWU property

(5.17) j F,(8)FF2(t) dG(ca) _ f F,(s + t) dG(a*o) -F(s + t).

Thus F is NWU.

NWUE case. As above,
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(5.18) AF(t) _ dG(oa) f F7(t) dG(ac) _ f pjF(t) dG(a).
Using the NWUE defining property (1.2) first and the Fubini Theorem next,
we have

(5.19) f p.F2(t) dG(ca) . f F2,(t + x) dxdG(cx)

= F (t + x) dG(ca) dx = f F(t + x) dx.

Thus by (1.2), F is NWUE. Q.E.D.
REMARK. We may readily show that if F is a mixture of F2, c e ', with

each F,, having CV _ a, then F has CV > a, a _ 0.
NBU. NBUE classes not preserved. To see that neither the NBU nor the

NBUE class is preserved under mixtures, note that a mixture of nonidentical
exponential distributions has a strictly decreasing failure rate, and thus cannot
be NBU nor NBUE.
NWU class not preserved. To see that the NWU class is not preserved under

mixtures, consider the following example. Let F,(x) = e-k6 for (k - 1)b <
x < k3, k = 1, 2, - . Then it is easy to verify that F is NWU.

Next we show that the mixture F = 4Fa + 'F does not satisfy the NWU
property

(5.20) D -F(x + y) - F(x)F(y) . 0
for O < y <3 < x < y < 2 <x +y < 2y

(for example, take y = 3, 3 = 4, x = 6, y = 7). Then

F. (x) = e 2^ F6(y) = e-, F (x + y) = e

(5.21) Fy(x) = e Y, Fy(y) = e-, Fy(x + y) = e-

We compute

(5.22) D = 4(e 36 + e2y) - (e-26 + e-y)(e-6 + e-Y)

= 1(e-y- e-)(e-y- e-2) < 0.

We summarize the preservation results of this section in Table 1.

TABI,E I

PRESERVATION OF LIFE DISTRIBUTION CLASSES tNDER RELIABILITY OPERATIONS

Mixtures of
Formation of Arbitrary Distributions That

Coherent Systems Convolutions Mixtures Do Not Cross

NBt' preserved preserved not preserved not preserved
NBUE not preserved preserved not preserved not preserved
NWtU not preserved not preserved not preserved preserved
NWUE not preserved not preserved ? preserved
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