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#### Abstract

Recently - via a simple trick, amounting essentially to a change of independent, and possibly as well of dependent, variables - the possibility has been noted to modify a quite general evolution system so that the modified system possess a lot of completely periodic, indeed isochronous, solutions. Generally these isochronous solutions emerge out of an open domain of initial data having full dimensionality in the space of initial data. And many of the isochronous systems obtained in this manner seem rather interesting. In this paper these developments are reviewed, mainly in the context of dynamical systems (systems of ODEs - in particular, systems interpretable as many-body problems), and some specific examples are discussed in detail, including an analysis of the transition (to motions with higher periods, or aperiodic, or perhaps chaotic) occurring when the initial data get outside of the region producing isochronous motions. The applicability of this approach in the context of nonlinear evolution PDEs is also outlined.


## Introduction

This review paper covers the material presented at the International Conference on Geometry, Integrability and Quantization held in Varna (Bulgaria) in June 2004, via four lectures organized as follows: 1. Overview: "isochronous systems are not rare"; 2. The "goldfish": theory and simulations; 3. Novel technique to identify solvable dynamical systems and a solvable extension of the goldfish many-body problem. 4. Isochronous PDEs.

## Lecture 1

## 1. Overview

An isochronous system is characterized by the property to possess an open domain having full dimensionality in phase space such that all the motions evolving from
a set of initial data in it are completely periodic with the same fixed period. The natural measure of this open domain might, or it might not, be infinite when the measure of the entire phase space is itself infinite: for instance, if the entire phase space is the two-dimensional Euclidian plane, such a domain might be the exterior, or the interior, of a circle of finite radius.
It is justified to call such systems superintegrable, or perhaps partially superintegrable inasmuch as the property of isochronicity of all their motions holds only in a subregion of the entire phase space. This terminology is justified by the observation that, roughly speaking, all confined motions of a superintegrable system - in which all but one of the degrees of freedom are constrained by the existence of the maximal possible number of constants of motion - are completely periodic, although not necessarily all with a fixed period - entailing that isochronicity entails superintegrability, while the converse is not the case.
For instance a well-known isochronous system is the one-dimensional $N$-body problem characterized by the (normal) Hamiltonian

$$
H(\underline{z}, \underline{p})=\frac{1}{2} \sum_{n=1}^{N}\left(p_{n}^{2}+\omega^{2} z_{n}^{2}\right)+\frac{1}{4} \sum_{m, n=1 ; m \neq n}^{N} \frac{g^{2}}{\left(z_{n}-z_{m}\right)^{2}}
$$

and correspondingly by the Newtonian equations of motion

$$
\ddot{z}_{n}+\omega^{2} z_{n}=\sum_{m=1, m \neq n}^{N} \frac{g^{2}}{\left(z_{n}-z_{m}\right)^{3}} .
$$

Here and always below $\omega$ is a positive constant, $\omega>0$, and the rest of the notation is, we trust, self-evident; in particular superimposed dots denote differentiations with respect to the real independent variable $t$ ("time"). Indeed, in the real domain, all the solutions of these equations of motion are isochronous, completely periodic,

$$
\underline{z}(t+T)=\underline{z}(t)
$$

with the fixed period

$$
\begin{equation*}
T=\frac{2 \pi}{\omega} \tag{1}
\end{equation*}
$$

This is not quite true in the complex domain, namely if we consider the dependent variables $z_{n}$ to be complex rather than real (in which case we might as well allow the "coupling constant" $g$ to be complex, while we always consider the constant $\omega$ to be real, indeed, without loss of generality, positive). Then all motions, which take of course place in the complex plane, are again completely periodic, but the period may be an integer multiple of $T$. Indeed also in this case the particle configuration does repeat itself with period $T$, but the individual particles might exchange their roles, entailing that the period of the motion become an integer multiple of $T$ (this cannot happen in the real case, when the motion takes place on the real line
and the ordering of the particles cannot change throughout the motion due to the singular character of the repulsive two-body interaction).

Hence the many-body problem characterized by this Hamiltonian is isochronous, both in the real and in the complex contexts; and the open domain of initial data for which it possesses the isochronicity property coincides in this case with the entire phase space, with the only exclusion of a lower-dimensional set of initial data yielding motions leading to particle collisions (this can of course only happen in the complex case). And it is of course well known that this $N$-body problem is superintegrable (see for instance [14]).
Another isochronous system (albeit only if it is considered in the complex case) is the more general $N$-body problem characterized by the (normal) Hamiltonian

$$
\begin{equation*}
H(\underline{z}, \underline{p})=\frac{1}{2} \sum_{n=1}^{N}\left(p_{n}^{2}+\omega^{2} z_{n}^{2}\right)+\frac{1}{4} \sum_{m, n=1 ; m \neq n}^{N} \frac{g_{n m}^{2}}{\left(z_{n}-z_{m}\right)^{2}} \tag{2a}
\end{equation*}
$$

and correspondingly by the Newtonian equations of motion

$$
\begin{equation*}
\ddot{z}_{n}+\omega^{2} z_{n}=\sum_{m=1, m \neq n}^{N} \frac{g_{n m}^{2}}{\left(z_{n}-z_{m}\right)^{3}} \tag{2b}
\end{equation*}
$$

This $N$-body problem differs from the previous one because the coupling constants $g_{n m}$ are now permitted to be arbitrarily different (except for the obvious symmetry restriction $g_{n m}^{2}=g_{m n}^{2}$, see (2a)). Indeed it has recently been shown $[14,15,32]$ that these Newtonian equations of motion yield a completely periodic motion with period (1), provided the initial data fall in an appropriate (open) domain, which however generally does not include only real data.

### 1.1. Isochronous Systems are not Rare

To convince the (possibly skeptical) reader of the validity of the assertion that constitutes the title of this section, we now show that, given a largely arbitrary dynamical system, it is possible to introduce a deformed version of it featuring a real constant $\omega$, that has the following properties: for $\omega=0$, it coincides with the original, undeformed system. For $\omega>0$, it possesses an open region having full dimensionality in its phase space such that all solutions evolving from an initial datum in it are completely periodic with a period $\widetilde{T}$ which is a finite integer multiple of the basic period $T$, see (1), namely the deformed system is isochronous [18,25, 27].
Let us indeed consider a quite general dynamical system, which we write as follows

$$
\begin{equation*}
\zeta^{\prime}=F(\zeta ; \tau) \tag{3}
\end{equation*}
$$

Here $\zeta \equiv \zeta(\tau)$ is the dependent variable, which might be a scalar, a vector, a tensor, a matrix, you name it. The independent variable is $\tau$, and the main limitation on the dynamical system (3) is that it be permissible to treat this variable as complex. This requires that the derivative with respect to this complex variable $\tau$ that appears in the left-hand side of the evolution equation (3) make sense, namely that this dynamical system be analytic, entailing that the dependent variable $\zeta$ be an analytic function of the complex variable $\tau$ (but this does not require $\zeta(\tau)$ to be a holomorphic nor a meromorphic function of $\tau$ and $\zeta(\tau)$ might feature all sorts of singularities, including branch points, in the complex $\tau$-plane, indeed this will generally happen since we generally assume the evolution equation (3) to be nonlinear). The quantity $F$ in the right-hand side of (3) - which has of course the same scalar, vector, matrix . . character as $\zeta$ - might depend (arbitrarily but analytically) on $\zeta$ as well as on $\tau$. (The possibility that this dynamical system might also feature other, "spacelike", independent variables - for instance, be a system of PDEs rather than ODEs - is treated in the last lecture.)
In spite of the generality of this dynamical system, (3), there generally holds a result (like "Theorem of existence, uniqueness and analyticity") that characterizes the solution $\zeta(\tau)$ of its initial-value problem determined by the assignment

$$
\zeta(0)=\zeta_{0}
$$

Here, for notational simplicity, we assign the initial datum $\zeta_{0}$ at $\tau=0$, and we assume of course that the right-hand side of (3) is not singular for $\tau=0$ and $\zeta=$ $\zeta_{0}$. The relevant result (see for instance Section 12.21 of [35]) guarantees, not only for the initial datum $\zeta_{0}$, but for a (sufficiently small but open) set of initial data in its neighborhood, the existence of a circular disk in the complex $\tau$-plane, centered at $\tau=0$ (where the initial data are assigned) and having a nonvanishing radius $\rho$, such that the solutions $\zeta(\tau)$ corresponding to these initial data are holomorphic in it, namely for $|\tau|<\rho$ (and note that if $\zeta(\tau)$ is a multicomponent object, the property to be holomorphic is featured by each and everyone of its components).
Let us now introduce the following changes of dependent and independent variables [10]

$$
\begin{align*}
z(t) & =\exp (\mathrm{i} \lambda \omega t) \zeta(\tau)  \tag{4a}\\
\tau \equiv \tau(t) & =\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega} \tag{4b}
\end{align*}
$$

This transformation is called "the trick". The essential part of it is the change of independent variable (4b): and let us re-emphasize that, here and hereafter, the new independent variable $t$ is considered as the real, "physical time" variable. Note that (4b) entails

$$
\tau(0)=0, \quad \dot{\tau}(0)=1
$$

and, most importantly, that $\tau(t)$ is a periodic function of $t$ with period $T$, see (1). More specifically, as the time $t$ increases from zero onwards, the complex variable $\tau$ travels counterclockwise round and round on the circle $C$ the diameter of which, of length $\frac{2}{\omega}$, lies on the imaginary axis in the complex $\tau$-plane, with one extreme at the origin, $\tau=0$, and the other at the point $\tau=\frac{2 \mathrm{i}}{\omega}$, making a full circle in the time interval $T$. As for the prefactor $\exp (\mathrm{i} \lambda \omega t)$ that multiplies $\zeta(\tau)$ in the righthand side of (4a), its purpose is to allow, via an appropriate choice of the parameter $\lambda$, the deformed system, see below, to have a neater look; however this choice is hereafter restricted by the condition that $\lambda$ be real and rational, say

$$
\lambda=\frac{p}{q}
$$

with $p$ and $q$ two coprime integers and $q>0$. This restriction is essential to guarantee, via (4), that if $\zeta(\tau)$ is holomorphic in $\tau$ in the (closed) disk encircled by the circle $C$, then $z(t)$ is completely periodic (namely, each and everyone of its components is periodic) with the period

$$
\begin{equation*}
\widetilde{T}=q T \tag{5}
\end{equation*}
$$

The deformed dynamical system is the one that obtains from (3) via the trick (4). It clearly reads as follows

$$
\begin{equation*}
\dot{z}=\mathrm{i} \lambda \omega z+\exp [\mathrm{i}(\lambda+1) \omega t] F\left(\exp (-\mathrm{i} \lambda \omega t) z ; \frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega}\right) \tag{6}
\end{equation*}
$$

And it is plain, on the basis of the arguments we just gave, that this system is isochronous, a sufficient condition for the complete periodicity with period $\widetilde{T}$, see (5), of its solutions being provided by the inequality

$$
\frac{2}{\omega}<\rho
$$

which can clearly be satisfied by initial data situated inside an open domain of such data, at least provided $\omega$ is sufficiently large (actually, in all the examples reported below no restriction on the value of $\omega$ is required, namely such an open domain exists for any arbitrary value of $\omega>0$ ).
The isochronicity of this deformed dynamical system, (6), is a rather obvious consequence of the way it has been manufactured. But, trivial as the emergence of this property might indeed be, the remarkable fact is that the class of isochronous dynamical systems that can be manufactured in this manner is not only vast, but it does include many instances which this author considers quite interesting (although the final assessment on the validity of such a value judgement must be left to the reader). Some of these examples are reported below, and for others the interested reader will be referred to the relevant literature. Note however that in
this review paper as a rule we limit our presentation to exhibiting isochronous dynamical systems obtained via this approach, without providing any detail of their derivation nor any characterization of the (open) region of their phase space where they behave as such.

### 1.2. Examples

In this section we report tersely several examples of isochronous dynamical systems; in each case we also provide the reference where more information can be found. Except when explicitly otherwise mentioned, these dynamical systems are to be considered in the complex context.
The first example [18] we report is a Hamiltonian $N$-body problem which is a generalization of (2). It is characterized by the (normal) Hamiltonian

$$
\begin{align*}
H(\underline{z}, \underline{p}) & =\frac{1}{2} \sum_{n=1}^{N}\left(p_{n}^{2}+\omega^{2} z_{n}^{2}\right)+\frac{1}{4} \sum_{m, n=1 ; m \neq \sim}^{n} \frac{g_{n m}^{2}}{\left(z_{n}-z_{m}\right)^{2}} \\
& +\frac{1}{4} \sum_{m, n=1 ; m \neq n}^{N} \sum_{k=1}^{K} \frac{f_{n m}^{(k)}}{(1+k)\left(z_{n}-z_{m}\right)^{2(1+k)}} \tag{7a}
\end{align*}
$$

and correspondingly by the Newtonian equations of motion

$$
\begin{equation*}
\ddot{z}_{n}+\omega^{2} z_{n}=\sum_{m=1, m \neq n}^{N} \frac{g_{n m}^{2}}{\left(z_{n}-z_{m}\right)^{3}}+\sum_{m=1, m \neq n}^{N} \sum_{k=1}^{K} \frac{f_{n m}^{(k)}}{\left(z_{n}-z_{m}\right)^{3+2 k}} . \tag{7b}
\end{equation*}
$$

The next example $[14,24,29]$ we report is a real $N$-body problem in the horizontal plane, characterized by the Newtonian equations of motions

$$
\begin{aligned}
& \ddot{\vec{r}}_{n}=\omega \hat{k} \wedge \dot{\vec{r}}_{n} \\
& +2 \sum_{m=1, m \neq n}^{N}\left(\alpha_{n m}+\beta_{n m} \hat{k} \wedge\right) \frac{\left[\dot{\vec{r}}_{n}\left(\dot{\vec{r}}_{m} \cdot \vec{r}_{n m}\right)+\dot{\vec{r}}_{m}\left(\dot{\vec{r}}_{n} \cdot \vec{r}_{n m}\right)-\vec{r}_{n m}\left(\dot{\vec{r}}_{n} \cdot \dot{\vec{r}}_{m}\right)\right]}{r_{n m}^{2}} .
\end{aligned}
$$

Here $\vec{r}_{n} \equiv\left(x_{n}, y_{n}, 0\right)$ is a real two-vector in the horizontal plane, $\hat{k} \equiv(0,0,1)$ is the unit vector orthogonal to the horizontal plane, the symbol $\wedge$ denotes the (three-dimensional) vector product so that $\hat{k} \wedge \vec{r}_{n}=\left(-y_{n}, x_{n}, 0\right)$, and we use the short-hand notation $\vec{r}_{n m}=\vec{r}_{n}-\vec{r}_{m}$ entailing $r_{n m}^{2}=r_{n}^{2}+r_{m}^{2}-2 \vec{r}_{n} \cdot \vec{r}_{m}$. Note that these equations are translation- and rotation-invariant, and they are Hamiltonian, although the corresponding Hamiltonian function is not of normal type (kinetic plus potential energy).
The $N(N-1)$ "coupling constants" $\alpha_{n m}$ and $\beta_{n m}$ are of course real, but they are otherwise arbitrary except for the symmetry restrictions $\alpha_{n m}=\alpha_{m n}, \beta_{n m}=\beta_{m n}$ which are required in order that this system be Hamiltonian. If all these coupling
constants vanish, this dynamical system has a clear physical interpretation: it describes the motion of $N$ equal, electrically charged, point particles, moving in the horizontal plane under the effect of a magnetic field orthogonal to that plane (in the approximation in which the electrostatic interparticle interaction is neglected). In that case each particle moves on a circle, the center and radius of which depend on the initial data, while the time taken to go round it is, in all cases, $T$, see (1). If the $\frac{1}{2} N(N-1)$ coupling constants $\beta_{n m}$ vanish, $\beta_{n m}=0$, and the $\frac{1}{2} N(N-1)$ coupling constants $\alpha_{n m}$ all equal unity, $\alpha_{n m}=1$, the system is a well-known integrable (indeed solvable) system (see for instance [14]). This is as well the case if the $\frac{1}{2} N(N-1)$ coupling constants $\beta_{n m}$ vanish, $\beta_{n m}=0$, and the $\frac{1}{2} N(N-1)$ coupling constants $\alpha_{n m}$ equal minus one half, and only act among "nearest neighbors', $\alpha_{n m}=-\frac{1}{2}\left(\delta_{m, n+1}+\delta_{m, n-1}\right)$ [19].
A more detailed discussion of this model, (8) - including its behavior for initial data outside of the region yielding isochronous motions - is made in Section 2.

Several interesting classes of isochronous dynamical systems are reported in [23]. We only mention here a remarkably general example, characterized by the Newtonian equations of motion

$$
\underline{\ddot{z}}+\mathrm{i} \omega \underline{\dot{z}}=\sum_{k=1}^{K} \underline{f}^{(-k)}(\underline{z}, \underline{\dot{z}}+\mathrm{i} \omega \underline{z})
$$

where $\underline{z} \equiv\left(z_{1}, \ldots, z_{N}\right)$ is the $N$-vector whose complex components $z_{n} \equiv z_{n}(t)$ are the dependent variables, while the "forces" $\underline{f}^{(-k)}(\underline{z}, \underline{\widetilde{z}})$ are required to be analytic in all their arguments and to satisfy the scaling properties

$$
\underline{f}^{(-k)}(\alpha \underline{z}, \underline{\tilde{z}})=\alpha^{-k} \underline{f}^{(-k)}(\underline{z}, \widetilde{\widetilde{z}})
$$

which however entail no restriction on the velocity-dependence of these forces, namely on the dependence of $\underline{f}^{(-k)}(\underline{z}, \underline{\tilde{z}})$ on the (components of the) second, $\underline{\tilde{z}}$, of its two $N$-vector arguments.
The next example [16] we report is characterized by the Newtonian equations of motion

$$
\ddot{\vec{r}}_{n}+\mathrm{i} \omega \dot{\vec{r}}_{n}+2 \omega^{2} \vec{r}_{n}=\sum_{m=1, m \neq n}^{N} \frac{M_{m} \vec{r}_{m n}}{r_{m n}^{3}}
$$

where we assume the $N$ dependent variables $\vec{r}_{n} \equiv \vec{r}_{n}(t)$ to be three-vectors (although the property of isochronicity of this deformed system would hold no less if these were $S$-vectors, with $S$ an arbitrary positive integer) and we use the shorthand notation $\vec{r}_{m n} \equiv \vec{r}_{m}-\vec{r}_{n}$. This system is (perhaps) remarkable inasmuch as it represents a (complex) deformation of the classical $N$-body gravitational problem, to which it clearly reduces for $\omega=0$.

The next example [27] we report is characterized by the following (first-order) equations of motion of oscillator type

$$
\begin{align*}
\dot{x}_{n}-\mathrm{i} p_{n} \omega x_{n} & =f_{n}(\underline{x}, \underline{y}), & & n=1, \ldots, N \\
\dot{y}_{m}+\mathrm{i} q_{m} \omega y_{m} & =g_{m}(\underline{x}, \underline{y}), & & m=1, \ldots, M . \tag{9}
\end{align*}
$$

Here the $N$-vector $\underline{x}$, respectively the $M$-vector $\underline{y}$, have as components the $N+M$ complex dependent variables $x_{n} \equiv x_{n}(t), y_{m} \equiv y_{m}(t)$; the $N+M$ parameters $p_{n}$, $q_{m}$ are all nonnegative integers (or they could be nonnegative rational numbers), and the $N+M$ complex functions $f_{n}, g_{m}$ are restricted by the following conditions (which are sufficient to guarantee the isochronicity of this dynamical system):

1) $f_{n}(\underline{x}, \underline{y})$ and $g_{m}(\underline{x}, \underline{y})$ are holomorphic at $\underline{x}=0, \underline{y}=0$
2) $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} \underline{f}(\varepsilon \underline{x}, \varepsilon \underline{y})=\underline{0}, \lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} \underline{g}(\varepsilon \underline{x}, \varepsilon \underline{y})=\underline{0}$
3) $\underline{f}(\underline{x}, \underline{y})$ and $\underline{g}(\underline{x}, \underline{y})$ are polynomial in the $y_{m}$

4a) $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1-p_{n}} f_{n}\left(\varepsilon^{-\underline{x}}, \varepsilon^{-\underline{q}} \underline{y}\right)=$ nondivergent, $n=1, \ldots, N$
4b) $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1+q_{m}} g_{m}\left(\varepsilon^{\underline{p}} \underline{x}, \varepsilon^{-\underline{q}} \underline{y}\right)=$ nondivergent, $m=1, \ldots, M$.
In the conditions (4a) and (4b) the notation $\varepsilon \underline{\underline{p}} \underline{\underline{x}}$ indicates of course the $N$-vector of components $\varepsilon^{p_{n}} x_{n}$, and likewise $\varepsilon^{-\underline{q}} \underline{y}$ is the $M$-vector of components $\varepsilon^{-q_{m}} y_{m}$. Note that this dynamical system, (9), includes the Hamiltonian case characterized by the restrictions

$$
N=M, \quad p_{n}=q_{n}, \quad f_{n}(\underline{x}, \underline{y})=\frac{\partial V(\underline{x}, \underline{y})}{\partial y_{n}}, \quad g_{n}(\underline{x}, \underline{y})=-\frac{\partial V(\underline{x}, \underline{y})}{\partial x_{n}}
$$

which imply that the equations of motion (9) are just the Hamiltonian equations entailed by the Hamiltonian function

$$
H(\underline{x}, \underline{y})=\mathrm{i} \omega \sum_{n=1}^{N} p_{n} x_{n} y_{n}+V(\underline{x}, \underline{y})
$$

isochronicity being now guaranteed by the following conditions on the function $V(\underline{x}, \underline{y}):$

1) $V(\underline{x}, \underline{y})$ is holomorphic at $\underline{x}=0, \underline{y}=0$
2) $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-2} V(\varepsilon \underline{x}, \varepsilon \underline{y})=\underline{0}$
3) $V(\underline{x}, \underline{y})$ is polynomial in the $y_{n}$
4) $\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} V\left(\varepsilon^{\underline{p}} \underline{x}, \varepsilon^{-\underline{p}} \underline{y}\right)=$ nondivergent.

Next, let us exhibit two classes of isochronous Hamiltonian systems [20]. The first is defined by the Hamiltonian

$$
\begin{align*}
H(\underline{p}, \underline{z}) & =\sum_{n=1}^{N}\left[\cosh \left(p_{n}\right) \sqrt{c_{n}+z_{n}^{2}}\right]+U(\underline{z})  \tag{10a}\\
U(\underline{z}) & =\sum_{k=1}^{K} U^{(-2 k)}(\underline{z})  \tag{10b}\\
U^{(-2 k)}(\alpha \underline{z}) & =\alpha^{-2 k} U^{(-2 k)}(\underline{z}) \tag{10c}
\end{align*}
$$

where the $N$ (possibly complex) constants $c_{n}$ are arbitrary and the dependence of the functions $U^{(-2 k)}(\underline{z})$ on the ( $N$ components of the) $N$-vector $\underline{z}$ is required to be analytic and to satisfy the scaling property (10c), but is otherwise as well arbitrary. The corresponding Newtonian equations of motion read of course as follows

$$
\ddot{z}_{n}+\omega^{2} z_{n}=-\sqrt{\dot{z}_{n}^{2}+\omega^{2}\left(c_{n}+z_{n}^{2}\right)} \frac{\partial U(\underline{z})}{\partial z_{n}}
$$

The second of these models is defined by the Hamiltonian

$$
H(\underline{p}, \underline{z})=\sum_{n=1}^{N}\left[\varphi\left(p_{n}\right) z_{n}\right]+W(\underline{z})
$$

where the function $\varphi(p)$ is required to satisfy the ODE

$$
\varphi(p)=\left[\varphi^{\prime}(p)+\mathrm{i}(1+\mu) \omega\right]^{\frac{1+\mu}{2}}\left[\varphi^{\prime}(p)-\mathrm{i}(1-\mu) \omega\right]^{\frac{1-\mu}{2}}
$$

with $\mu$ a real rational number different from minus unity, $\mu \neq-1$, and satisfying either one (or both) of the following two inequalities

$$
\mu>-3 \quad \text { or } \quad \mu<-(1+2 K)
$$

where $K$ is an arbitrary nonnegative integer that, together with $\mu$, characterizes the function $W(\underline{z})$ via the formula

$$
W(\underline{z})=W^{(0)}(\underline{z})+\sum_{k=1}^{K} W^{\left(\mu-\frac{2 k}{1+\mu}\right)}(\underline{z})
$$

with $W^{(a)}(\underline{z})$ a function the dependence of which on the ( $N$ components of the) $N$-vector $\underline{z}$ is analytic and only required to satisfy the scaling property

$$
W^{(a)}(\alpha \underline{z})=\alpha^{a} W^{(a)}(\underline{z})
$$

The corresponding Newtonian equations of motion read of course as follows

$$
\begin{aligned}
& \ddot{z}_{n}+2 \mathrm{i} \mu \omega \dot{z}_{n}+\left(1-\mu^{2}\right) \omega^{2} z_{n} \\
&=\left[\dot{z}_{n}+\mathrm{i}(1+\mu) \omega z_{n}\right]^{\frac{1-\mu}{2}}\left[\dot{z}_{n}-\mathrm{i}(1-\mu) \omega z_{n}\right]^{\frac{1+\mu}{2}} \frac{\partial W(\underline{z})}{\partial z_{n}}
\end{aligned}
$$

The last two examples we report can be characterized as assemblies of nonlinear harmonic oscillators [31], inasmuch as these two dynamical systems (which are actually special cases of more general systems [31]) have the remarkable property that their generic solutions (namely, all their solutions, except for a lowerdimensional set of singular solutions in which one or more of the "moving particles" shoot off to infinity at a finite time) are completely periodic with the fixed period $T$, see (1). Their Newtonian equations of motion read

$$
\begin{aligned}
& \ddot{\underline{z}}_{n m}-3 i \omega \underline{\dot{z}}_{n m}-2 \omega^{2} \underline{z}_{n m}=c \sum_{\nu=1}^{N} \sum_{\mu=1}^{M} \underline{z}_{n \mu}\left(\underline{z}_{\nu \mu} \cdot \underline{z}_{\nu m}\right) \\
& \ddot{\underline{z}}_{n m}-3 i \omega \dot{\underline{z}}_{n m}-2 \omega^{2} \underline{z}_{n m}=c \sum_{\nu=1}^{N} \sum_{\mu=1}^{M} \underline{z}_{\nu \mu}\left(\underline{z}_{\nu \mu} \cdot \underline{z}_{n m}\right) .
\end{aligned}
$$

These are two (different) systems of $N M$ Newtonian equations of motion satisfied by the $N M$ complex $S$-vectors $\underline{z}_{n m}$ (with $S$ an arbitrary positive integer); hence here the index $n$ runs from 1 to $N$, and the index $m$ runs from 1 to $M$, with $N$ and $M$ two arbitrary positive integers, while $c$ is of course an arbitrary complex constant (which might actually be rescaled away). The dot sandwiched between two $S$-vectors denotes the standard (Euclidian) scalar product, entailing the rotationinvariant character, in $S$-dimensional space, of these equations of motion. Since these systems only feature linear and cubic forces, these models are remarkably close to physics; and they become even more applicable if they are written in their real versions, that obtain in an obvious manner by setting

$$
\underline{z}_{n m}=\underline{x}_{n m}+\mathrm{i} \underline{y}_{n m}, \quad c=a+\mathrm{i} b .
$$

In contrast to what we did for the previous examples, let us outline here the derivation of these results. Actually the two systems of Newtonian equations written above are merely special subcases, corresponding to appropriate parametrizations (see, for instance, [14]) of a square matrix $M$ (of appropriate rank) in terms of $S$-vectors, of the following nonlinear matrix evolution equation

$$
\begin{equation*}
\ddot{M}-3 i \omega \dot{M}-2 \omega^{2} M=c M^{3} . \tag{11}
\end{equation*}
$$

Hence the findings reported above are merely special cases of the more general result according to which the generic solution of this nonlinear matrix evolution equation - with $M \equiv M(t)$ a square matrix of arbitrary rank - is periodic with period $T$, see (1)

$$
M(t+T)=M(t)
$$

And this result is an immediate consequence, via the following matrix version of the trick,

$$
\begin{equation*}
M(t)=\exp (\mathrm{i} \omega t) \Psi(\tau), \quad \tau=\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega} \tag{12}
\end{equation*}
$$

of a previous result due to Inozemtsev [36], according to which the matrix evolution equation

$$
\Psi^{\prime \prime}=c \Psi^{3}
$$

which clearly corresponds to (11) via (12), is integrable and all its solutions $\Psi(\tau)$ are meromorphic functions of the independent variable $\tau$.
Let us end this section by re-emphasizing - to underscore the significance of the examples exhibited in this section - that, as noted in the introductory part of this section, isochronous systems are, at least partially, superintegrable.

## Lecture 2

## 2. The Goldfish

"A mathematician, using the dressing method to find a new integrable system, could be compared with a fisherman, plunging his net into the sea. He does not know what a fish he will pull out. He hopes to catch a goldfish, of course. But too often his catch is something that could not be used for any known purpose to him. He invents more and more sophisticated nets and equipments, and plunges all that deeper and deeper. As a result, he pulls on the shore after a hard work more and more strange creatures. He should not despair, nevertheless. The strange creatures may be interesting enough if you are not too pragmatic, and who knows how deep in the sea do goldfishes live?"
This sentence (copied from page 622 of [46]) provided the motivation to call "goldfish" [13] - due to its neat appearance, and the simplicity of its solution - the integrable, indeed solvable, system characterized by the Newtonian equations of motion

$$
\begin{equation*}
\zeta_{n}^{\prime \prime}=2 \sum_{m=1, m \neq n}^{N} \frac{\zeta_{n}^{\prime} \zeta_{m}^{\prime}}{\zeta_{n}-\zeta_{m}} \tag{13}
\end{equation*}
$$

as well as some of its variants (see below). Here the $N$ dependent variables $\zeta_{n} \equiv$ $\zeta_{n}(\tau)$ evolve as functions of the independent variable $\tau$, and we always consider them in the complex; while appended primes denote of course differentiations with respect to $\tau$.

The solution of the initial-value problem for this model is given by the following simple prescription [8]: the $N$ values $\zeta_{n}(\tau)$ coincide with the $N$ roots of the following algebraic equation in $\zeta$

$$
\begin{equation*}
\sum_{n=1}^{N} \frac{\zeta^{\prime}(0)}{\zeta-\zeta_{n}(0)}=\frac{1}{\tau} \tag{14}
\end{equation*}
$$

Note that this equations gets transformed into a polynomial equation of degree $N$ in $\zeta$ after multiplication by the factor $\prod_{n=1}^{N}\left[\zeta-\zeta_{n}(0)\right]$, hence it indeed has $N$ solutions.
Via the (particularly simple) version of the trick appropriate to this model,

$$
\begin{equation*}
z_{n}(t)=\zeta_{n}(\tau), \quad \tau=\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega} \tag{15a}
\end{equation*}
$$

entailing

$$
\begin{equation*}
z_{n}(0)=\zeta_{n}(0), \quad \dot{z}_{n}(0)=\zeta_{n}^{\prime}(0) \tag{15b}
\end{equation*}
$$

the Newtonian equations of motion (13) become

$$
\begin{equation*}
\ddot{z}_{n}=\mathrm{i} \omega \dot{z}_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n} \dot{z}_{m}}{z_{n}-z_{m}} \tag{16}
\end{equation*}
$$

and the prescription providing the solution of the initial-value problem for these Newtonian equations of motion, (16), states that the $N$ values $z_{n}(t)$ coincide with the $N$ roots of the following algebraic equation in $z$

$$
\begin{equation*}
\sum_{n=1}^{N} \frac{\dot{z}(0)}{z-z_{n}(0)}=\frac{\mathrm{i} \omega}{\exp (\mathrm{i} \omega t)-1} \tag{17}
\end{equation*}
$$

As always in this paper we consider the constant $\omega$ to be real (and, for definiteness, positive), and the variable $t$ to be as well real and to represent "time". The periodicity of (the right-hand side of) this algebraic equation in $z$, (17), entails that the set of its $N$ zeros is periodic with period $T$, see (1), and hence the solution $\underline{z}(t) \equiv\left(z_{1}(t), \ldots, z_{N}(t)\right)$ is as well completely periodic, but due to the possibility that, through the motion, some zeros exchange their roles, the periodicity of this solution may turn out to be a (finite, integer) multiple of $T$. In conclusion the system (16) is isochronous, indeed it also qualifies as an assembly of nonlinear harmonic oscillators, since all its solutions $\underline{z}(t)$ are completely periodic with the same period $T$ or a finite integer multiple of it ; and the phase space of its initial data $\underline{z}(0), \underline{\dot{z}}(0)$ is divided into domains out of which the system evolves with the same periodicity, these domains being separated from each other by (lower-dimensional) boundaries yielding trajectories along which the equations of motions become singular due to the collision of two or more particles (note that, at a collision point, the solutions remain finite but the speed of the colliding particles diverge, and their individual identity gets lost).
In this section we focus on the more general version of this model, the solutions of which cannot generally be obtained by algebraic operations, yet can be analyzed in considerable detail and do exhibit a richness of behaviors that justifies attributing
also to this model the name "goldfish" [29]. This more general model is characterized by the Newtonian equations of motion

$$
\begin{equation*}
\ddot{z}_{n}=\mathrm{i} \omega \dot{z}_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{a_{n m} \dot{z}_{n} \dot{z}_{m}}{z_{n}-z_{m}} \tag{18}
\end{equation*}
$$

which differ from (16) due to the presence of the arbitrary "coupling constants" $a_{n m}$ (and of course reduces back to (16) for $a_{n m}=1$ ). But before discussing the behavior of the solutions of this model let us interject two remarks that are relevant to justify our calling it a "goldfish".
The first remark is, that these Newtonian equations of motion, (18), are Hamiltonian (provided $a_{n m}=a_{m n}$, as we hereafter assume). Indeed it is easily seen that from the Hamiltonian

$$
\begin{equation*}
H(\underline{p}, \underline{z})=\sum_{n=1}^{N}\left[-\frac{\mathrm{i} \omega z_{n}}{c}+\exp \left(c p_{n}\right) \prod_{m=1, m \neq n}^{N}\left(z_{n}-z_{m}\right)^{-a_{n m}}\right] \tag{19a}
\end{equation*}
$$

one can obtain the following Hamiltonian equations

$$
\begin{align*}
& \dot{z}_{n}=\frac{\partial H}{\partial p_{n}}=c \exp \left(c p_{n}\right) \prod_{m=1, m \neq n}^{N}\left(z_{n}-z_{m}\right)^{-a_{n m}}  \tag{19b}\\
& \dot{p}_{n}=-\frac{\partial H}{\partial z_{n}}=c^{-1}\left[i \omega+\sum_{m=1, m \neq n}^{N} \frac{a_{n m}\left(\dot{z}_{n}-\dot{z}_{m}\right)}{z_{n}-z_{m}}\right] . \tag{19c}
\end{align*}
$$

To write in more convenient form the second set, (19c), of these equations we used the first set, (19b). And it is now clear that (logarithmic) $t$-differentiation of (19b) yields, using (19c), precisely (18). Note that this result obtains for any arbitrary (nonvanishing) choice of the constant $c$, that appears in the definition of the Hamiltonian and in the Hamiltonian equations of motion, see (19), but is not present in the Newtonian equations (18).
Secondly, we observe that these $N$ complex equations of motion, (18), obeyed by the $N$ complex dependent variables $z_{n}(t)$ moving in the complex plane, can be reformulated [11,12] as $N$ real equations of motion satisfied by $N$ real two-vectors $\vec{r}_{n}(t)$ moving in the horizontal plane, by setting

$$
\begin{equation*}
z_{n}=x_{n}+\mathrm{i} y_{n}, \quad \vec{r}_{n}=\left(x_{n}, y_{n}, 0\right), \quad \hat{k}=(0,0,1), \quad a_{n m}=\alpha_{n m}+\mathrm{i} \beta_{n m} \tag{20}
\end{equation*}
$$

These Newtonian equations of motion read as follows
$\ddot{\vec{r}}_{n}=\omega \hat{k} \wedge \dot{\vec{r}}_{n}$
$+2 \sum_{m=1, m \neq n}^{N} r_{n m}^{-2}\left(\alpha_{n m}+\beta_{n m} \hat{k} \wedge\right) \cdot\left[\dot{\vec{r}}_{n}\left(\dot{\vec{r}}_{m} \cdot \vec{r}_{n m}\right)+\dot{\vec{r}}_{m}\left(\dot{\vec{r}}_{n} \vec{r}_{n m}\right)-\vec{r}_{n m}\left(\dot{\vec{r}_{n}} \cdot \dot{\vec{r}}_{m}\right)\right]$.

Here we use the short-hand notation $\vec{r}_{n m}=\vec{r}_{n}-\vec{r}_{m}$, entailing $r_{n m}^{2}=r_{n}^{2}+r_{m}^{2}-$ $2 \vec{r}_{n} \cdot \vec{r}_{m}$.
The fact that these equations of motion are both translation- and rotation-invariant is remarkable, as well as the fact that, when all the coupling constants $\alpha_{n m}, \beta_{n m}$ vanish, these Newtonian equations of motion have a clear physical interpretation: they describe a "cyclotron", namely the motion of $N$ equal, electrically charged, point-like particles moving in the horizontal plane in the presence of a constant magnetic field orthogonal to that plane, in the approximation in which their mutual (electrostatic) interactions are neglected. And these Newtonian equations of motion (of course: see for instance [10]) are no less Hamiltonian than the (complex) equations of motion (18). Indeed a real Hamiltonian that generates directly the real equations of motion (21) is provided by the real part of the Hamiltonian that obtains by inserting the assignment (20) in (19a), together with

$$
p_{n}=p_{n x}-\mathrm{i} p_{n y}, \quad \vec{p}_{n}=\left(p_{n x}, p_{n y}, 0\right)
$$

Note the minus sign in the first set of these equations where $p_{n x}$ respectively $p_{n y}$ are the $x$-component respectively the $y$-component of the two-vector $\vec{p}_{n}$, that plays the role of canonically conjugate momentum to the canonical two-vector variable $\vec{r}_{n}$.
Hereafter we discuss the behavior of this model on the basis of the (neater if less "physical") complex equations of motion (18), describing $N$ points $z_{n}$ that evolve over time in the complex $z$-plane; but the reader should not forget that these evolutions can as well be interpreted as describing the (physical) motions of $N$ equal (pointlike) particles in the (real) horizontal plane. And the main tool of our analysis is the trick (15), that relates our equations of motion (18) to the equations of motion

$$
\begin{equation*}
\zeta_{n}^{\prime \prime}=2 \sum_{m=1, m \neq n}^{N} \frac{a_{n m} \zeta_{n}^{\prime} \zeta_{m}^{\prime}}{\zeta_{n}-\zeta_{m}} \tag{22}
\end{equation*}
$$

that, together with the initial data $\zeta_{n}(0), \zeta_{n}^{\prime}(0)$ (see (15b)) define the solutions $\zeta_{n} \equiv \zeta_{n}(\tau)$ in the complex $\tau$-plane. The "physical" evolution of the points $z_{n} \equiv$ $z_{n}(t)$ as functions of the real time variable $t$ is then given by the evolution of the corresponding coordinates $\zeta_{n}(\tau)$, see (15a), as the complex variable $\tau$ travels round and round on the circle $C$ in the complex $\tau$-plane, the diameter of which, of length $\frac{2}{\omega}$, has one extreme at the origin $\tau=0$ and the other on the positive imaginary axis at $\tau=\frac{2 \mathrm{i}}{\omega}$. It is therefore clear that the behavior of $z_{n}(t)$ as a function of the real, "physical time" variable $t$ depends on the analytic structure of $\zeta_{n}(\tau)$ as function of the complex variable $\tau$, in particular of the singularities, if any, of this function $\zeta_{n}(\tau)$ that fall in the disk $D$ encircled by the circle $C$ in the complex $\tau$-plane. We tersely review here the relevant analysis, following [29] where the interested reader will find a more detailed report, including the display of the trajectories
of several numerical simulations of the motions of the points $z_{n}(t)$ obtained via a computer code created by M . Sommacal. A more rewarding experience is of course to watch the evolution over time of these numerical simulations - as it were, like a movie show: this will eventually become possible when, hopefully pretty soon, the Sommacal simulation code will be made available via the web for general use. We note first of all that there exists in phase space an open region of initial data $z_{n}(0), \dot{z}_{n}(0)$, characterized by large values of the moduli $\left|z_{n}(0)-z_{m}(0)\right|$ of the initial interparticle distances and by small values of the moduli of the initial particle velocities $\left|\dot{z}_{n}(0)\right|$ (see (22) and (15b)), that guarantees (all components $\zeta_{n}(\tau)$ of) the corresponding solution $\underline{\zeta}(\tau)$ of (22) to be holomorphic in (a disk of radius $\rho$ centered at the origin $\tau=0$ of the complex $\tau$-plane that includes) the circle $C$, hence the corresponding solution $\underline{z}(t)$ to be completely periodic with period $T$, see (15a) and (1). This was firstly proven in [24], to which the interested reader is referred for more details, including an explicit evaluation of a lower bound to $\rho$ in terms of the (moduli of) the coupling constants $a_{n m}$ and of the minimum value of the moduli $\left|z_{n}(0)-z_{m}(0)\right|$ of the initial interparticle distances and the maximum value of the moduli of the initial particle velocities $\left|\dot{z}_{n}(0)\right|$. This result guarantees the isochronous character of this model, (18), for any arbitrarily given assignment of the coupling constants $a_{n m}$.
Next, let us restrict here, for simplicity, our consideration to models (18) in which all the coupling constants $a_{n m}$ are real and nonnegative,

$$
\begin{equation*}
a_{n m} \geq 0 \tag{23}
\end{equation*}
$$

(for other cases see [29]). Then the singularities of the generic solution $\underline{\zeta}(\tau)$ of (22) - which occur at values $\tau_{b}$ of $\tau$ where two coordinates $\zeta_{n}(\tau)$ coincide, say $\zeta_{\mu}\left(\tau_{b}\right)=$ $\zeta_{\nu}\left(T_{b}\right)=b$ (see the right-hand side of (22)) - are branch points characterized by the exponent, say,

$$
\begin{equation*}
\gamma=\gamma_{\mu \nu}=\frac{1}{1+a_{\mu \nu}} \tag{24}
\end{equation*}
$$

so that in their neighborhood, namely for $\tau \approx \tau_{b}$,

$$
\begin{align*}
\zeta_{s}(\tau)= & b \pm c\left(\tau-\tau_{b}\right)^{\gamma}+v\left(\tau-\tau_{b}\right) \\
& +\sum_{k=1}^{\infty} \sum_{\substack{\ell, m=0 \\
\ell+m \geq 1}}^{\infty} \varphi_{k \ell m}^{(s)}\left(\tau-\tau_{b}\right)^{k+\ell \gamma+m(1-\gamma)}, \quad s=\mu, \nu  \tag{25a}\\
\zeta_{n}(\tau)= & b_{n}+v_{n}\left(\tau-\tau_{b}\right) \\
+ & \sum_{k=1}^{\infty} \sum_{\ell=\delta_{k 1}}^{\infty} \sum_{m=0}^{\infty} \varphi_{k \ell m}^{(n)}\left(\tau-\tau_{b}\right)^{k+\ell \gamma+m(1-\gamma)}, \quad n \neq \mu, \nu \tag{25b}
\end{align*}
$$

The $\pm$ sign in front of $c$ in the right-hand side of the first, (25a), of these formulas indicates that one sign must be chosen for $s=\mu$, the opposite for $s=\nu$. Note that
here the $4+2(N-2)=2 N$ constants $\tau_{b}, b, c, v, b_{n}, v_{n}$ are a priori arbitrary except for the obvious restrictions $b_{n} \neq b, b_{n} \neq b_{m}$ - while the coefficients $\varphi_{k \ell m}^{(s)}$, $\varphi_{k \ell m}^{(n)}$ can be computed from these constants, recursively, by inserting this ansatz, (25), in the equations of motion (22). The fact that the number, $2 N$, of a priori undetermined coupling constants equals the number of arbitrary initial data for this system of ODEs, (22), indicates that this kind of branch points, characterized by the exponents $\gamma_{n m}$, see (24), is the typical singularity featured by the generic solution $\underline{\zeta}(\tau)$ of (22). (Branch points with different exponents may appear, but only in nongeneric solutions $\underline{\zeta}(\tau)$ which, at some value $\tau_{b}$ of $\tau$, feature the coincidence of more than two components, say $\zeta_{\mu}\left(\tau_{b}\right)=\zeta_{\nu}\left(\tau_{b}\right)=\zeta_{\lambda}\left(\tau_{b}\right)$; for a more detailed discussion of this question see [29]).
We conclude therefore that the generic solution $\zeta(\tau)$ of (22) features a, generally infinite, number of branch points, that generally affect each of its components $\zeta_{n}(\tau)$, and which are characterized, for the class of models to which we are restricting attention here, see (23), by (real) exponents $\gamma_{n m}$, see (24), which are then clearly characterized by the inequalities

$$
0<\gamma_{n m} \leq 1
$$

What does this tell us about the generic solution $\underline{z}(t)$ of the equations of motions of primary interest to us, (18), in particular about its evolution as function of the real "time" variable $t$ ?

To the solution $\underline{\zeta}(\tau)$ is associated a Riemann surface the structure of which is determined by the character and distribution of the branch points of $\zeta(\tau)$ in the complex $\tau$-plane (each of which is generally featured by each component $\zeta_{n}(\tau)$ of $\zeta(\tau)$, although generally not in the same way: see (25)), and we know from (15a) that the values take by $\underline{z}(t)$ as $t$ evolves from $t=0$ towards $t=\infty$ coincide with the values taken by $\underline{\zeta}(\tau)$ as the independent variable $\tau$ travels, on that Riemann surface associated with $\underline{\zeta}(\tau)$, counterclockwise round and round on the circle $C$ defined above (the diameter of which lies on the imaginary axis in the complex $\tau$-plane, with one end at $\tau=0$ and the other at $\tau=\frac{2 i}{\omega}$ ), employing a period $T$, see (1), to make each full round. Hence the behavior of the solution $\underline{z}(t)$ of (18) depends on the structure of the Riemann surface associated with the corresponding solution $\underline{\zeta}(\tau)$ of (22), and specifically on the number of different sheets of that surface that are visited as one travels on it before returning, if ever, to the main sheet from which the travel started at $t=\tau=0$.

If no other sheet is visited besides the main one, the corresponding solution $\underline{z}(t)$ is of course periodic with period $T$, see (1) and (15a),

$$
\begin{equation*}
\underline{z}(t+T)=\underline{z}(t) \tag{26}
\end{equation*}
$$

This happens provided no branch point is featured by $\underline{\zeta}(\tau)$ on its main sheet inside the circle $C$, and as already indicated in the preceding section, it has been proven [24] (even in the more general case with arbitrary coupling constants $a_{n m}$ ) that there is an open region having full dimensionality in the phase space of initial data, see (15b), that yields such an outcome, implying the isochronicity of the model characterized by the Newtonian equations of motion (18). This region $R$ (of initial data that yield solutions $\underline{\zeta}(\tau)$ of $(22)$ which are holomorphic in the closed disk encircled by $C$, hence solutions $\underline{z}(t)$ of (18) that are completely periodic in $t$, see (26)) has a boundary - a lower-dimensional domain in the phase space of initial data - out of which emerge motions leading, at a time $t_{b}$ smaller than $T$, to a "particle collision", say $z_{\nu}\left(t_{b}\right)=z_{\mu}\left(t_{b}\right)$.
The character of the solution $\underline{z}(t)$ yielded by initial data that are outside of the region $R$ depends on the structure of the Riemann surface associated with the corresponding solution $\underline{\zeta}(\tau)$. This is mainly determined by the values of the branch point exponents $\gamma_{n m}$, which are themselves determined by the values of the coupling constants $a_{n m}$, see (25) and (24). Let us focus on the (more interesting) case in which these constants $a_{n m}$ are rational numbers, entailing that the coefficients $\gamma_{n m}$ determining the character of the branch points are as well rational, see (24), so that each of the cuts associated with them opens the way, in the Riemann surface, to a finite number of sheets. There are then two possibilities, each generally characterized by open regions of initial data having full dimensionality in phase space, the boundaries of which always are (lower-dimensional) domains out of which emerge motions leading, in a time $t_{b}$ smaller than $T$, to a "particle collision".
One possibility is that the number $B$ of sheets visited before returning to the main sheet be finite, $B<\infty$ and the corresponding solutions $\underline{z}(t)$ are then completely periodic with period $\widetilde{T}=(B+1) T, \underline{z}(t+\widetilde{T})=\underline{z}(t)$.
Another possibility is that the number of new sheets visited be unlimited, namely that the structure of the Riemann surface be such that, by traveling round and round on it along the circle $C$ one never returns back to the main sheet. This can happen, even if the exponents $\gamma_{n m}$ are all rational so that via the cuts associated to each of them access is gained to only a finite number of new sheets, because of the possibility that an infinity of branch points be located inside the circle $C$ on the infinite sheets associated to these branch points, via a never ending mechanism of branch points nesting. Whenever this happens the corresponding solution $\underline{z}(t)$ is aperiodic, and it is moreover likely that it then be chaotic, in the sense of displaying a sensitive dependence on its initial data. Indeed this will happen whenever some ones out of this infinity of branch points fall arbitrarily close to the contour $C$, because then a minute change in the initial data, to which there will correspond a minute change in the pattern of these branch points of $\underline{\zeta}(\tau)$ in the complex $\tau$ plane, will cause some relevant branch point to cross over from outside the circle
$C$ to inside it, or viceversa, and this will eventually effect quite significantly the time evolution of $\underline{z}(t)$, by causing a change in the sequence of sheets that get visited by traveling along the circle $C$ on the Riemann surface associated to the corresponding $\underline{\zeta}(\tau)$.
This phenomenology has a clear "physical interpretation", which can be qualitatively understood as follows. The many-body problem characterized by the Newtonian equations of motion (18) generally yields confined motions, the trajectory of each particle tending to wind round and round - it would indeed reduce to a circle were it not for the interaction with the other particles. A possibility, as we know, is that this $N$-body motion be completely periodic, with the same period $T$ that characterizes the circular motion of each particle when the two-body interparticle interaction is altogether missing $\left(a_{n m}=0\right)$. Another possibility, in the case discussed above with rational coupling constants, is that there exist other motions which are as well completely periodic, but with periods which are integer multiples of $T$. A third possibility, which cannot a priori be excluded, is that there also exist motions which are aperiodic but in some way overall ordered, perhaps featuring trajectories that eventually wind up around limit cycles. And still another possibility is that the motions described by the solution $\underline{z}(t)$ be aperiodic and disordered. In this case the physical mechanism causing a sensitive dependence on the initial data can be understood as follows. Such disordered motions necessarily feature near misses, in which, typically, two particles pass quite close to each other (while the probability that an actual collision occur among point particles moving in a plane is of course a priori nil). Such a near miss in the motion described by $\underline{z}(t)$ corresponds - see the discussion above - to a branch point of the corresponding solution $\underline{\zeta}(\tau)$ occurring quite close to the circle $C$ in the complex $\tau$-plane (which is the one-dimensional region of the two-dimensional complex $\tau$-plane in which the values of $\underline{\zeta}(\tau)$ correspond to the values $\underline{z}(t)$ describing the motion of physical particles moving as functions of the time $t$ ); and in the generic case of a two-body near miss, there is a correspondence between the fact that such a branch point occur just inside, or just outside, the circle $C$, and the way the particles pass, on one or the other side, by each other. Likewise, the tiny change in the initial data that causes, in the context of the solutions $\underline{\zeta}(\tau)$ - see the discussion above - a branch point of $\underline{\zeta}(\tau)$ to pass from inside to outside the circle $C$, or viceversa, corresponds, in the context of the "physical" solutions $\underline{z}(t)$, to a change occurring in the corresponding near miss, from the case in which the two particles involved in it slide by each other on one side to the case in which they instead slide by each other on the other side - entailing a significant change in the subsequent motion (indeed, the closer a near miss, the more it affects the motion, due to the singularity of the two-body interaction at zero separation, see (18)).
The phenomenology outlined here does indeed occur in this goldfish model, as demonstrated and discussed in [29]. It also occurs - rather similarly if more simply,
since in this case only square-root branch points occur, irrespective of the values of the coupling constants - in the model 2 , which has been treated in detail, along the same lines discussed above, in [32], where the interested reader will also find a representative set of numerically simulated trajectories. And it is rather clear that this phenomenology provides a paradigm of rather general applicability for the transition from isochronicity to deterministic chaos, indeed perhaps for the generic onset of deterministic chaos, as will be discussed in [30].

## Lecture 3

## 3. A Novel Technique to Identify Solvable Dynamical Systems, and a Solvable Extension of the Goldfish Many-Body Problem

In this section we review some recent developments [21,22,28] (occasionally we follow the last of these papers, [22], verbatim).

### 3.1. The Technique

The point of departure of our technique is a matrix evolution equation "of Newtonian type",

$$
\begin{equation*}
\ddot{U}=F(U, \dot{U}) \tag{27}
\end{equation*}
$$

Here (and below) the $N \times N$ matrix $U \equiv U(t)$ is the dependent variable, the independent variable $t$ ("time") is real and superimposed dots indicate derivatives with respect to it ; and we assume the matrix function $F(U, \dot{U})$ to depend on no other matrix besides its two arguments (the order of which is of course important, since these two matrices, $U$ and $\dot{U}$, need not commute), so that there hold the identity

$$
R F(U, \dot{U}) R^{-1}=F\left(R U R^{-1}, R \dot{U} R^{-1}\right)
$$

where $R$ is any (invertible) $N \times N$ matrix.
We then introduce the parameterization of the $N \times N$ matrix $U(t)$ in terms of its $N$ eigenvalues $z_{n}(t)$ and of its diagonalizing $N \times N$ matrix $R(t)$

$$
\begin{align*}
U & =R Z R^{-1}  \tag{28a}\\
Z & =\operatorname{diag}\left[z_{n}\right] . \tag{28b}
\end{align*}
$$

But before proceeding to obtain the evolution equations implied by (27) for the diagonal matrix $Z(t)$ and for the diagonalizing matrix $R(t)$, or rather (see below) for the matrix $M(t)$ defined in terms of $R(t)$ by the formula

$$
\begin{equation*}
M=R^{-1} \dot{R} \tag{29}
\end{equation*}
$$

let us note that the formulas (28) define the matrix $R$ only up to multiplication from the right by an arbitrary diagonal matrix, say

$$
\begin{equation*}
D=\operatorname{diag}\left[d_{n}\right] \tag{30}
\end{equation*}
$$

since replacing in (28a) $R$ with

$$
\begin{equation*}
\widetilde{R}=R D \tag{31}
\end{equation*}
$$

is clearly of no consequence. The corresponding "gauge transformation" of the matrix $M$,

$$
\begin{equation*}
\widetilde{M}=\widetilde{R}^{-1} \dot{\widetilde{R}}=D^{-1} M D+D^{-1} \dot{D} \tag{32a}
\end{equation*}
$$

namely

$$
\begin{align*}
& \widetilde{M}_{n n}=M_{n n}+\frac{\dot{d}_{n}}{d_{n}}  \tag{32b}\\
& \widetilde{M}_{n m}=d_{n}^{-1} M_{n m} d_{m}, \quad n \neq m \tag{32c}
\end{align*}
$$

entails that in our parameterization of the $N \times N$ matrix $U(t)$ (via (28) with (29)) the $N^{2}$ matrix elements of this matrix get replaced by the $N$ elements $z_{n}(t)$ of the diagonal matrix $Z(t)$ (namely by the $N$ eigenvalues of the matrix $U(t)$ : see (28)) and by the $N(N-1)$ off-diagonal elements $M_{n m}(t)$ (with $n \neq m$ ) of the $N \times N$ matrix $M(t)$, while the $N$ diagonal elements $M_{n n}(t)$ can be arbitrarily adjusted by choosing appropriately the elements $d_{n}(t)$ of the diagonal matrix $D(t)$, see (32b) (of course, up to a corresponding adjustment of the corresponding off-diagonal elements, see (32c)).
Differentiation of (28a) with respect to the independent variable $t$ yields, using (29),

$$
\begin{gather*}
\dot{U}=R\{\dot{Z}+[M, Z]\} R^{-1}  \tag{33a}\\
\ddot{U}=R\{\ddot{Z}+[\dot{M}, Z]+2[M, \dot{Z}]+[M,[M, Z]]\} R^{-1} . \tag{33b}
\end{gather*}
$$

Here and throughout we use of course the standard notation $[X, Y] \equiv X Y-Y X$ for the commutator of two matrices.
We now insert these formulas, (28) and (33), in the matrix evolution equation (27) and we thereby obtain the $N \times N$ matrix evolution equation

$$
\begin{equation*}
\ddot{Z}+[\dot{M}, Z]+2[M, \dot{Z}]+[M,[M, Z]]=F(Z, \dot{Z}+[M, Z]) \tag{34}
\end{equation*}
$$

Up to now, the treatment has been general, namely applicable to any matrix evolution equation (27). Hereafter, following [22], we focus on a specific integrable (indeed solvable) matrix equation; analogous treatments of other solvable equations are given in [21] and [28]; and this is the appropriate place to emphasize that this approach is not new, indeed it has been employed often, in analogous or quite different contexts, see for instance [2-6, 33, 37, 39-45].

### 3.2. Extended Goldfish

The solvable matrix evolution equation which we now take as starting point to apply the technique described above reads as follows

$$
\begin{equation*}
\ddot{U}=a(\dot{U} U+U \dot{U}) \tag{35}
\end{equation*}
$$

Here $a$ indicates a scalar constant, which might of course be eliminated by a trivial rescaling of the dependent or independent variables, although we prefer not to do so in order to keep track of the contributions coming from the (nonlinear) righthand side of this matrix evolution equation, (35), and also to maintain open the option to set $a$ to zero, going thereby back to the standard goldfish many-body problem (see preceding section and related results [21], [28], [13]).
It is easily seen that the general solution of this matrix evolution equation (35), reads

$$
\begin{equation*}
U(t)=a^{-1}\left[\cos (A t)-B A^{-1} \sin (A t)\right]^{-1}[A \sin (A t)+B \cos (A t)] \tag{36a}
\end{equation*}
$$

where $A$ and $B$ are two arbitrary constant $N \times N$ matrices. In terms of the initialvalue problem for the matrix evolution equation (35) clearly (36a) entails

$$
\begin{equation*}
U(0)=a^{-1} B, \quad \dot{U}(0)=a^{-1}\left(A^{2}+B^{2}\right) \tag{36b}
\end{equation*}
$$

and these two matrix equations can be inverted to yield

$$
\begin{equation*}
A^{2}=-a^{2}[U(0)]^{2}+a \dot{U}(0), \quad B=a U(0) \tag{36c}
\end{equation*}
$$

Note that the explicit expression (36a) entails that the matrix $U(t)$ is actually a function of the matrix $A^{2}$ rather than $A$.
We now insert the formulas (28) and (33) in the matrix evolution equation (35) and we thereby obtain the $N \times N$ matrix evolution equation

$$
\ddot{Z}+[\dot{M}, Z]+2[M, \dot{Z}]+[M,[M, Z]]=a\{(\dot{Z}+[M, Z]) Z+Z(\dot{Z}+[M, Z])\}
$$

We now separate the diagonal and off-diagonal terms of this matrix evolution equation, making moreover the notational assignment

$$
M_{n n} \equiv F_{n}
$$

to help us keeping in mind that, consistently with the observation made above, we retain the freedom to assign arbitrarily these $N$ quantities $F_{n}$. We thus obtain the following Newtonian equations of motion, interpretable as those of an $N$-body problem (which is, of course, solvable, thanks to its relation to the solvable matrix evolution equation (35))

$$
\begin{equation*}
\ddot{z}_{n}=2 a \dot{z}_{n} z_{n}-2 \sum_{m=1, m \neq n}^{N}\left(z_{n}-z_{m}\right) M_{n m} M_{m n} \tag{37a}
\end{equation*}
$$

$$
\begin{align*}
& \left(z_{n}-z_{m}\right) \dot{M}_{n m}+2\left(\dot{z}_{n}-\dot{z}_{m}\right) M_{n m}=a\left(z_{n}^{2}-z_{m}^{2}\right) M_{n m} \\
& \quad+\sum_{\ell=1 ; \ell \neq n, m}^{N}\left(z_{n}+z_{m}-2 z_{\ell}\right) M_{n \ell} M_{\ell m}-\left(z_{n}-z_{m}\right) M_{n m}\left(F_{n}-F_{m}\right), n \neq m \tag{37b}
\end{align*}
$$

Here the $N$ coordinates $z_{n} \equiv z_{n}(t)$ denote the positions of the $N$ moving particles, the $N(N-1)$ "auxiliary variables" $M_{n m} \equiv M_{n m}(t)$ evolve according to the system of $N(N-1)$ first-order ODEs (37b), and the $N$ source terms $F_{n}$ can be assigned as arbitrary functions of time, or even of the other dependent variables $z_{m}$ and $M_{m \ell}$, without spoiling the solvable character of the model. Here and throughout indices like $n, m$, $\ell$ range from 1 to $N$, unless otherwise indicated.
An interesting redefinition of the auxiliary variables obtains by setting

$$
\begin{equation*}
M_{n m}=\left(z_{n}-z_{m}\right)^{-1}\left(\dot{z}_{n} \dot{z}_{m}\right)^{1 / 2} u_{n m} \tag{38}
\end{equation*}
$$

(this assignment is suggested by the form of the Lax matrix introduced in [7]). The equations of motion (37) of the $N$-body model take thereby the form

$$
\begin{gather*}
\ddot{z}_{n}=2 a \dot{z}_{n} z_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n} \dot{z}_{m}}{z_{n}-z_{m}} u_{n m} u_{m n},  \tag{39a}\\
\dot{u}_{n m}+\frac{\dot{z}_{n}-\dot{z}_{m}}{z_{n}-z_{m}} u_{n m}\left(1-u_{n m} u_{m n}\right)=-\sum_{\ell=1 ; \ell \neq n, m}^{N} \dot{z}_{\ell}\left[\frac{u_{n \ell}\left(u_{\ell m}+u_{n m} u_{\ell n}\right)}{z_{n}-z_{\ell}}\right. \\
\left.+\frac{u_{\ell m}\left(u_{n \ell}+u_{n m} u_{m \ell}\right)}{z_{m}-z_{\ell}}\right]-u_{n m}\left(F_{n}-F_{m}\right), \quad n \neq m . \tag{39b}
\end{gather*}
$$

Here the auxiliary variables are of course the $N(N-1)$ quantities $u_{n m}(t)$; and note that, while the (Newtonian) equations of motion (39a) that characterize the evolution of the "particle coordinates" $z_{n}(t)$ follow straightforwardly from (37a) via (38), in order to obtain from (37b) the equations (39b) that characterize the evolution of the auxiliary variables $u_{n m}(t)$ one must use, in addition to (38), the equations of motion (39a). It is now clear that, for $F_{n}=0$ (or, equivalently, for $\left.F_{n}=F\right)$, the $N(N-1)$ evolution equations (39b) admit the (special) solution

$$
\begin{equation*}
u_{n m}=-1, \quad n \neq m \tag{40}
\end{equation*}
$$

entailing that the Newtonian equations of motion (39a) become then

$$
\begin{equation*}
\ddot{z}_{n}=2 a \dot{z}_{n} z_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n} \dot{z}_{m}}{z_{n}-z_{m}} \tag{41}
\end{equation*}
$$

For $a=0$ these equations of motion coincide with those of the standard "goldfish" model (see the preceding section). For $a \neq 0$ they characterize a novel solvable extension of the goldfish $N$-body problem.

Before discussing the solvability of this model, (41), let us note its Hamiltonian character. Indeed the Hamiltonian

$$
\begin{equation*}
H=\sum_{n=1}^{N}\left\{-\frac{a}{s} z_{n}^{2}+\exp \left(s p_{n}\right) \prod_{m=1, m \neq n}^{N}\left(z_{n}-z_{m}\right)^{-1}\right\} \tag{42a}
\end{equation*}
$$

where $s$ is an arbitrary (nonvanishing) constant, yields the Hamiltonian equations

$$
\begin{align*}
& \dot{z}_{n}=\frac{\partial H}{\partial p_{n}}=s \exp \left(s p_{n}\right) \prod_{m=1, m \neq n}^{N}\left(z_{n}-z_{m}\right)^{-1}  \tag{42b}\\
& \dot{p}_{n}=-\frac{\partial H}{\partial z_{n}}=\frac{1}{s}\left\{2 a z_{n}+\sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n}+\dot{z}_{m}}{z_{n}-z_{m}}\right\} . \tag{42c}
\end{align*}
$$

Note that to write more neatly the second set of these Hamiltonian equations (42c), we used the first, (42b). It is then obvious that $t$-differentiation of (the logarithm of) the first set of Hamiltonian equations, (42b), yields, via the second set, (42c), just the Newtonian equations of motion (41), demonstrating thereby their Hamiltonian character.
The solution of the initial-value problem for this $N$-body model, (41), is given by the following result (entailed by (28) with (36)): the coordinates $z_{n}(t)$ are the $N$ eigenvalues of the $N \times N$ matrix (36a) with

$$
\begin{equation*}
\left(A^{2}\right)_{n m}=-\delta_{n m} a^{2} z_{n}^{2}(0)+a\left[\dot{z}_{n}(0) \dot{z}_{m}(0)\right]^{1 / 2}, \quad B_{n m}=\delta_{n m} a z_{n}(0) \tag{43}
\end{equation*}
$$

Here $\delta_{n m}$ is the standard Kronecker symbol, $\delta_{n m}=1$ if $n=m, \delta_{n m}=0$ if $n \neq m$. These formulas indicate that the $N \times N$ matrix $B$ is diagonal, while the $N \times N$ matrix $A^{2}$ is the sum of a diagonal matrix and a dyadic matrix.
Via the standard trick (outlined at the end of this section) the following isochronous variant of the model (41) is obtained

$$
\begin{align*}
& \ddot{z}_{n}-3 i \omega \dot{z}_{n}-2 \omega^{2} z_{n} \\
& =2 a\left(\dot{z}_{n}-\mathrm{i} \omega z_{n}\right) z_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n} \dot{z}_{m}-\mathrm{i} \omega\left(\dot{z}_{n} z_{m}+\dot{z}_{m} z_{n}\right)-\omega^{2} z_{n} z_{m}}{z_{n}-z_{m}} . \tag{44}
\end{align*}
$$

Here and throughout $\omega$ is a real (for definiteness, positive) constant, and because of the way this modified system is obtained from (41) all its nonsingular solutions are completely periodic with period $T$, see (1), or with an integer multiple of this basic period. Indeed the solutions $z_{n}(t)$ of these equations of motion, (44), are the $N$ eigenvalues of the modified matrix $\widetilde{U}(t)$ defined as follows

$$
\begin{equation*}
\widetilde{U}(t)=\exp (\mathrm{i} \omega t) U(\tau), \quad \tau=\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega} \tag{45a}
\end{equation*}
$$

where the matrix $U(\tau)$ is defined by (36a) (of course with $t$ replaced by $\tau$ ), but now with

$$
\begin{equation*}
\tilde{U}(0)=a^{-1} B, \quad \dot{\tilde{U}}(0)=a^{-1}\left(A^{2}+B^{2}\right)+\mathrm{i} \omega a^{-1} B \tag{45b}
\end{equation*}
$$

entailing

$$
\begin{equation*}
A^{2}=-a^{2}[\tilde{U}(0)]^{2}+a \dot{\tilde{U}}(0)-\mathrm{i} a \omega \tilde{U}(0), \quad B=a \tilde{U}(0) \tag{45c}
\end{equation*}
$$

In terms of the initial-value data for the model (44) these expressions read

$$
\begin{align*}
\left(A^{2}\right)_{n m} & =-\delta_{n m} a^{2} z_{n}^{2}(0)+a\left\{\left[\dot{z}_{n}(0)-\mathrm{i} \omega z_{n}(0)\right]\left[\dot{z}_{m}(0)-\mathrm{i} \omega z_{m}(0)\right]\right\}^{1 / 2}  \tag{45d}\\
B_{n m} & =\delta_{n m} a z_{n}(0)
\end{align*}
$$

Note that the assertion made above about the complete periodicity of all the nonsingular solutions of the system (44) is implied by the assertion made now about the solution of this system, since it is clear that the matrix $\bar{U}$ is periodic in the time variable $t$ with period $T$, see (1), (45a) and (36a). This incidentally allows to consider this generalized goldfish model, (44), as describing an assembly of "nonlinear harmonic oscillators" [31]. The behavior of this system in the neighborhood of its equilibrium configuration is discussed in Section 3.4.
The solutions $z_{n}(t)$ of the generalized goldfish model (44) are necessarily complex (for positive $\omega, \omega>0$ ), but these equations of motion can be reformulated [11,12] as real and covariant equations describing the motion in the (horizontal) plane of $N$ particles the positions of which there are identified by the real two-vectors $\vec{r}_{n}$ related to the complex numbers $z_{n}$ via the standard relations (see (20))

$$
\begin{gather*}
z_{n}=x_{n}+\mathrm{i} y_{n}, \quad a=a_{x}-\mathrm{i} a_{y}  \tag{46a}\\
\vec{r}_{n}=\left(x_{n}, y_{n}, 0\right), \quad \vec{a}=\left(a_{x}, a_{y}, 0\right), \quad \hat{k}=(0,0,1) \tag{46b}
\end{gather*}
$$

which entail that the equations of motion (44) read then as follows

$$
\begin{align*}
\ddot{\vec{r}}_{n} & -3 \omega \hat{k} \wedge \dot{\vec{r}}_{n}-2 \omega^{2} \vec{r}_{n}=2\left[\dot{\vec{r}}_{n}\left(\vec{a} \cdot \vec{r}_{n}\right)+\vec{r}_{n}\left(\vec{a} \cdot \dot{\vec{r}}_{n}\right)-\vec{a}\left(\dot{\vec{r}}_{n} \cdot \vec{r}_{n}\right)\right] \\
& -2 \omega \hat{k} \wedge\left[2 \vec{r}_{n}\left(\vec{a} \cdot \vec{r}_{n}\right)-\vec{a} r_{n}^{2}\right]+2 \sum_{m=1, m \neq n}^{N} r_{n m}^{-2}\left\{\dot{\vec{r}}_{n}\left(\dot{\vec{r}}_{m} \cdot \vec{r}_{n m}\right)+\dot{\vec{r}}_{m}\left(\dot{\vec{r}}_{n} \cdot \vec{r}_{n m}\right)\right. \\
& -\vec{r}_{n m}\left(\dot{\vec{r}}_{n} \cdot \dot{\vec{r}}_{m}\right)-\omega \hat{k} \wedge\left[\dot{\vec{r}}_{n}\left(\vec{r}_{m} \cdot \vec{r}_{n m}\right)+\dot{\vec{r}}_{m}\left(\vec{r}_{n} \cdot \vec{r}_{n m}\right)\right.  \tag{46c}\\
& \left.\left.-\vec{r}_{n}\left(\left[\dot{\vec{r}}_{n}+\dot{\vec{r}}_{m}\right] \cdot \vec{r}_{m}\right)+\vec{r}_{m}\left(\left[\dot{\vec{r}}_{n}+\dot{\vec{r}}_{m}\right] \cdot \vec{r}_{m}\right)\right]+\omega^{2}\left[\vec{r}_{n} r_{m}^{2}-\vec{r}_{m} r_{n}^{2}\right]\right\}
\end{align*}
$$

where we use again the short-hand notation $\vec{r}_{n m} \equiv \vec{r}_{n}-\vec{r}_{m}$ entailing $r_{n m}^{2}=$ $r_{n}^{2}+r_{m}^{2}-2 \vec{r}_{n} \cdot \vec{r}_{m}$. This equation is covariant (thanks to the definition (46) of $a$; note the minus sign there!), but it is not rotation-invariant because the constant two-vector $\vec{a}$ identifies a preferred direction in the plane.

Before closing this section let us, for completeness, outline how the isochronous model (44) is obtained from (41), which to this end we rewrite here in the following (merely notationally) modified guise

$$
\begin{equation*}
\zeta_{n}^{\prime \prime}=2 a \zeta_{n}^{\prime} \zeta_{n}+2 \sum_{m=1, m \neq n}^{N} \frac{\zeta_{n}^{\prime} \zeta_{m}^{\prime}}{\zeta_{n}-\zeta_{m}} \tag{47}
\end{equation*}
$$

where $\zeta_{n} \equiv \zeta_{n}(\tau)$ and appended primes indicate of course differentiations with respect to the (complex: see immediately below) independent variable $\tau$. We then set

$$
z_{n}(t)=\exp (\mathrm{i} \omega t) \zeta_{n}(\tau), \quad \tau=\frac{\exp (\mathrm{i} \omega t)}{\mathrm{i} \omega}
$$

And it is then easily verified that (22) implies (44).

### 3.3. An Alternative Approach

In this section we describe an alternative approach (see for instance Section 2.3 of [14]). Let $\psi(z, t)$ be a monic polynomial of degree $N$ in the (complex) variable $z$, and let us denote with $c_{m}(t)$ its coefficients and with $z_{n}(t)$ its zeros (which will be eventually identified with the coordinates of the particles evolving according to the Newtonian equations of motion (41))

$$
\begin{equation*}
\psi(z, t)=\prod_{n=1}^{N}\left[z-z_{n}(t)\right]=z^{N}+\sum_{m=1}^{N} c_{m}(t) z^{N-m} \tag{48}
\end{equation*}
$$

Note that this formula implies the relation

$$
\begin{equation*}
c_{1}(t)=-\sum_{n=1}^{N} z_{n}(t) \tag{49}
\end{equation*}
$$

We now recall the relations (that obtain by logarithmic differentiation of the representation of $\psi(z, t)$ via its zeros, see (48), or see the equations (2.3.2-8,11) of [14])

$$
\begin{equation*}
\psi_{t}(z, t)=-\psi(z, t) \sum_{n=1}^{N}\left[z-z_{n}(t)\right]^{-1} \dot{z}_{n}(t) \tag{50}
\end{equation*}
$$

that clearly implies (via (49))

$$
\begin{equation*}
z \psi_{t}(z, t)-\dot{c}_{1}(t) \psi(z, t)=\psi(z, t) \sum_{n=1}^{N}\left[z-z_{n}(t)\right]^{-1}\left(-z_{n}(t) \dot{z}_{n}(t)\right) \tag{51a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{t t}(z, t)=\psi(z, t) \sum_{n=1}^{N}\left[z-z_{n}(t)\right]^{-1}\left(-\ddot{z}_{n}(t)+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n}(t) \dot{z}_{m}(t)}{z_{n}(t)-z_{m}(t)}\right) \tag{51b}
\end{equation*}
$$

Here and below subscripted variables denote of course partial differentiations.
It is clear from these formulas, (51), that the equations of motion (41) imply that the polynomial (48) satisfies the PDE

$$
\begin{equation*}
\psi_{t t}(z, t)-2 a\left[z \psi_{t}(z, t)-\dot{c}_{1}(t) \psi(z, t)\right]=0 \tag{52}
\end{equation*}
$$

and clearly this PDE, via the (second) relation (48), entails the system of ODEs

$$
\begin{equation*}
\ddot{c}_{m}-2 a \dot{c}_{m+1}+2 a \dot{c}_{1} c_{m}=0 \tag{53a}
\end{equation*}
$$

supplemented with the "boundary conditions"

$$
\begin{equation*}
c_{0}=1, \quad c_{N+1}=0 \tag{53b}
\end{equation*}
$$

Note that (53a) is trivially satisfied for $m=0$ (see (53b)), and that it can be integrated once for $m=1$, yielding

$$
c_{2}=\frac{1}{2} c_{1}^{2}+\frac{1}{2 a}\left(\dot{c}_{1}+C\right)
$$

where $C$ is an integration constant. Insertion of this expression of $c_{2}$ in (53a) with $m=2$ yields

$$
\begin{equation*}
\dot{c}_{3}=\left(\frac{1}{2 a}\right)^{2} \dddot{c}_{1}+\frac{\ddot{c}_{1} c_{1}+2 \dot{c}_{1}^{2}+C \dot{c}_{1}}{2 a}+\frac{1}{2} \dot{c}_{1} c_{1}^{2} \tag{54}
\end{equation*}
$$

the right-hand side of which is however not an exact differential. Alternatively one could start from $m=N$ (which yields, see (53), the Schrödinger-like linear equation

$$
\ddot{c}_{N}+2 a \dot{c}_{1} c_{N}=0
$$

with $c_{N}(t)$ playing the role of eigenfunction and $\dot{c}_{1}(t)$ playing the role of "potential") and work all the way down by solving sequentially (but only formally!) the series of second-order, nonhomogeneous, linear ODEs for $c_{m}(t)$ with $m=$ $N-1, N-2, \ldots$, arriving in the end, for $m=1$, to a highly nonlinear (integrodifferential) equation for $c_{1}(t)$.
Clearly the fact that the system (53) is solvable is far from trivial. It is obviously implied by the results described above, since the coefficients $c_{m}(t)$ can be explicitly written in terms of the zeros $z_{n}(t)$ (see for instance Section 2.3.1 of [14]); in particular (49) and (28) clearly entail the relations

$$
\begin{equation*}
c_{1}(t)=-\operatorname{trace}[U(t)], \quad c_{N}(t)=(-1)^{N} \operatorname{det}[U(t)] \tag{55}
\end{equation*}
$$

with the $N \times N$ matrix $U(t)$ evolving according to (36a).
The isochronous variant of this system, (53), can be obtained by first rewriting it in the following guise

$$
\begin{equation*}
\gamma_{m}^{\prime \prime}-2 a \gamma_{m+1}^{\prime}+2 a \gamma_{1}^{\prime} \gamma_{m}=0, \quad \gamma_{0}=1, \quad \gamma_{N+1}=0 \tag{56}
\end{equation*}
$$

with $\gamma_{m} \equiv \gamma_{m}(\tau)$, and by then setting

$$
\begin{equation*}
c_{m}(t)=\exp (\mathrm{i} m \omega t) \gamma_{m}(\tau), \quad \tau=\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega} \tag{57}
\end{equation*}
$$

It reads

$$
\begin{align*}
\ddot{c}_{m}-\mathrm{i}(2 m+1) \omega \dot{c}_{m} & -m(m+1) \omega^{2} c_{m}-2 a\left[\dot{c}_{m+1}-\mathrm{i}(m+1) \omega c_{m+1}\right]  \tag{58}\\
& +2 a\left[\dot{c}_{1}-i \omega c_{1}\right] c_{m}=0, \quad c_{0}=1, \quad c_{N+1}=0
\end{align*}
$$

Again, the isochronous character of the general solution of this system, implied by our treatment, is a nontrivial finding (up to the observation that all true mathematical results are indeed trivial!).
In the next section we consider the behavior of the isochronous models, (44) and (58), in the neighborhood of their equilibrium configurations.

### 3.4. Equilibrium Configurations of the Isochronous Models, Small Oscillations and Diophantine Relations

In this section we discuss the equilibrium configuration of the two (clearly related) isochronous models characterized by the equations of motion (44) and (58), as well as the behavior of these systems in the neighborhood of their equilibrium configurations. In this manner we also obtain some results for "remarkable matrices", following an approach already employed in the past in analogous contexts, see for instance [1], [9], [14] and the references cited there.
The equilibrium configuration

$$
\begin{equation*}
z_{n}(t)=\bar{z}_{n}, \quad \dot{z}_{n}(t)=0 \tag{59a}
\end{equation*}
$$

of the system (44) is clearly characterized by the following system of $N$ algebraic equations which determine (up to permutations) the $N$ unknowns $\bar{z}_{n}$

$$
\begin{equation*}
1=\mathrm{i}\left(\frac{a}{\omega}\right) \bar{z}_{n}+\sum_{m=1, m \neq n}^{N} \frac{\bar{z}_{m}}{\bar{z}_{n}-\bar{z}_{m}} . \tag{59b}
\end{equation*}
$$

This suggests setting

$$
\begin{equation*}
\bar{z}_{n}=\left(\frac{\mathrm{i} \omega}{2 a}\right) x_{n} \tag{60}
\end{equation*}
$$

This notation is convenient to make contact with other results. The reader should of course note that the numbers $x_{n}$ introduced here have nothing to do with the real parts of the quantities $z_{n}$, see (46). Indeed these $N$ numbers $x_{n}$ need not be real and they satisfy the $N$ algebraic equations

$$
\begin{equation*}
x_{n}=-2+2 \sum_{m=1, m \neq n}^{N} \frac{x_{m}}{x_{n}-x_{m}} \tag{61a}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
x_{n}=-2 N+2 \sum_{m=1, m \neq n}^{N} \frac{x_{n}}{x_{n}-x_{m}} \tag{61b}
\end{equation*}
$$

which can therefore be identified as the $N$ zeros of the generalized Laguerre polynomial $L_{N}^{(-2 N-1)}(x)$

$$
\begin{equation*}
L_{N}^{(-2 N-1)}\left(x_{n}\right)=0 \tag{61c}
\end{equation*}
$$

Let us provide, for completeness, a proof of this result (not new, see [1,9] and the literature quoted there). The (conveniently normalized) generalized Laguerre polynomial

$$
\begin{equation*}
(-1)^{N} N!L_{N}^{(-2 N-1)}(x) \equiv \chi(x)=\sum_{m=0}^{N} \frac{(N+m)!}{(N-m)!m!} x^{N-m} \tag{62}
\end{equation*}
$$

is characterized by the ODE

$$
\begin{equation*}
x \chi^{\prime \prime}(x)-(x+2 N) \chi^{\prime}(x)+N \chi(x)=0 \tag{63}
\end{equation*}
$$

while its representation via its zeros,

$$
\begin{equation*}
\chi(x)=\prod_{n=1}^{N}\left(x-x_{n}\right) \tag{64a}
\end{equation*}
$$

entails clearly (by logarithmic differentiation; or see the equations (7), (12) and (13) of Section 2.3.2 of [14])

$$
\begin{gather*}
\chi^{\prime}(x)=\chi(x) \sum_{n=1}^{N}\left(x-x_{n}\right)^{-1}  \tag{64b}\\
x \chi^{\prime}(x)-N \chi(x)=\chi(x) \sum_{n=1}^{N}\left(x-x_{n}\right)^{-1} x_{n}  \tag{64c}\\
x \chi^{\prime \prime}(x)=\chi(x) \sum_{n=1}^{N}\left(x-x_{n}\right)^{-1} 2 \sum_{m=1, m \neq n}^{N}\left(x_{n}-x_{m}\right)^{-1} x_{n} \tag{64d}
\end{gather*}
$$

where the appended primes denote of course differentiations. It is then clear that the insertion of these three formulas in (63) entails (61b).
Let us now consider the behavior of our isochronous system (44) in the neighborhood of its equilibrium configuration. To this end we set

$$
\begin{equation*}
z_{n}(t)=\bar{z}_{n}+\varepsilon w_{n}(t) \tag{65a}
\end{equation*}
$$

and we then insert this assignment in the equations of motion (44) treating $\varepsilon$ as a small parameter. We thus get the linearized equations of motion

$$
\begin{align*}
& \ddot{w}_{n}-3 i \omega \dot{w}_{n}-2 \omega^{2} w_{n}=2 a \bar{z}_{n}\left(\dot{w}_{n}-2 i \omega w_{n}\right) \\
& \quad+2 \sum_{m=1, m \neq n}^{N}\left[\frac{-i \omega\left(\bar{z}_{m} \dot{w}_{n}+\bar{z}_{n} \dot{w}_{m}\right)}{\bar{z}_{n}-\bar{z}_{m}}+\frac{\omega^{2}\left(\bar{z}_{m}^{2} w_{n}-\bar{z}_{n}^{2} w_{m}\right)}{\left(\bar{z}_{n}-\bar{z}_{m}\right)^{2}}\right] \tag{66a}
\end{align*}
$$

namely

$$
\begin{equation*}
\underline{\ddot{w}}+\mathrm{i} \omega \underline{\Gamma \underline{w}}+\omega^{2} \underline{\Lambda w}=0 . \tag{66b}
\end{equation*}
$$

Here and throughout this section, to underline the vector and matrix character of our formulas, $N$-vectors are denoted by lower case underlined letters, hence $\underline{w} \equiv \underline{w}(t)$ denotes the $N$-vector of components $w_{n} \equiv w_{n}(t)$, and likewise $N \times N$ matrices are denoted by upper case underlined letters. In particular the two (constant) matrices $\underline{\Gamma}$ and $\underline{\Lambda}$ are defined (componentwise) as follows, via (60), in terms of the $N$ zeros $x_{n}$ of the generalized Laguerre polynomial $L_{N}^{(-2 N-1)}(x)$

$$
\begin{gather*}
\Gamma_{n m}=-\delta_{n m}+\left(1-\delta_{n m}\right) \frac{2 x_{n}}{x_{n}-x_{m}}  \tag{67a}\\
\Lambda_{n m}=-\delta_{n m} 2\left[1+x_{n}+\sum_{\ell=1, \ell \neq n}^{N} \frac{x_{\ell}^{2}}{\left(x_{n}-x_{\ell}\right)^{2}}\right]+\left(1-\delta_{n m}\right) \frac{2 x_{n}^{2}}{\left(x_{n}-x_{m}\right)^{2}} . \tag{67b}
\end{gather*}
$$

Note that to simplify the expression of the diagonal part of the matrix $\underline{\Gamma}$ we used (61a).
The general solution of the linear evolution equations (66) is provided by the formula

$$
\begin{equation*}
\underline{w}(t)=\sum_{k=1}^{2 N} a_{k} \exp \left(\mathrm{i} \lambda_{k} \omega t\right) \underline{y}^{(k)} \tag{68}
\end{equation*}
$$

where the $2 N$ constants $a_{k}$ are arbitrary (to be determined, in the context of the initial-value problem, from the $2 N$ initial data $w_{n}(0)$ and $\left.\dot{w}_{n}(0)\right)$, while the $2 N$ numbers $\lambda_{k}$, respectively the corresponding $N$-vectors $\underline{v}^{(k)}$, are the eigenvalues, respectively the eigenvectors, of the following (generalized) $N$-vector eigenvalue equation (see (66b))

$$
-\lambda_{k}^{2} \underline{v}^{(k)}-\lambda_{k} \underline{\Gamma}^{(k)}+\underline{\Lambda} \underline{v}^{(k)}=0, \quad k=1, \ldots, 2 N .
$$

Hence the numbers $\lambda_{k}$ are the $2 N$ roots of the following equation (polynomial of degree $2 N$ ) in $\lambda$

$$
\begin{equation*}
\operatorname{det}\left[\lambda^{2} \underline{1}+\lambda \underline{\Gamma}-\underline{\Lambda}\right]=0 . \tag{69}
\end{equation*}
$$

Here and throughout $\underline{1}$ denotes of course the $N \times N$ unit matrix, $(\underline{1})_{n m}=\delta_{n m}$.
But we already know, from our previous treatment, that the solutions of the isochronous model (44) are completely periodic with period $T$, see (1). Actually solutions with a (larger) period which is an integer multiple of $T$ can also emerge, due to the
exchange of the identity of the eigenvalues of the matrix $U(t)$, see (45), through the motion; and some exceptional singular solutions also exist, in which two or more particles collide at some finite time; but neither one of these two phenomena can occur for the small oscillations around the equilibrium configuration considered here. The same periodicity property must therefore characterize the behavior (68) in the neighborhood of the equilibrium configuration of this system. We thus arrive at the following diophantine finding: the $2 N$ numbers $\lambda_{k}$ are all integers. In fact, motivated by this finding and by some numerical checks, we make the following

Conjecture. Let the two $N \times N$ matrices $\underline{\Gamma}$ and $\underline{\Lambda}$ be defined by (67), in terms of the $N$ zeros $x_{n}$ of the generalized Laguerre polynomial $L_{N}^{(-2 N-1)}(x)$, namely the polynomial of degree $N$ characterized by the ODE (63). Then

$$
\begin{equation*}
\operatorname{det}\left[\lambda^{2} \underline{1}+\lambda \underline{\Gamma}-\underline{\Lambda}\right]=\prod_{k=1}^{N}[(\lambda-2 k)(\lambda+2 k-1)] \tag{70}
\end{equation*}
$$

A related diophantine conjecture - more explicit hence more suitable for numerical checks - is now obtained in the context of the investigation of the behavior of the isochronous system (58) in the neighborhood of its equilibrium configuration

$$
\begin{equation*}
c_{m}(t)=\bar{c}_{m}=\left(\frac{\mathrm{i} \omega}{2 a}\right)^{m} \frac{(N+m)!}{(N-m)!m!} \tag{71}
\end{equation*}
$$

The fact that this formula provides a time-independent solution of (58) can be easily verified, as well as its consistency with (62) and (60).
To study the behavior of the system (58) in the neighborhood of this equilibrium configuration, (71), we now set

$$
\begin{equation*}
c_{m}(t)=\bar{c}_{m}+\varepsilon\left(\frac{\mathrm{i} \omega}{2 a}\right)^{m} \eta_{m}(t) \tag{72}
\end{equation*}
$$

and by treating $\varepsilon$ as a small parameter we obtain the following linearized system for the time evolution of the quantities $\eta_{m}(t)$

$$
\begin{aligned}
& \ddot{\eta}_{m}-\mathrm{i}(2 m+1) \omega \dot{\eta}_{m}+[N(N+1)-m(m+1)] \omega^{2} \eta_{m}-\mathrm{i} \omega \dot{\eta}_{m+1} \\
& \quad-(m+1) \omega^{2} \eta_{m+1}+\frac{(N+m)!}{(N-m)!m!}\left[\mathrm{i} \omega \dot{\eta}_{1}+\omega^{2} \eta_{1}\right]=0, \quad \eta_{0}=0, \eta_{N+1}=0
\end{aligned}
$$

namely

$$
\begin{equation*}
\ddot{\eta}+\mathrm{i} \omega \underline{C} \underline{\underline{\eta}}+\omega^{2} \underline{L} \underline{\eta}=0 \tag{73b}
\end{equation*}
$$

where the two matrices $\underline{C}$ and $\underline{L}$ are defined (componentwise) as follows

$$
\begin{align*}
& C_{n m}=-\delta_{n m}(2 n+1)-\delta_{n+1, m}+\delta_{1 m} \frac{(N+n)!}{(N-n)!n!}  \tag{74a}\\
& L_{n m}=\delta_{n m}[N(N+1)-n(n+1)]-\delta_{n+1, m}(n+1)+\delta_{1 m} \frac{(N+n)!}{(N-n)!n!} \tag{74b}
\end{align*}
$$

The general solution of this system of linear equations reads

$$
\begin{equation*}
\underline{\eta}(t)=\sum_{k=1}^{2 N} b_{k} \exp \left(\mathrm{i} \lambda_{k} \omega t\right) \underline{w}^{(k)} \tag{75}
\end{equation*}
$$

where the $2 N$ constants $b_{k}$ are arbitrary (to be determined, in the context of the initial-value problem, from the $2 N$ initial data $\eta_{n}(0)$ and $\dot{\eta}_{n}(0)$ ), while the $2 N$ numbers $\lambda_{k}$, respectively the corresponding $N$-vectors $\underline{w}^{(k)}$, are the eigenvalues, respectively the eigenvectors, of the following (generalized) matrix eigenvalue equation (see (66b))

$$
\begin{equation*}
-\lambda_{k}^{2} \underline{w}^{(k)}-\lambda_{k} \underline{C} \underline{w}^{(k)}+\underline{L} \underline{w}^{(k)}=0, \quad k=1, \ldots, 2, N . \tag{76}
\end{equation*}
$$

Hence the numbers $\lambda_{k}$ are the $2 N$ roots of the following equation (polynomial of degree $2 N$ ) in $\lambda$

$$
\begin{equation*}
\operatorname{det}\left[\lambda^{2} \underline{1}+\lambda \underline{C}-\underline{L}\right]=0 . \tag{77}
\end{equation*}
$$

But obviously these numbers coincide with those defined above, see (69). We may therefore assert with certainty that they are all integers, and the Conjecture made above can now be reformulated to read

$$
\begin{equation*}
\operatorname{det}\left[\lambda^{2} \underline{1}+\lambda \underline{C}-\underline{L}\right]=\prod_{k=1}^{N}[(\lambda-2 k)(\lambda+2 k-1)] . \tag{78}
\end{equation*}
$$

Other versions of this conjecture obtain via some additional manipulations - see [22]. We display here just one specific example (of course true) of formulas obtained in this manner

$$
\left.\begin{array}{|ccccc}
\lambda+29 & -14 & 0 & 0 & 0 \\
30(\lambda-1) & (\lambda-8)(\lambda+3) & -8(\lambda-3) & 0 & 0  \tag{79}\\
0 & -(\lambda-8)(\lambda+3) & (\lambda-6)(\lambda+7) & -\frac{9}{2}(\lambda-4) & 0 \\
0 & 0 & -(\lambda-9)(\lambda+2) & (\lambda-8)\left(\lambda+\frac{7}{2}\right) & -2(\lambda-5) \\
0 & 0 & 0 & -1 & 1
\end{array} \right\rvert\,
$$

### 3.5. Additional Remarks

Recently, via an approach analogous to that described in Section 3.3, a model remarkably similar to that considered in this section has been investigated by David Gomez-Ullate, Andy Hone and Matteo Sommacal [34]. The equations of motions of their model, in its "many-body problem" formulation, read

$$
\begin{equation*}
\ddot{z}_{n}=2(1-N) z_{n}^{3}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{z}_{n} \dot{z}_{m}+z_{n}^{4}}{z_{n}-z_{m}} \tag{80}
\end{equation*}
$$

and those of the model related to it via the approach of the preceding section read

$$
\begin{equation*}
\ddot{c}_{m}+(m+1)(m+2) c_{m+2}-2 c_{2} c_{m}=0 \tag{81a}
\end{equation*}
$$

with the "boundary conditions"

$$
\begin{equation*}
c_{0}=1, \quad c_{N+1}=0 \tag{81b}
\end{equation*}
$$

Via the simple change of dependent variables

$$
\begin{equation*}
z_{n}=b \widetilde{z}_{n}, \quad b=\left(\frac{a}{1-N}\right)^{1 / 2} \tag{82}
\end{equation*}
$$

the equations of motion (80) can be recast in the form

$$
\begin{equation*}
\ddot{\tilde{z}}_{n}=2 a \widetilde{z}_{n}^{3}+2 \sum_{m=1, m \neq n}^{N} \frac{\dot{\tilde{z}}_{n} \dot{\tilde{z}}_{m}+b^{2} \widetilde{z}_{n}^{4}}{\widetilde{z}_{n}-\widetilde{z}_{m}} \tag{83}
\end{equation*}
$$

demonstrating that they are indeed rather similar to (41). Likewise, via the simple change of dependent variables

$$
\begin{equation*}
c_{2 m}=\frac{(-a)^{m} \widetilde{c}_{m}}{(2 m)!} \tag{84}
\end{equation*}
$$

the evolution equations (81a) (with even $m$; note that they are decoupled from those for odd $m$ ) become

$$
\begin{equation*}
\ddot{\tilde{c}}_{m}-2 a \tilde{c}_{m+1}+2 a \widetilde{c}_{1} \widetilde{c}_{m}=0 \tag{85}
\end{equation*}
$$

which are remarkably similar to the evolution equations (53a). However, in contrast to the systems treated here, (41) and (53), which are solvable, as explained above, for all values of the positive integer $N$, the systems (80) and (81), or equivalently (83) and (85), have been shown to be solvable only for $N<4$; moreover, for $N=3$ their solution generally involves transcendental (more precisely: elliptic) functions of the time variable, as well as algebraic functions of such elliptic functions (typically roots of $N$-degree polynomials the coefficients of which evolve in time as elliptic functions), in contrast to the solution of the models treated in this paper, which clearly only involve, for all values of $N$, algebraic functions of elementary (more precisely: exponential, or equivalently trigonometric) functions of the time variable (again, typically, via roots of $N$-degree polynomials the coefficients of which evolve exponentially, or equivalently trigonometrically, in the time variable, see (36a)).

## Lecture 4

## 4. Isochronous PDEs

In this section we outline a version of "the trick" suitable to deform PDEs so that the deformed versions are isochronous, and we then apply it to quite a few "wellknown" PDEs, many of them integrable or solvable. In this context by isochronous PDEs we mean evolution partial differential equations that possess lots of completely periodic solutions, generally, in the context of the initial-value problem, obtainable from open domains of initial data having full dimensionality in the phase space of such data. The main thrust of our presentation is to emphasize the wide applicability of this approach, as well as the neat look of the isochronous PDEs yielded by it, providing thereby some support for the slogan "isochronous PDEs are not rare". Hence the major part of this section consists merely of a listing of unmodified and modified PDEs, lifted from the recent paper [38] which we occasionally reproduce below verbatim and to which we refer for additional information on these PDEs, including the appropriate references that justify attributing to them - as we shall do on a case by case basis - the property to be integrable or solvable.

### 4.1. Notation and Preliminaries: The Trick

The independent variables of the unmodified evolution PDE are denoted as $\underline{\xi} \equiv$ $\left(\xi_{1}, \ldots, \xi_{N}\right)$ and $\tau$; the dependent variable of the unmodified evolution $\operatorname{PDE}$ is denoted as $w(\underline{\xi} ; \tau) \equiv w\left(\xi_{1}, \ldots, \xi_{n} ; \tau\right)$, and if a second dependent variable also enters, it is denoted as $\widetilde{w}(\underline{\xi} ; \tau) \equiv \widetilde{w}\left(\xi_{1}, \ldots, \xi_{n} ; \tau\right)$; upper case letters, $W(\underline{\xi} ; \tau) \equiv$ $W\left(\xi_{1}, \ldots, \xi_{n} ; \tau\right), \widetilde{W}(\underline{\xi} ; \tau) \equiv \widetilde{W}\left(\xi_{1}, \ldots, \xi_{n} ; \tau\right)$, are used for matrices. The independent variables of the modified evolution PDE are denoted as $\underline{x} \equiv\left(x_{1}, \ldots, x_{n}\right)$ and $t$; the dependent variable of the modified evolution PDE is denoted as $u(\underline{x} ; t) \equiv$ $u\left(x_{1}, \ldots, x_{n} ; t\right)$, and if a second dependent variable also enters, it is denoted as $\widetilde{\sim} \widetilde{u}(\underline{x} ; t) \equiv \widetilde{u}\left({\underset{\sim}{x}}_{1}, \ldots, x_{n} ; t\right)$; and again upper case letters, $U(\underline{x} ; t) \equiv U\left(x_{1}, \ldots, x_{n} ; t\right)$, $\widetilde{U}(\underline{x} ; t) \equiv \widetilde{U}\left(x_{1}, \ldots, x_{n} ; t\right)$, are used for matrices. The relation among the (independent and dependent) variables of the unmodified evolution PDE and the modified evolution PDE are given by the following formulas ("the trick")

$$
\begin{gather*}
\tau=\frac{\exp (\mathrm{i} \omega t)-1}{\mathrm{i} \omega}  \tag{86}\\
\xi_{n}=\xi_{n}(t)=x_{n} \exp \left(\mathrm{i} \mu_{n} \omega t\right), \quad n=1, \ldots, N  \tag{87}\\
u(\underline{\xi} ; t)=\exp (\mathrm{i} \lambda \omega t) w(\underline{\xi} ; \tau)  \tag{88a}\\
\widetilde{u}(\underline{\xi} ; t)=\exp (\tilde{\mathrm{i}} \omega t) \widetilde{w}(\underline{\xi} ; \tau) \tag{88b}
\end{gather*}
$$

with analogous formulas, see (88), in the matrix case. Here and hereafter constants such as $\mu_{n}, \lambda, \tilde{\lambda}, \alpha, \beta$ (Greek letters) denote rational numbers (not necessarily positive), which whenever necessary shall be properly assigned, while Latin letters such as $a, b, c$ denote complex (or, as the case may be, real) constants (sometimes we keep such constants even when they could be eliminated by trivial rescaling transformations; and of course by such transformations additional such constants might instead be introduced). When $N=1$ we drop the index $n$, namely we write $\xi$ instead of $\xi_{1}, x$ instead of $x_{1}, \mu$ instead of $\mu_{1}$, and for $N=2$ we also, to simplify the notation, write $\eta$ instead of $\xi_{2}, y$ instead of $x_{2}, \nu$ instead of $\mu_{2}$.

Note that this transformation, (86)-(88), entails that, at the initial time, $\tau=t=0$, the change of variables disappears altogether

$$
\begin{equation*}
\underline{\xi}(0)=\underline{x}, \quad u(\underline{x} ; 0)=w(\underline{\xi} ; 0), \quad \widetilde{u}(\underline{\xi} ; 0)=\widetilde{w}(\underline{\xi} ; 0) . \tag{89}
\end{equation*}
$$

Hereafter subscripted variables denote partial differentiations, $w_{\tau} \equiv \frac{\partial w(\xi ; \tau)}{\partial \tau}$, $u_{x_{n}} \equiv \frac{\partial u(\underline{x} ; t)}{\partial x_{n}}$ and so on.
Let us emphasize - obvious as this may be - that, since the transition from an unmodified PDE satisfied by $w(\underline{\xi} ; \tau)$ to the corresponding modified PDE satisfied by $u(\underline{x} ; t)$ is performed via the explicit change of variables (86)-(88) ("the trick"), properties such as integrability or solvability, if possessed by the unmodified PDE satisfied by $w(\underline{\xi} ; \tau)$, carry over to the corresponding (modified) PDE satisfied by $u(\underline{x} ; t)$ - which generally has in addition the property of isochronicity, as defined above. Let us moreover note that the property of isochronicity of the modified evolution PDE - which does not require that the original, unmodified PDE from which it has emerged be itself integrable - implies that in some open set of its phase space the modified equation is generally integrable, indeed, in some sense, superintegrable (for a discussion of this question in the ODEs context see Section 1).
Let us end this section by pointing out that, in most cases, the modified PDEs are complex; they can of course be rewritten in real form by introducing the real and imaginary parts (or, instead, the amplitudes and phases) of all the quantities that enter in these PDEs, and by then considering the two, generally coupled, real PDEs that obtain from each complex PDE by considering separately its real and imaginary parts; below, in a few cases, we also exhibit the system of real evolution PDEs obtained in this manner.

### 4.2. Examples

In this section we display, with minimal commentary, a list of nonlinear evolution PDEs, each of them firstly in its unmodified avatar, then in its modified version. It is remarkable that so many "well-known" autonomous evolution PDEs possess
modified versions which are as well autonomous, at least as regards their time dependence; in several cases this appears to be due to some minor miracle, inasmuch as the number of relevant parameters $\lambda, \mu, \nu, \widetilde{\lambda}, \ldots$, is smaller than the equations they are required to satisfy in order to guarantee the autonomous character of the modified equations, yet nontrivial parameters satisfying these conditions do exist. All the modified evolution PDEs displayed below possess many isochronous solutions - but only in rare cases we do exhibit below examples of these solutions. A discussion of each of these nonlinear evolution PDEs would indeed require much more space. Let us also emphasize that the list reported below includes only some kind of "representative" instances of this phenomenology. Obviously many more examples could be added.
The list is arranged in a user-friendly manner, being ordered according to the following taxonomic rules: of primary importance is the number of independent variables; next, the number of dependent variables; next, the order of the differential equation, with primary attention to the "time" variable; finally, the type of nonlinearity (except when an equation is presented as a special case of a more general equation, see for instance (97) and (124)).
The following unmodified $(1+1)$-dimensional "generalized shock-type" PDE is integrable, indeed solvable

$$
\begin{equation*}
w_{\tau}=a w^{\alpha} w_{\xi} \tag{90a}
\end{equation*}
$$

By setting $\mu=1-\alpha \lambda$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \lambda \omega u+\mathrm{i}(\alpha \lambda-1) \omega x u_{x}=a u^{\alpha} u_{x} \tag{90b}
\end{equation*}
$$

The general solution of the initial-value problem for this PDE, (90b), is given, in implicit form, by the following formula

$$
\begin{equation*}
u(x ; t)=\mathrm{e}^{\mathrm{i} \lambda \omega t} u_{0}\left(\exp [\mathrm{i}(1-\alpha \lambda) \omega t]\left\{x+a \frac{1-\mathrm{e}^{-\mathrm{i} \omega t}}{\mathrm{i} \omega}[u(x ; t)]^{\alpha}\right\}\right) \tag{90c}
\end{equation*}
$$

where of course $u_{0}(x)=u(x ; 0)$.
The following unmodified $(1+1)$-dimensional "generalized Burgers-Hopf" PDE reads

$$
\begin{equation*}
w_{\tau}=a w w_{\xi}+b\left(w^{\alpha} w_{\xi}\right)_{\xi} \tag{91a}
\end{equation*}
$$

By setting $\lambda=\frac{1}{2-\alpha}$ and $\mu=\frac{1-\alpha}{2-\alpha}$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}+\mathrm{i} \frac{1}{\alpha-2} \omega u+\mathrm{i} \frac{1-\alpha}{\alpha-2} \omega x u_{x}=a u u_{x}+b\left(u^{\alpha} u_{x}\right)_{x} \tag{91b}
\end{equation*}
$$

Note that, for $\alpha=1$, this PDE becomes autonomous also with respect to the 'space' variable $x$, while for $\alpha=0$ the PDE (91a) becomes the standard (solvable) Burgers-Hopf equation.

The following unmodified $(1+1)$-dimensional dispersive KdV-like PDE is integrable, indeed solvable

$$
\begin{equation*}
w_{\tau}=w_{\xi \xi \xi}+3\left[w_{\xi \xi} w^{2}+3\left(w_{\xi}\right)^{2}\right]+3 w_{\xi} w^{4} \tag{92a}
\end{equation*}
$$

By setting $\lambda=\frac{1}{6}, \mu=\frac{1}{3}$ and (for notational simplicity) $\Omega=\frac{\omega}{6}$ one gets the corresponding $\Omega$-modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \Omega u-2 i \Omega x u_{x}=u_{x x x}+3\left(u_{x x} u^{2}+3 u_{x}^{2}\right)+3 u_{x} u^{4} \tag{92b}
\end{equation*}
$$

The symmetry properties, and some explicit solutions, of the following unmodified $(1+1)$-dimensional "generalized KdV equation" have been investigated recently

$$
\begin{equation*}
w_{\tau}=a\left(w^{\alpha}\right)_{\xi \xi \xi}+b\left(w^{\beta}\right)_{\xi} . \tag{93a}
\end{equation*}
$$

By setting $\lambda=\frac{2}{3 \beta-\alpha-2}, \mu=\frac{\beta-\alpha}{3 \beta-\alpha-2}$ one gets the modified evolution PDE

$$
\begin{equation*}
u_{t}-\frac{2 i \omega}{3 \beta-\alpha-2} u-\frac{\mathrm{i}(\beta-\alpha) \omega}{3 \beta-\alpha-2} x u_{x}=a\left(u^{\alpha}\right)_{x x x}+b\left(u^{\beta}\right)_{x} \tag{93b}
\end{equation*}
$$

We assume here of course that $3 \beta-\alpha-2 \neq 0$. Particularly interesting is the case with $\alpha=\beta$, when this modified PDE becomes autonomous also in the space variable $x$. In the even more special case with $\alpha=\beta=2$, and by setting $u=$ $u_{1}+\mathrm{i} u_{2}, a=c_{1}+\mathrm{i} c_{2}, b=c_{3}+\mathrm{i} c_{4}$, we re-write this evolution PDE as a system of two coupled PDEs

$$
\begin{align*}
u_{1_{t}}+\omega u_{2} & =\left[c_{1}\left(u_{1}^{2}-u_{2}^{2}\right)-2 c_{2} u_{1} u_{2}\right]_{x}+\left[c_{3}\left(u_{1}^{2}-u_{2}^{2}\right)-2 c_{4} u_{1} u_{2}\right]_{x x x} \\
u_{2_{t}}-\omega u_{1} & =\left[c_{2}\left(u_{1}^{2}-u_{2}^{2}\right)+2 c_{1} u_{1} u_{2}\right]_{x}+\left[c_{4}\left(u_{1}^{2}-u_{2}^{2}\right)+2 c_{3} u_{1} u_{2}\right]_{x x x} \tag{93c}
\end{align*}
$$

Here of course we assume that the two dependent variables $u_{1} \equiv u_{1}(x, t), u_{2} \equiv$ $u_{2}(x, t)$ are real, and that as well real are the 4 arbitrary constants $c_{1}, c_{2}, c_{3}, c_{4}$. The following unmodified $(1+1)$-dimensional "Schwarzian KdV" equation is integrable

$$
\begin{equation*}
w_{\tau}=w_{\xi \xi \xi}+a \frac{w_{\xi \xi}^{2}}{w_{\xi}} \tag{94a}
\end{equation*}
$$

By setting $\mu=1 / 3$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \lambda \omega u-\mathrm{i} \frac{\omega}{3} x u_{x}=u_{x x x}+a \frac{u_{x x}^{2}}{w_{x}} \tag{94b}
\end{equation*}
$$

The following unmodified $(1+1)$-dimensional Cavalcante-Tenenblat equation is integrable

$$
\begin{equation*}
w_{\tau}=a\left(\frac{1}{\sqrt{w_{\xi}}}\right)_{\xi \xi}+b\left(w_{\xi}\right)^{3 / 2} \tag{95a}
\end{equation*}
$$

By setting $\mu=1 / 3$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \lambda \omega u-\mathrm{i} \frac{\omega}{3} x u_{x}=a\left(\frac{1}{\sqrt{u_{x}}}\right)_{x x}+b\left(u_{x}\right)^{3 / 2} \tag{95b}
\end{equation*}
$$

The KdV class of unmodified $(1+1)$-dimensional integrable evolution PDEs reads

$$
\begin{equation*}
w_{\tau}=\Lambda^{m} w_{\xi}, \quad m=1,2, \ldots \tag{96a}
\end{equation*}
$$

where $\Lambda$ is the integrodifferential operator (depending on the dependent variable $w(\xi ; \tau)$ ) that acts on a generic (twice-differentiable, and integrable at infinity) function $\phi(\xi)$ as follows

$$
\begin{equation*}
\Lambda \phi(\xi)=\phi_{\xi \xi}(\xi)-4 w(\xi ; \tau) \phi(\xi)+2 w_{\xi}(\xi ; \tau) \int_{\xi}^{\infty} \phi\left(\xi^{\prime}\right) \mathrm{d} \xi^{\prime} \tag{96b}
\end{equation*}
$$

By setting $\lambda=\frac{2}{2 m+1}, \mu=\frac{1}{2 m+1}$ and (for notational simplicity) $\Omega_{m}=\frac{\omega}{2 m+1}$ one gets the corresponding class of $\Omega_{m}$-modified evolution PDEs

$$
\begin{equation*}
u_{t}-\mathrm{i} \Omega_{m}\left(2 u+x u_{x}\right)=\mathrm{L}^{m} u_{x} \tag{96c}
\end{equation*}
$$

where L is the integrodifferential operator (depending on the dependent variable $u(x ; t)$ ) analogous to $\Lambda$, namely the operator that acts on a generic (twice-differentiable, and integrable at infinity) function $f(x)$ as follows

$$
\begin{equation*}
L f(x)=f_{x x}(x)-4 u(x ; t) f(x)+2 u_{x}(x ; t) \int_{x}^{\infty} f\left(x^{\prime}\right) \mathrm{d} x^{\prime}, \quad m=1,2, \ldots \tag{96d}
\end{equation*}
$$

For $m=1$ the PDE (96a) becomes the well-known KdV equation

$$
\begin{equation*}
w_{\tau}+w_{\xi \xi \xi}=6 w w_{\xi} \tag{97a}
\end{equation*}
$$

and the corresponding modified equation reads

$$
\begin{equation*}
u_{t}+u_{x x x}-\mathrm{i} \frac{\omega}{3}\left(2 u+u_{x}\right)=6 u u_{x} . \tag{97b}
\end{equation*}
$$

The unmodified (1+1)-dimensional "Monge-Ampère" integrable PDE reads

$$
\begin{equation*}
w_{\tau \tau} w_{\xi \xi}-w_{\xi \tau}^{2}=0 \tag{98a}
\end{equation*}
$$

The corresponding modified PDE is in this case $t$-autonomous for any choice of $\lambda$ and $\mu$

$$
\begin{align*}
u_{t t} u_{x x}- & \left(u_{t x}\right)^{2}+\mathrm{i} \omega\left[-(2 \lambda+1) u_{t} u_{x x}+2(\lambda+\mu) u_{t x} u_{x}\right] \\
& +\omega^{2}\left[-\lambda(\lambda+1) u u_{x x}+\mu(\mu-1) x u_{x} u_{x x}+(\lambda+\mu)^{2}\left(u_{x}\right)^{2}\right]=0 \tag{98b}
\end{align*}
$$

The general solution of this PDE (98b) is given in two steps: first, for any arbitrary function $F(r)$, find the function $r(x ; t)$ from the nondifferential equation

$$
\begin{equation*}
r(x ; t)=x \mathrm{e}^{\mathrm{i}(\mu-1) \omega t}-\mathrm{e}^{-\mathrm{i} \omega t} F[r(x ; t)] \tag{98c}
\end{equation*}
$$

then, for any arbitrary function $G(r)$ and constant $a$, evaluate the solution

$$
\begin{equation*}
u(x ; t)=\mathrm{e}^{\mathrm{i} \lambda \omega t} \int_{a}^{t} \mathrm{~d} t^{\prime} \mathrm{e}^{\mathrm{i} \omega t^{\prime}} G\left[r\left(x ; t^{\prime}\right)\right] \tag{98d}
\end{equation*}
$$

A class of explicit solutions of this $\operatorname{PDE}(98 b)$ is

$$
\begin{equation*}
u(x ; t)=\mathrm{e}^{\mathrm{i}(\lambda+\mu) \omega t} x f\left[\frac{\sin \left(\frac{\omega t}{2}\right)}{x \mathrm{e}^{\mathrm{i}(\mu-1 / 2) \omega t}}\right] \tag{98e}
\end{equation*}
$$

where $f(z)$ is an arbitrary function. Three particularly neat cases of the modified evolution PDE (69) are worth explicit display: for $\lambda=\mu=0$,

$$
\begin{equation*}
u_{t i} u_{x x}-u_{t x}^{2}-\mathrm{i} \omega u_{i} u_{x x}=0 \tag{98f}
\end{equation*}
$$

for $\lambda=-1, \mu=1$

$$
\begin{equation*}
u_{t t} u_{x x}-u_{t x}^{2}+\mathrm{i} \omega u_{t} u_{x x}=0 \tag{98g}
\end{equation*}
$$

for $\lambda=-1 / 2, \mu=1 / 2$

$$
\begin{equation*}
u_{t t} u_{x x}-u_{t x}^{2}+\left(\frac{\omega}{2}\right)^{2}\left(u-x u_{x}\right) u_{x x}=0 \tag{98h}
\end{equation*}
$$

The following unmodified $(1+1)$-dimensional solvable PDE reads

$$
\begin{equation*}
w_{\tau \tau} w_{\xi}-w_{\tau \xi} w_{\tau}=0 \tag{99a}
\end{equation*}
$$

The corresponding modified PDE is in this case $t$-autonomous for any choice of $\lambda$ and $\mu$

$$
\begin{gather*}
u_{t t} u_{x}-u_{t x} u_{t}+\mathrm{i} \omega\left[(-\lambda+\mu+1) u_{t} u_{x}+\lambda u u_{t x}-\mu x u_{t x} u_{x}+\mu x u_{t} u_{x x}\right] \\
\quad+\omega^{2}\left[\lambda(\mu-1) u u_{x}+(-\lambda+\mu-2) \mu x\left(u_{x}\right)^{2}+\lambda \mu x u u_{x x}\right]=0 \tag{99b}
\end{gather*}
$$

The general solution of this PDE reads

$$
\begin{equation*}
u(x ; t)=\mathrm{e}^{\mathrm{i} \lambda \omega t} f\left[g\left(x \mathrm{e}^{\mathrm{i} \mu \omega t}\right)+\mathrm{e}^{\mathrm{i} \omega t}\right] \tag{99c}
\end{equation*}
$$

where $f(z), g(z)$ are two arbitrary analytic functions.
The following unmodified $(\mathbf{1}+\mathbf{1})$-dimensional Boussinesq equation is integrable

$$
\begin{equation*}
w_{\tau \tau}=\left(w_{\xi \xi \xi}+w w_{\xi}\right)_{\xi} . \tag{100a}
\end{equation*}
$$

By setting $\lambda=1$ and $\mu=1 / 2$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t t}-\mathrm{i} \omega u-\frac{\mathrm{i} \omega}{2} x u_{x}=\left(u_{x x x}-u u_{x}\right)_{x} \tag{100b}
\end{equation*}
$$

The following unmodified $(1+1)$-dimensional "nonlinear wave equation" reads

$$
\begin{equation*}
w_{\tau \tau}=\left(w^{\alpha} w_{\xi}\right)_{\xi} \tag{101a}
\end{equation*}
$$

By setting $\mu=1-\frac{\alpha \lambda}{2}$ one gets the corresponding modified evolution PDE

$$
\begin{align*}
& u_{t t}-\mathrm{i}(2 \lambda+1) \omega u_{t}-\mathrm{i} \omega(2-\alpha \lambda) x u_{t x}-\lambda(\lambda+1) \omega^{2} u \\
& \quad-(2-\alpha \lambda)\left(\lambda+1-\frac{\alpha \lambda}{4}\right) \omega^{2} x u_{x}-\left(1-\frac{\alpha \lambda}{2}\right)^{2} x^{2} u_{x x}=\left(u^{\alpha} u_{x}\right)_{x} \tag{101b}
\end{align*}
$$

Two special cases of this nonlinear PDE warrant explicit display

$$
\begin{equation*}
u_{t t}+\left(\frac{\omega}{2}\right)^{2} u=\left(\frac{u_{x}}{u^{4}}\right)_{x} \tag{101c}
\end{equation*}
$$

corresponding to $\alpha=-4, \lambda=-1 / 2$, and

$$
\begin{equation*}
u_{t t}-5 \omega u_{t}-6 \omega^{2} u=\left(u u_{x}\right)_{x} \tag{101d}
\end{equation*}
$$

corresponding to $\alpha=1, \lambda=2$.
Another class (out of many possible ones) of unmodified $(\mathbf{1}+\mathbf{1})$-dimensional nonlinear wave equations reads

$$
\begin{equation*}
w_{\tau \tau}=\sum_{k} \frac{a_{k}}{w^{3+\alpha_{k}}}\left(\frac{\partial^{p_{k}} w}{\partial \xi^{p_{k}}}\right)^{\alpha_{k}} \tag{102a}
\end{equation*}
$$

where the numbers $p_{k}$ are nonnegative integers (or possibly just integers). By setting $\lambda=-1 / 2, \mu=0$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t t}+\left(\frac{\omega}{2}\right)^{2} u=\sum_{k} \frac{a_{k}}{u^{3+\alpha_{k}}}\left(\frac{\partial^{p_{k}} u}{\partial x^{p_{k}}}\right)^{\alpha_{k}} \tag{102b}
\end{equation*}
$$

The following unmodified $(1+1)$-dimensional system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau} & =w_{\xi \xi}+\widetilde{w}^{2} \\
\widetilde{w}_{\tau} & =w_{\xi \xi} \tag{103a}
\end{align*}
$$

By setting $\lambda=\widetilde{\lambda}=1, \mu=1 / 2$ one gets the corresponding modified system

$$
\begin{align*}
& u_{t}-\mathrm{i} \omega u-\frac{\mathrm{i} \omega}{2} x u_{x}=u_{x x}+\widetilde{u}^{2} \\
& \widetilde{u}_{u}-\mathrm{i} \omega \widetilde{u}-\frac{\mathrm{i} \omega}{2} x \widetilde{u}_{x}=u_{\xi \xi} \tag{103b}
\end{align*}
$$

The following unmodified $(1+1)$-dimensional system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau} & =a(w \tilde{w})_{\xi} \\
\widetilde{w}_{\tau} & =\left(b w+c \widetilde{w}^{2}\right)_{\xi} \tag{104a}
\end{align*}
$$

By setting $\lambda=2(1-\mu), \tilde{\lambda}=1-\mu$ one gets the corresponding modified system

$$
\begin{align*}
u_{t}-2 \mathrm{i}(1-\mu) \omega u-\mathrm{i} \mu \omega x u_{x} & =a(u \widetilde{u})_{x} \\
\widetilde{u}_{t}-\mathrm{i}(1-\mu) \omega \widetilde{u}-\mathrm{i} \mu \omega x \widetilde{u}_{x} & =\left(b u+c \widetilde{u}^{2}\right)_{x} \tag{104b}
\end{align*}
$$

The following unmodified $(1+1)$-dimensional "Zakharov-Shabat" system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau}+w_{\xi \xi} & =w^{2} \widetilde{w} \\
\widetilde{w}_{\tau}-\widetilde{w}_{\xi \xi} & =-\widetilde{w}^{2} w \tag{105a}
\end{align*}
$$

By setting $\tilde{\lambda}=1-\lambda, \mu=1 / 2$ one gets the corresponding modified system

$$
\begin{align*}
u_{t}-\mathrm{i} \lambda \omega u-\mathrm{i} \frac{\omega}{2} x u_{x}+u_{x x} & =u^{2} \widetilde{u}  \tag{105b}\\
\widetilde{u}_{t}-\mathrm{i}(1-\lambda) \omega \widetilde{u}-\mathrm{i} \frac{\omega}{2} x \widetilde{u}_{x}-\widetilde{u}_{x x} & =-u \widetilde{u}^{2}
\end{align*}
$$

The following unmodified $(1+1)$-dimensional Wadati-Konno-Ichikawa system of two coupled PDEs is integrable

$$
\begin{align*}
& w_{\tau}=a\left(\frac{w}{\sqrt{1+w \widetilde{w}}}\right)_{\xi \xi} \\
& \widetilde{w}_{\tau}=b\left(\frac{\widetilde{w}}{\sqrt{1+w \widetilde{w}}}\right)_{\xi \xi} \tag{106a}
\end{align*}
$$

By setting $\tilde{\lambda}=-\lambda, \mu=1 / 2$ one gets the corresponding modified system

$$
\begin{align*}
& u_{t}-\mathrm{i} \lambda \omega u-\mathrm{i} \frac{\omega}{2} x u_{x}=a\left(\frac{u}{\sqrt{1+u \widetilde{u}}}\right)_{x x} \\
& \widetilde{u}_{t}+\mathrm{i} \lambda \omega \widetilde{u}-\mathrm{i} \frac{\omega}{2} x \widetilde{u}_{x}=b\left(\frac{\widetilde{u}}{\sqrt{1+u \widetilde{u}}}\right)_{x x} . \tag{106b}
\end{align*}
$$

The following unmodified $(1+1)$-dimensional Landau-Lifshitz system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau} & =-\sin (w) \widetilde{w}_{\xi \xi}-2 \cos (w) w_{\xi} \widetilde{w}_{\xi}+(a-b) \sin (w) \cos (\widetilde{w}) \sin (\widetilde{w}) \\
\widetilde{w}_{\tau} & =\frac{w_{\xi \xi}}{\sin (w)}-\cos (w)\left(\widetilde{w}_{\xi}\right)^{2}+\cos (w)\left(a \cos ^{2}(\widetilde{w})+b \sin ^{2}(\widetilde{w})+c\right) \tag{107a}
\end{align*}
$$

By setting $\lambda=\widetilde{\lambda}=0, \mu=1 / 2$ one gets the corresponding modified system

$$
\begin{align*}
u_{t}-\frac{\mathrm{i} \omega}{2} x u_{x} & =-\sin (u) \widetilde{u}_{x x}-2 \cos (u) u_{x} \widetilde{u}_{x}+(a-b) \sin (u) \cos (\widetilde{u}) \sin (\widetilde{u}) \\
\widetilde{u}_{t}-\frac{\mathrm{i} \omega}{2} x \widetilde{u}_{x} & =\frac{u_{x x}}{[\sin (u)]}-\cos (u) \widetilde{u}_{x}^{2}+\cos (u)\left(a \cos ^{2}(\widetilde{u})+b \sin ^{2}(\widetilde{u})+c\right) \tag{107b}
\end{align*}
$$

Note the simplification if $a=b$, and, moreover, if $c=-a$.

The following unmodified $(2+1)$-dimensional PDE is integrable

$$
\begin{equation*}
w_{\tau}=a w_{\eta}+b w w_{\xi} . \tag{108a}
\end{equation*}
$$

By setting $\lambda=0, \mu=\nu=1$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \omega\left(x u_{x}+y u_{y}\right)=a u_{y}+b u u_{x} \tag{108b}
\end{equation*}
$$

The following unmodified $(2+1)$-dimensional PDE is integrable

$$
\begin{equation*}
w_{\tau}=a w_{\eta}+b\left(w_{\xi}\right)^{2} \tag{109a}
\end{equation*}
$$

By setting $\lambda=0, \mu=1 / 2, \nu=1$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \omega\left(\frac{x}{2} u_{x}+y u_{y}\right)=a u_{y}+b\left(u_{x}\right)^{2} \tag{109b}
\end{equation*}
$$

The following unmodified $(2+1)$-dimensional PDE reads

$$
\begin{equation*}
w_{\tau}=a\left(w_{\xi} w_{\eta}-w w_{\xi \eta}\right)^{\alpha} \tag{110a}
\end{equation*}
$$

By setting $\lambda=\frac{1}{2 \alpha-1}, \mu=\nu=0$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\frac{\mathrm{i} \omega}{2 \alpha-1} \omega u=a\left(u_{x} u_{y}-u u_{x y}\right)^{\alpha} \tag{110b}
\end{equation*}
$$

A (rather trivial) separable solution of this PDE reads

$$
\begin{equation*}
u(x, y ; t)=\exp \left(\frac{\mathrm{i} \omega t}{2 \alpha-1}\right) f(x) g(y) \tag{110c}
\end{equation*}
$$

where $f(x), g(y)$ are two arbitrary functions.
The following unmodified $(2+1)$-dimensional PDE reads

$$
\begin{equation*}
w_{\tau \tau}=a\left(w_{\xi} w_{\eta}-w w_{\xi \eta}\right)^{\alpha} \tag{111a}
\end{equation*}
$$

By setting $\lambda=\frac{2}{2 \alpha-1}, \mu=\nu=0$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t t}-\frac{2 \alpha+3}{2 \alpha-1} \mathrm{i} \omega u_{t}-\frac{2(2 \alpha+1)}{(2 \alpha-1)^{2}} \omega^{2} u=a\left(u_{x} u_{y}-u u_{x y}\right)^{\alpha} \tag{111b}
\end{equation*}
$$

A (rather trivial) separable solution of this PDE reads

$$
\begin{equation*}
u(x, y ; t)=\left[b \exp \left(\frac{2 \mathrm{i} \omega t}{2 \alpha-1}\right)+c \exp \left(\frac{2 \alpha+1}{2 \alpha-1} \mathrm{i} \omega t\right)\right] f(x) g(y) \tag{111c}
\end{equation*}
$$

where $a, b$ are two arbitrary constants and $f(x), g(y)$ are two arbitrary functions. The following unmodified $(2+1)$-dimensional system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau}+w_{\xi \xi \xi} & =(w \tilde{w})_{\xi} \\
\widetilde{w}_{\eta} & =w_{\xi} \tag{112a}
\end{align*}
$$

By setting $\lambda=\nu+1 / 3, \tilde{\lambda}=2 / 3, \mu=1 / 3$ and, for notational convenience, $\Omega=\omega / 3$, one gets the corresponding $\Omega$-modified system

$$
\begin{align*}
u_{t}+u_{x x x}-\mathrm{i}(3 \nu+1) \Omega u-\mathrm{i} \Omega x u_{x}-3 \mathrm{i} \nu \Omega y u_{y} & =(u \widetilde{u})_{x} \\
\widetilde{u}_{y} & =u_{x} \tag{112b}
\end{align*}
$$

The following unmodified $(2+1)$-dimensional long-wave equation system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau \eta}+\widetilde{w}_{\xi \xi} & =\frac{1}{2}\left(w^{2}\right)_{\xi \eta}  \tag{113a}\\
\widetilde{w}_{\tau}+w_{\xi \xi} & =\left(w \widetilde{w}+w_{\xi \eta}\right)_{\xi}
\end{align*}
$$

By setting $\lambda=1 / 2, \widetilde{\lambda}=0, \mu=1 / 2, \nu=-1 / 2$ and, for notational convenience, $\Omega=\omega / 2$, one gets the corresponding modified system

$$
\begin{align*}
u_{t y}-\mathrm{i} \Omega u_{y}-\mathrm{i} \Omega\left(x u_{x y}-y u_{y y}\right)+\widetilde{u}_{x x} & =\frac{1}{2}\left(u^{2}\right)_{x y}  \tag{113b}\\
\widetilde{u}_{t}-\mathrm{i} \Omega\left(x u_{x}-y u_{y}\right)+u_{x x} & =\left(u \widetilde{u}+u+u_{x y}\right)_{x}
\end{align*}
$$

The following unmodified $(2+1)$-dimensional system of two coupled PDEs is integrable

$$
\begin{align*}
w_{\tau}+w_{\xi \xi \eta} & =\left(w^{2}\right)_{\eta}+w_{\xi} \widetilde{w}  \tag{114a}\\
\widetilde{w}_{\xi} & =w_{\eta}
\end{align*}
$$

By setting $\tilde{\lambda}=1-\lambda / 2, \mu=\lambda / 2, \nu=1-\lambda$ one gets the corresponding modified system

$$
\begin{align*}
u_{t}-\mathrm{i} \lambda \omega u-\frac{\mathrm{i} \lambda \omega}{2} x u_{x}-\mathrm{i}(1-\lambda) \omega y u_{y}+u_{x x y} & =\left(u^{2}\right)_{y}+u_{x} \widetilde{u}  \tag{114b}\\
\widetilde{u}_{x} & =u_{y}
\end{align*}
$$

A nontrivial family of solutions of this system, (114b), reads as follows

$$
\begin{align*}
u(x, y ; t) & =\frac{-4 a^{2} \mathrm{e}^{\mathrm{i} \lambda \omega t}}{\left\{\cosh \left[a x \mathrm{e}^{\mathrm{i} \frac{\lambda}{2} \omega t}-f(t)-g\left(y \mathrm{e}^{\mathrm{i}(1-\lambda) \omega t}-b \mathrm{e}^{\mathrm{i} \omega t}\right)\right]\right\}^{2}} \\
\widetilde{u}(x, y ; t) & =\frac{\mathrm{e}^{\mathrm{i} \frac{\lambda}{2} \omega t}}{a}\left\{-f^{\prime}(t)+\mathrm{e}^{\mathrm{i} \omega t} g^{\prime}\left(y \mathrm{e}^{\mathrm{i}(1-\lambda) \omega t}-b \mathrm{e}^{\mathrm{i} \omega t}\right)\left[\mathrm{i} \omega b-4 a^{2}\right.\right.  \tag{114c}\\
& \left.\left.+\left(\frac{2 a}{\cosh \left[a x \mathrm{e}^{\mathrm{i} \frac{\lambda}{2} \omega t}-f(t)-g\left(y \mathrm{e}^{\mathrm{i}(1-\lambda) \omega t}-b \mathrm{e}^{\mathrm{i} \omega t}\right)\right]}\right)^{2}\right]\right\}
\end{align*}
$$

where $a, b$ are two arbitrary constants and $f(t), g(z)$ are arbitrary functions (and of course $f^{\prime}(t), g^{\prime}(z)$ denote their derivatives).

The following unmodified (2+1)-dimensional matrix KP system of two coupled matrix PDEs is integrable

$$
\begin{align*}
W_{\tau}+W_{\xi \xi \xi}-3 \widetilde{W}_{\eta} & =3\left(W^{2}\right)_{\xi}+3 i[W, \widetilde{W}] \\
\widetilde{W}_{\xi} & =W_{\eta} . \tag{115a}
\end{align*}
$$

Here $W \equiv W(\xi, \eta ; \tau)$ and $\widetilde{W} \equiv \widetilde{W} \equiv \widetilde{W}(\xi, \eta ; \tau)$ are matrices (of course, of the same rank), and the notation $[W, \widetilde{W}]$ denotes their commutator. By setting $\lambda=2 / 3, \widetilde{\lambda}=1, \mu=1 / 3, \nu=1$ one gets the corresponding modified system

$$
\begin{align*}
U_{t}+U_{x x x}-3 \tilde{U}_{y}-\frac{2}{3} \mathrm{i} \omega U-\frac{1}{3} \mathrm{i} \omega x U_{x}-\mathrm{i} \omega y U_{y} & =3\left(U^{2}\right)_{x}+3 \mathrm{i}[U, \tilde{U}],  \tag{115b}\\
\widetilde{U}_{x} & =U_{y} .
\end{align*}
$$

The following class of unmodified ( $N+1$ )-dimensional PDEs,

$$
\begin{equation*}
\frac{\partial^{m+1} w}{\partial \tau \partial \xi^{m}}=f(w) \tag{116a}
\end{equation*}
$$

where $m$ is a positive integer (or possibly just an integer) and $f(w)$ is an arbitrary analytic function, gets transformed, by setting $\lambda=0, \mu=-1 / m$ into the corresponding modified evolution PDE

$$
\begin{equation*}
\frac{\partial^{m+1} u}{\partial t \partial x^{m}}+\mathrm{i} \omega \frac{\partial^{m} u}{\partial x^{m}}+\mathrm{i} \frac{\omega}{m} x \frac{\partial^{m+1} u}{\partial x^{m+1}}=f(u) . \tag{116b}
\end{equation*}
$$

For instance for $m=1$ and $f(w)=\exp (a w)$, (116a) becomes the "Liouville" equation

$$
\begin{equation*}
w_{\tau \xi}=\exp (a w) \tag{117a}
\end{equation*}
$$

and the corresponding modified evolution PDE (116b) reads

$$
\begin{equation*}
u_{t x}+\mathrm{i} \omega u_{x}+\mathrm{i} \omega x u_{x x}=\exp (a u) . \tag{117b}
\end{equation*}
$$

The general solution of this modified Liouville equation reads

$$
\begin{aligned}
u(x ; t)= & g\left(x \mathrm{e}^{-\mathrm{i} \omega t}\right)+f(t) \\
& -\frac{2}{a} \ln \left\{b \mathrm{e}^{-\mathrm{i} \omega t} \int_{x_{0}}^{x} \mathrm{~d} y \exp \left[a g\left(y \mathrm{e}^{-\mathrm{i} \omega t}\right)\right]-\frac{a}{2 b} \int_{0}^{t} \mathrm{~d} s \exp [\mathrm{i} \omega s-a f(s)]\right\}
\end{aligned}
$$

where $b$ is an arbitrary (nonvanishing) complex constant, $x_{0}$ is an arbitrary real constant, $g(x)$ is an arbitrary analytic function and $f(t)$ is as well an arbitrary function of the real 'time' variable $t$, but it must of course be periodic with period $T$, see (1), for the isochronicity property to hold.
The following unmodified $(N+1)$-dimensional PDE reads

$$
\begin{equation*}
\frac{\partial^{m+2} w}{\partial \xi^{m} \partial \tau^{2}}=f(w) \tag{118a}
\end{equation*}
$$

where $m$ is an integer and $f(w)$ is an analytic function. By setting $\lambda=0, \mu=$ $-2 / m$ one gets the corresponding modified evolution PDE

$$
\begin{align*}
\frac{\partial^{m+2} u}{\partial t^{2} \partial x^{m}} & +3 i \omega \frac{\partial^{m+1} u}{\partial t \partial x^{m}}+4 i \omega x \frac{\partial^{m+2} u}{\partial t \partial x^{m+1}}-2 \omega^{2} \frac{\partial^{m} u}{\partial x^{m}} \\
& -\frac{2}{m} \omega\left(3+\frac{2}{m}\right) x \frac{\partial^{m+1} u}{\partial x^{m+1}}-\left(\frac{2}{m}\right)^{2} \omega^{2} x^{2} \frac{\partial^{m+2} u}{\partial x^{m+2}}=f(u) \tag{118b}
\end{align*}
$$

The following unmodified $(N+1)$-dimensional PDE reads

$$
\begin{equation*}
w_{\tau \tau}=w_{\tau} \sum_{n=1}^{N}\left[a_{n}\left(w_{\xi_{n}}\right)^{\alpha_{n}}\right]+\sum_{n=1}^{N}\left[b_{n}\left(w_{\xi_{n}}\right)^{2\left(\beta \alpha_{n}-1\right)} w_{\xi_{n} \xi_{n}}\right] \tag{119a}
\end{equation*}
$$

By setting $\lambda=\beta-1, \mu_{n}=1-\beta+\frac{1}{\alpha_{n}}$ one gets the corresponding modified evolution PDE

$$
\begin{align*}
u_{t t} & -\mathrm{i} \omega\left[(2 \beta-1) u_{t}+\sum_{n=1}^{N}\left(1-\beta+\frac{1}{\alpha_{n}}\right) x_{n} u_{t x_{n}}\right] \\
& -\omega^{2}\left[\beta(\beta-1) u+\beta \sum_{n=1}^{N}\left(1-\beta+\frac{1}{\alpha_{n}}\right) x_{n} u_{x_{n}}\right] \\
& =\left\{u_{t}-\mathrm{i} \omega\left[(\beta-1) u+\sum_{n=1}^{N}\left(1-\beta+\frac{1}{\alpha_{n}}\right) x_{n} u_{x_{n}}\right]\right\} \sum_{n=1}^{N}\left[a_{n}\left(u_{x_{n}}\right)^{\alpha_{n}}\right]  \tag{119b}\\
& +\sum_{n=1}^{N}\left[b_{n}\left(u_{x_{n}}\right)^{2\left(\beta \alpha_{n}-1\right)} u_{x_{n} x_{n}}\right] .
\end{align*}
$$

The following unmodified $(N+1)$-dimensional "nonlinear diffusion" PDE reads

$$
\begin{equation*}
w_{\tau}=w^{\alpha} \sum_{n=1}^{N} w_{\xi_{n} \xi_{n}} \tag{120a}
\end{equation*}
$$

By setting $\mu_{n}=\frac{1}{2}(1-\alpha \lambda)$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\mathrm{i} \lambda \omega u-\mathrm{i} \frac{1-\alpha \lambda}{2} \omega \sum_{n=1}^{N} x_{n} u_{x_{n}}=u^{\alpha} \sum_{n=1}^{N} u_{x_{n} x_{n}} . \tag{120b}
\end{equation*}
$$

The following unmodified $(N+1)$-dimensional "nonlinear heat equation with a source" reads

$$
\begin{equation*}
w_{\tau}=\sum_{n=1}^{N} a_{n}\left(w^{\alpha_{n}} w_{\xi_{n}}\right)_{\xi_{n}}+b w^{\beta} \tag{121a}
\end{equation*}
$$

By setting $\lambda=\frac{1}{\beta-1}, \mu_{n}=\frac{\beta-\alpha_{n}}{2(\beta-1)}$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t}-\frac{\mathrm{i} \omega}{\beta-1} u-\frac{\mathrm{i}\left(\beta-\alpha_{n}\right) \omega}{2(\beta-1)} \sum_{n=1}^{N} x_{n} u_{x_{n}}=\sum_{n=1}^{N} a_{n}\left(u^{\alpha_{n}} u_{x_{n}}\right)_{x_{n}}+b u^{\beta} \tag{121b}
\end{equation*}
$$

The following unmodified $(N+1)$-dimensional "Bateman" PDE is solvable

$$
\operatorname{det}\left(\begin{array}{ccccc}
0 & w_{\tau} & w_{\xi_{1}} & \cdots & w_{\xi_{n}}  \tag{122a}\\
w_{\tau} & w_{\tau \tau} & w_{\xi_{1} \tau} & \cdots & w_{\tau \xi_{n}} \\
w_{\xi_{1}} & w_{\tau \xi_{1}} & w_{\xi_{1} \xi_{1}} & \cdots & w_{\xi_{n} \xi_{1}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
w_{\xi_{n}} & w_{\tau \xi_{n}} & w_{\xi_{1} \xi_{n}} & \cdots & w_{\xi_{n} \xi_{n}}
\end{array}\right)=0
$$

The corresponding modified PDE is in this case $t$-autonomous for any choice of $\lambda$ and $\mu_{n}$. For $\lambda=\mu_{n}=0$ it reads
$\operatorname{det}\left(\begin{array}{ccccc}0 & u_{t} & u_{x_{1}} & \cdots & u_{x_{n}} \\ u_{t} & u_{t t} & u_{x_{1} t} & \cdots & u_{x_{n} t} \\ u_{x_{1}} & u_{x_{1} t} & u_{x_{1} x_{1}} & \cdots & u_{x_{n} x_{1}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ u_{x_{n}} & u_{t x_{n}} & u_{x_{1} x_{n}} & \cdots & u_{x_{n} x_{n}}\end{array}\right)-\mathrm{i} \omega u_{t} \operatorname{det}\left(\begin{array}{cccc}0 & u_{x_{1}} & \cdots & u_{x_{n}} \\ u_{x_{1}} & u_{x_{1} x_{1}} & \cdots & u_{x_{n} x_{1}} \\ \vdots & \vdots & \ddots & \vdots \\ u_{x_{n}} & u_{x_{1} x_{n}} & \cdots & u_{x_{n} x_{n}}\end{array}\right)=0$.
The general solution $u \equiv u(\underline{x} ; t)$ of this PDE is given by the implicit formula

$$
\begin{equation*}
\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right) f_{0}(u)+\sum_{k=1}^{n} x_{k} f_{k}(u)=c \tag{122c}
\end{equation*}
$$

where the $N+1$ functions $f_{k}(z), k=0,1, \ldots, N$ are arbitrary.
For $N=1$, the unmodified $(\mathbf{1}+\mathbf{1})$-dimensional Bateman equation reads

$$
\begin{equation*}
w_{\tau \tau}\left(w_{\xi}\right)^{2}+w_{\xi \xi} w_{\tau}^{2}-2 w_{\xi} w_{\tau} w_{\xi \tau}=0 \tag{123a}
\end{equation*}
$$

and the modified version of this equation reads

$$
\begin{align*}
u_{t t} u_{x}^{2} & +u_{x x} u_{t}^{2}-2 u_{x t} u_{x} u_{t}+\mathrm{i} \omega\left[2 \lambda u\left(u_{x} u_{x t}-u_{t} u_{x x}\right)+(2 \mu-1)\left(u_{x}\right)^{2} u_{t}\right] \\
& +\omega^{2}\left[\lambda^{2} u\left(u_{x}\right)^{2}-\lambda^{2} u^{2} u_{x x}+\lambda(2 \mu-1) u\left(u_{x}\right)^{2}+\mu(\mu-1) x\left(u_{x}\right)^{3}\right]=0 \tag{123b}
\end{align*}
$$

The general solution of this equation reads (in implicit form)

$$
\begin{equation*}
\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right) f\left(\mathrm{e}^{-\mathrm{i} \lambda \omega t} u(x ; t)\right)+x \mathrm{e}^{\mathrm{i} \mu \omega t} g\left(\mathrm{e}^{-\mathrm{i} \lambda \omega t} u(x ; t)\right)=c \tag{123c}
\end{equation*}
$$

with $f(z)$ and $g(z)$ two arbitrary functions which can be easily determined in terms of the initial data, say $u_{0}(x)=u(x ; 0)$ and $u_{1}(x)=u_{t}(x ; 0)$.

By setting $\lambda=0, \mu=1 / 2$ and (for notational convenience) $\Omega=\omega / 2$ the modified $(1+1)$-dimensional Bateman equation (123b) takes the simple (real) form

$$
\begin{equation*}
u_{t t} u_{x}^{2}+u_{x x} u_{t}^{2}-2 u_{x t} u_{x} u_{t}=\Omega^{2} x u_{x}^{3} \tag{124a}
\end{equation*}
$$

Note that, if $u(x ; t)$ is a solution of this PDE, $v(x ; t)=f[u(a x ; t-b)]$ is also a solution, with $f(z)$ an arbitrary function and $a, b$ two arbitrary constants.
The initial-value problem for this equation is solved by the implicit formula

$$
\begin{equation*}
u(x ; t)=u_{0}\left(\frac{\tan (\Omega t)}{\Omega} \frac{u_{1}\left(u_{0}^{(\text {inv })}[u(x ; t)]\right)}{u_{0}^{\prime}\left(u_{0}^{\text {(inv })}[u(x ; t)]\right)}+\frac{x}{\cos [\Omega t]}\right) \tag{124b}
\end{equation*}
$$

where of course $u_{0}^{\text {(inv) }}(z)$ respectively $u_{0}^{\prime}(z)$ are the inverse respectively the derivative of the function $u_{0}(z)$ (namely, $\left.u_{0}^{(\text {inv })}\left[u_{0}(x)\right]=x, u_{0}^{\prime}(x)=\mathrm{d} u_{0}(x) / \mathrm{d} x\right)$. And two explicit solutions of this equation, (124a), read as follows

$$
\begin{align*}
& u(x ; t)=f\left\{\frac{c_{1} x+c_{2} \cos \left[\Omega\left(t-c_{3}\right)\right]}{c_{4} x+c_{5} \cos \left[\Omega\left(t-c_{6}\right)\right]}\right\}  \tag{124c}\\
& u(x ; t)=f\left\{\frac{c_{1} \cos \left[\Omega\left(t-c_{2}\right)\right]}{\cos \left[2 \Omega\left(t-c_{3}\right)\right]+\cos \left[2 \Omega\left(c_{2}-c_{3}\right)\right]} x+c_{4} \tan \left[\Omega\left(t+c_{2}-2 c_{3}\right)\right]\right\} \tag{124d}
\end{align*}
$$

Here $f(z)$ denotes an arbitrary (twice differentiable) function, and the constants $c_{k}$ are arbitrary. Clearly these solutions are real if the function $f(z)$ and the constants $c_{k}$ are themselves real; and the conditions that the function $f(z)$ and the constants $c_{k}$ must satisfy in order to guarantee the isochronicity of these solutions are rather obvious.
The following unmodified $(N+1)$-dimensional PDE reads

$$
\begin{equation*}
w_{\mathcal{T} \tau}=w_{\tau}^{2} f\left(w, w_{\xi_{1}}, \ldots, w_{\xi_{N}}, w_{\xi_{1} \xi_{1}}, \ldots, w_{\xi_{N} \xi_{N}}, \ldots\right) \tag{125a}
\end{equation*}
$$

where $f\left(w, w_{x_{1}}, \ldots, w_{\xi_{N}}, w_{\xi_{1} \xi_{1}}, \ldots, w_{\xi_{N} \xi_{N}}, \ldots\right)$ is an arbitrary analytic function. By setting $\lambda=\mu_{n}=0$ one gets the corresponding modified evolution PDE

$$
\begin{equation*}
u_{t t}-i \omega u=u_{t}^{2} f\left(u, u_{x_{1}}, \ldots, u_{x_{N}}, u_{x_{1} x_{1}}, \ldots, u_{x_{N} x_{N}}, \ldots\right) \tag{125b}
\end{equation*}
$$

### 4.3. Periodicity in the Space Variable

Throughout this section we focussed on modified PDEs that feature many isochronous solutions. By a variant of the trick (86)-(88) it is in some cases possible to generate equations that feature many solutions which are completely periodic not only in the time variable $t$, but as well in the space variable $x$. We only exhibit
here a single example, obtained from the unmodified PDE (90a) via the following change of variables

$$
\begin{align*}
\tau & =\frac{\mathrm{e}^{\mathrm{i} \omega t}-1}{\mathrm{i} \omega},  \tag{126a}\\
\xi & =\frac{\mathrm{e}^{\mathrm{i} k x}-1}{i k}  \tag{126b}\\
u(x ; t) & =\mathrm{e}^{\mathrm{i} \lambda \omega t} \mathrm{e}^{\mathrm{i} \rho k x} w(\xi ; \tau) \tag{126c}
\end{align*}
$$

where, to apply this transformation to the unmodified $\operatorname{PDE}$ (90a), we set $\lambda=1 / \alpha$ and $\rho=-1 / \alpha$, while $\omega$ and $k$ are two real (indeed, without loss of generality, positive) constants, that determine the basic period in the (real) time variable $t$, see (1), as well as the basic period, $L=2 \pi / k$, in the (also real) space variable $x$. The modified PDE corresponding to (90a) reads then

$$
\begin{equation*}
u_{t}-\frac{\mathrm{i} \omega}{\alpha} u=a u^{\alpha}\left(u_{x}+\frac{\mathrm{i} k}{\alpha} u\right) \tag{127a}
\end{equation*}
$$

and its general solution, in implicit form, reads

$$
\begin{align*}
u(x ; t) & =\mathrm{e}^{\frac{\mathrm{i} \omega t}{\alpha}}\left\{1+\frac{a k}{\omega}\left(1-\mathrm{e}^{-\mathrm{i} \omega t}\right)[u(x ; t)]^{\alpha}\right\}^{1 / \alpha}  \tag{127b}\\
& \times u_{0}\left(x-\frac{\mathrm{i}}{k} \log \left\{1+\frac{a k}{\omega}\left(1-\mathrm{e}^{-\mathrm{i} \omega t}\right)[u(x ; t)]^{\alpha}\right\}\right)
\end{align*}
$$

where of course the initial datum, $u_{0}(x)=u(x ; 0)$ should be itself periodic with period $L$ (or some appropriate integer multiple, or fraction, of $L$ ), in order for this solution to be periodic for all time with period $L$ (or some appropriate integer multiple, or fraction, of $L$ ) - in addition of course to being periodic in $t$ with period $T$ (see (1) - or with some integer multiple of $T$, depending on the analyticity properties of $u_{0}(z)$ as a function of the complex variable $z$ ). An explicit special case of this implicit equation (corresponding to $u_{0}(x)=\mathrm{e}^{\mathrm{i} q x}$ ) reads

$$
\begin{equation*}
u(x ; t)=b \mathrm{e}^{\frac{\mathrm{i} \omega t}{\alpha}} \mathrm{e}^{\mathrm{i} q x}\left\{1+\frac{a k}{\omega}\left(1-\mathrm{e}^{-\mathrm{i} \omega t}\right)[u(x ; t)]^{\alpha}\right\}^{\frac{1}{\alpha}+\frac{q}{k}} \tag{127c}
\end{equation*}
$$

yielding, for $q=-k / \alpha$, the trivial solution of (127a)

$$
\begin{equation*}
u(x ; t)=b \exp \left[\mathrm{i} \frac{(\omega t-k x)}{\alpha}\right] \tag{127d}
\end{equation*}
$$

For $q=k / \alpha$ one obtains instead from (127c) the explicit solution of (127a)

$$
\begin{aligned}
u(x ; t)=\mathrm{e}^{\frac{\mathrm{i}(\omega t-k x)}{\alpha}} & \left\{\frac{\omega}{2 a^{2} b k^{2}\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right)^{2}}\right. \\
& \left.\times\left[\omega-2 a b \mathrm{e}^{\mathrm{i} k x}\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right)-\sqrt{\omega^{2}-4 a b k \omega \mathrm{e}^{\mathrm{i} k x}\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right)}\right]\right\}^{\frac{1}{\alpha}}
\end{aligned}
$$

Of course many other explicit solutions could be exhibited in specific cases, for instance in the special case with $q=-k$ and $\alpha=2$

$$
\begin{equation*}
u(x ; t)= \pm \sqrt{\frac{\omega \pm \sqrt{4 a b^{2} k \omega \mathrm{e}^{-2 \mathrm{i} k x}\left(\mathrm{e}^{\mathrm{i} \omega t}-1\right)+\omega^{2}}}{2 a k\left(1-\mathrm{e}^{\mathrm{i} \omega t}\right)}} \tag{127e}
\end{equation*}
$$

Finally, we also rewrite below the evolution PDE (127a) with $\alpha=1$ in real form, setting $u=u_{1}+\mathrm{i} u_{2}, a=c_{1}+\mathrm{i} c_{2}$ where the two dependent variables $u_{1} \equiv u_{1}(x ; t)$ and $u_{2} \equiv u_{2}(x ; t)$, as well as the two constants $c_{1}, c_{2}$, are of course now real $u_{1_{t}}+\omega u_{2}=c_{1}\left[u_{1} u_{1_{x}}+u_{2} u_{2_{x}}-2 k u_{1} u_{2}\right]-c_{2}\left[u_{1} u_{2_{x}}+u_{2} u_{1_{x}}+k\left(u_{1}^{2}-u_{2}^{2}\right)\right]$
$u_{2_{t}}-\omega u_{1}=c_{2}\left[u_{1} u_{1_{x}}+u_{2} u_{2_{x}}-2 k u_{1} u_{2}\right]+c_{1}\left[u_{1} u_{2_{x}}+u_{2} u_{1_{x}}+k\left(u_{1}^{2}-u_{2}^{2}\right)\right]$.
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