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CHAPTER II

Compact Self-Adjoint Operators

Abstract. This chapter proves a first version of the Spectral Theorem and shows how it applies to
complete the analysis in Sturm’s Theorem of Section I.3.
Section 1 introduces compact linear operators from a Hilbert space into itself and characterizes

them as the limits in the operator norm topology of the linear operators of finite rank. The adjoint
of a compact operator is compact.
Section 2 proves the Spectral Theorem for compact self-adjoint operators on a Hilbert space,

showing that such operators have orthonormal bases of eigenvectors with eigenvalues tending to 0.
Section 3 establishes two versions of the Hilbert–Schmidt Theorem concerning self-adjoint

integral operators with a square-integrable kernel. The abstract version gives an L2 expansion of
the members of the image of the operator in terms of eigenfunctions, and the concrete version, valid
when the kernel is continuous and the space is compact metric, proves that the eigenfunctions are
continuous and the expansion in terms of eigenfunctions is uniformly convergent.
Section 4 introduces unitary operators on a Hilbert space, establishing the equivalence of three

conditions that may be used to define them.
Section 5 studies compact linear operators on an abstract Hilbert space, with special attention

to two kinds—the Hilbert–Schmidt operators and the operators of trace class. All three sets of
operators—compact, Hilbert–Schmidt, and trace-class—are ideals in the algebra of all bounded
linear operators and are closed under the operation of adjoint. Trace-class implies Hilbert–Schmidt,
which implies compact. The product of two Hilbert–Schmidt operators is of trace class.

1. Compact Operators

Let H be a real or complex Hilbert space with inner product1 ( · , · ) and norm
k · k. A bounded linear operator L : H → H is said to be compact if L
carries the closed unit ball of H to a subset of H that has compact closure, i.e., if
each bounded sequence {un} in H has the property that {L(un)} has a convergent
subsequence.2 The first three conclusions of the next proposition together give a
characterization of the compact operators on H .

1This book follows the convention that inner products are linear in the first variable and conjugate
linear in the second variable.

2Some books use the words “completely continuous” in place of “compact” for this kind of
operator.
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1. Compact Operators 35

Proposition 2.1. Let L : H → H be a bounded linear operator on a Hilbert
space H . Then

(a) L is compact if the image of L is finite dimensional,
(b) L is compact if L is the limit, in the operator norm, of a sequence of

compact operators,
(c) L compact implies that there exist bounded linear operators Ln : H → H

such that L = lim Ln in the operator norm and the image of each Ln is
finite dimensional,

(d) L compact implies L∗ compact.

PROOF. For (a), let M be the image of L . Being finite dimensional, M is
closed and is hence a Hilbert space. Let {v1, . . . , vk} be an orthonormal basis.
The linear mapping that carries each vj to the j th standard basis vector ej in the
space of column vectors is then a linear isometry of M onto Rk or Ck . In Rk and
Ck , the closed ball about 0 of radius kLk is compact, and hence the closed ball
about 0 of radius kLk in M is compact. The latter closed ball contains the image
of the closed unit ball of H under L , and hence L is compact.
For (b), let B be the closed unit ball of H . Write L = lim Ln in the operator

norm, each Ln beingcompact. Since the subsets of a completemetric spacehaving
compact closure are exactly the totally bounded subsets, it is enough to prove that
L(B) is totally bounded. Let ≤ > 0 be given, and choose n large enough so that
kLn − Lk < ≤/2. With n fixed, Ln(B) is totally bounded since Ln(B) is assumed
to have compact closure. Thus we can find finitely many points v1, . . . , vk such
that the open balls of radius ≤/2 about the vj ’s together cover Ln(B). We shall
prove that the open balls of radius ≤ about the vj ’s together cover L(B). In
fact, if u is given with kuk ≤ 1, choose j with kLn(u) − vjk < ≤/2. Then
kL(u)−vjk ≤ kL(u)−Ln(u)k+kLn(u)−vjk < kLn−Lkkuk+ ≤

2 ≤ ≤
2+

≤
2 = ≤,

as required.
For (c), we may assume that H is infinite dimensional. Since L is compact,

there exists a compact subset K of H containing the image of the closed unit ball.
As a compact metric space, K is separable. Let {wn} be a countable dense set,
and let M be the smallest closed vector subspace of H containing all wn . Since
the closure of {wn} contains K , M contains K . The subspace M is separable:
in fact, if the scalars are real, then the set of all rational linear combinations of
the wn’s is a countable dense set; if the scalars are complex, then we obtain a
countable dense set by allowing the scalars to be of the form a+ bi with a and b
rational.
SinceM is a closedvector subspace, it is aHilbert space andhas anorthonormal

basis S. The set Smust be countable since the open balls of radius 1/2 centered at
the members of S are disjoint and would otherwise contradict the fact that every
topological subspace of a separable topological space is Lindelöf. Thus let us
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list the members of S as v1, v2, . . . . For each n, let Mn be the (closed) linear
span of {v1, . . . , vn}, and let En be the orthogonal projection on Mn . The linear
operator EnL is bounded, being a composition of bounded linear operators, and
its image is contained in the finite-dimensional space Mn . Hence it is enough
to show for each ≤ > 0 that there is some n with k(1 − En)Lk < ≤. If this
condition were to fail, we could find some ≤ > 0 such that k(1− En)Lk ∏ ≤ for
every n. With ≤ fixed in this way, choose for each n some vector un of norm 1
such that k(1− En)L(un)k ∏ ≤/2. The sequence {L(un)} lies in the compact set
K . Choose a convergent subsequence {L(unk )}, and let v = lim L(unk ). For nk
sufficiently large, we have kv − L(unk )k ≤ ≤/4. In this case,

k(1− Enk )vk ∏ k(1− Enk )L(unk )k − k(1− Enk )(v − L(unk ))k ∏ ≤
2 − ≤

4 = ≤
4 .

On the other hand, v is in M , and v is of the form v =
P∞

j=1(v, vj )vj . In this
expression we have En(v) =

Pn
j=1(v, vj )vj , and these partial sums converge to

v in H . In short, limn Env = v. Then k(1−En)vk tends to 0, and this contradicts
our estimate k(1− Enk )vk ∏ ≤

4 .
For (d), first suppose that the image of L is finite dimensional, and choose an

orthonormal basis {u1, . . . , un} of the image. Then L(u) =
Pn

j=1 (L(u), uj )uj =Pn
j=1 (u, L∗(uj ))uj . Taking the inner product with v gives (u, L∗(v)) =

(L(u), v) =
Pn

j=1 (u, L∗(uj ))(uj , v). This equality shows that L∗(v) andPn
j=1 (v, uj )L∗(uj ) have the same inner product with every u. Thus they must

be equal, and we conclude that the image of L∗ is finite dimensional.
Now suppose that L is any compact operator on H . Given ≤ > 0, use (c)

to choose a bounded linear operator Ln with finite-dimensional image such that
kL − Lnk < ≤. Since a bounded linear operator and its adjoint have the same
norm, kL∗ − L∗

nk < ≤. Since L∗
n has finite-dimensional image, according to what

we have just seen, and since we can obtain such an approximation for any ≤ > 0,
(b) shows that L∗ is compact. §

2. Spectral Theorem for Compact Self-Adjoint Operators

Let L : H → H be a bounded linear operator on the real or complex Hilbert
space H . One says that a nonzero vector v is an eigenvector of L if L(v) = cv for
some constant c; the constant c is called the corresponding eigenvalue. The set
of all u for which L(u) = cu is a closed vector subspace; under the assumption
that this subspace is not 0, it is called the eigenspace for the eigenvalue c.
In the finite-dimensional case, the self-adjointness condition L∗ = L means

that L corresponds to aHermitian matrix A, i.e., a matrix equal to its conjugate
transpose, once one fixes an ordered orthonormal basis. In this case it is shown
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in linear algebra that the members of an orthonormal basis can be chosen to
be eigenvectors of L , the eigenvalues all being real. In terms of matrices, the
corresponding matrix A is conjugate via a unitary matrix, i.e., a matrix whose
conjugate transpose is its inverse, to a diagonalmatrixwith real entries. This result
is called the Spectral Theorem for such linear operators ormatrices. A quick proof
goes as follows: An eigenvector v of L with eigenvalue c has (L−cI )(v) = 0, and
this implies that the matrix A of L has the property that A−cI has a nonzero null
space. Hence det(A− cI ) = 0 if and only if c is an eigenvalue of L . One readily
sees from the self-adjointness of L that all complex roots of det(A− cI ) have to
be real. Moreover, if L carries a vector subspace M into itself, then L carries M⊥

into itself as well. Finite-dimensionality forces A to have a complex eigenvalue,
and this must be real. Hence there is a nonzero vector u with L(u) = cu for
some real c. Normalizing, we may assume that u has norm 1. If M consists of
the scalar multiples of u, then L carries M⊥ to itself, and the restriction of L
to M⊥ is self adjoint. Proceeding inductively, we obtain a system of orthogonal
eigenvectors for L , each of norm 1.
A certain amount of this argument works in the infinite-dimensional case. In

fact, suppose that L is self adjoint. Then any u in H has

(L(u), u) = (u, L∗(u)) = (u, L(u)) = (L(u), u),

and hence the function u 7→ (L(u), u) is real-valued. If u is an eigenvector in
H with eigenvalue c, i.e., if L(u) = cu, then c(u, u) = (L(u), u) is real; since
(u, u) is real and nonzero, c is real. If u1 and u2 are eigenvectors for distinct
eigenvalues c1 and c2, then u1 and u2 are orthogonal because

(c1 − c2)(u1, u2) = (c1u1, u2) − (u1, c2u2) = (L(u1), u2) − (u1, L(u2)) = 0.

If M is a vector subspace of H with L(M) ⊆ M , then also L(M⊥) ⊆ M⊥

because m ∈ M and m⊥ ∈ M⊥ together imply

0 = (L(m),m⊥) = (m, L(m⊥)).

These observations prove everything in the following proposition except the last
statement.

Proposition 2.2. If L : H → H is a bounded self-adjoint linear operator
on a Hilbert space H , then u 7→ (L(u), u) is real-valued, every eigenvalue of L
is real, eigenvectors under L for distinct eigenvalues are orthogonal, and every
vector subspace M with L(M) ⊆ M has L(M⊥) ⊆ M⊥. In addition,

kLk = sup
kuk≤1

|(L(u), u))|.
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PROOF. We are left with proving the displayed formula. Inequality in one
direction is easy: we have

sup
kuk≤1

|(L(u), u))| ≤ sup
kuk≤1,
kvk≤1

|(L(u), v)| = kLk.

With C = supkuk≤1(L(u), u)), we are therefore to prove that kLk ≤ C , hence
that kL(u)k ≤ Ckuk for all u. In doing so, we may assume that u 6= 0 and
L(u) 6= 0. Let t be a positive real number. Since (L2(u), u) = (L(u), L(u)), we
have

kL(u)k2

= 1
4

h°
L(tu+t−1L(u)), tu+t−1L(u)

¢
−

°
L(tu−t−1L(u)), tu−t−1L(u)

¢i

≤ 1
4

h
Cktu + t−1L(u)k2 + Cktu − t−1L(u)k2

i

= 1
2 C

h
ktuk2 + kt−1L(u)k2

i
,

the last step following from the parallelogram law. By differential calculus
the minimum of an expression a2t2 + b2t−2, in which a and b are positive
constants, is attained when t2 = b/a. Here a = kuk and b = kL(u)k, and
thus kL(u)k2 ≤ C

2
£
kL(u)kkuk + kL(u)kkuk

§
= CkL(u)kkuk. Dividing by

kL(u)k gives kL(u)k ≤ Ckuk and completes the proof. §

In the infinite-dimensional case, in which we work with the operator L but
no matrix, consider what is needed to imitate the proof of the finite-dimensional
Spectral Theorem and thereby find an orthonormal basis of vectors carried by L
to multiples of themselves. In the formula of Proposition 2.2, if we can find some
u with kuk = 1 such that kLk = |(L(u), u)|, then this u satisfies kLkkuk2 =
|(L(u), u)| ≤ kL(u)kkuk ≤ kLkkuk2, and we conclude that |(L(u), u)| =
kL(u)kkuk, i.e., that equality holds in the Schwarz inequality. Reviewing the
proof of the Schwarz inequality, we see that L(u) and u are proportional. Thus u
is an eigenvector of L , and we can at least get started with the proof.
Unfortunately an orthonormal basis of eigenvectors need not exist for a self-

adjoint L without an extra hypothesis. In fact, take H = L2([0, 1])with ( f, g) =R 1
0 f ḡ dx , and define L( f )(x) = x f (x). This linear operator L has norm 1,
and the equality ( f, L(g)) =

R 1
0 x f (x)g(x) dx = (L( f ), g) shows that L is

self adjoint. On the other hand, the only function f with x f = c f a.e. for some
constant c is the 0 function. Thus we get no eigenvectors at all, and the supremum
in the formula of Proposition 2.2 need not be attained.
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The hypothesis that we shall add to obtain an orthonormal basis of eigenvectors
is that L is compact in the sense of the previous section. Each compact self-adjoint
operator has an orthonormal basis of eigenvectors, according to the following
theorem.

Theorem 2.3 (Spectral Theorem for compact self-adjoint operators). Let
L : H → H be a compact self-adjoint linear operator on a real or complex
Hilbert space H . Then H has an orthonormal basis of eigenvectors of L . In
addition, for each scalar ∏, let

H∏ = {u ∈ H | L(u) = ∏u},

so that H∏ − {0} consists exactly of the eigenvectors of L with eigenvalue ∏.
Then the number of eigenvalues of L is countable, the eigenvalues are all real,
the spaces H∏ are mutually orthogonal, each H∏ for ∏ 6= 0 is finite dimensional,
any orthonormal basis of H of eigenvectors under L is the union of orthonormal
bases of the H∏’s, and for any ≤ > 0, there are only finitely many ∏ with H∏ 6= 0
and |∏| ∏ ≤. Moreover, either or both of kLk and −kLk are eigenvalues, and
these are the eigenvalues with the largest absolute value.
PROOF. We know from Proposition 2.2 that the eigenvalues of L are all real

and that the spaces H∏ are mutually orthogonal. In addition, the formula kLk =
supkuk≤1 kL(u)k shows that no eigenvalue can be greater than kLk in absolute
value.
The theorem certainly holds if L = 0 since every nonzero vector is an eigen-

vector. Thus we may assume that kLk > 0.
Themain step is to produce an eigenvectorwith one of kLk and−kLk as eigen-

value. Taking the equalitykLk = supkuk≤1 |(L(u), u))| of Proposition2.2 into ac-
count, choose a sequence {un}with kunk = 1 such that limn |(L(un), un)| = kLk.
Since the proposition shows that (L(un), un) has to be real, we may assume that
this sequence is chosen so that ∏ = limn(L(un), un) exists. Then ∏ = ±kLk.
Using the compactness of L and passing to a subsequence if necessary, we may
assume that L(un) converges to some limit v0. Meanwhile,

0 ≤ kL(un) − ∏unk2 = kL(un)k2 − 2∏Re(L(un), un) + ∏2kunk2

≤ kLk2 − 2∏Re(L(un), un) + ∏2.

The equalities ∏2 = kLk2 and limn(L(un), un) = ∏ show that the right side tends
to 0, and thus limn kL(un) − ∏unk = 0. Since limn kL(un) − v0k = 0 also, the
triangle inequality shows that lim∏un exists and equals v0. Since ∏ 6= 0, lim un
exists and v0 = ∏ lim un . Consequently kv0k = |∏| lim kunk = |∏| = kLk 6= 0.
Applying L to the equation v0 = ∏ lim un and taking into account that L is
continuous and that lim L(un) = v0, we see that L(v0) = ∏v0. Thus v0 is an
eigenvector with eigenvalue ∏, and the main step is complete.
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Now consider the collection of all orthonormal systems of eigenvectors for
L , and order it by inclusion upward. A chain consists of nested such systems,
and the union of the members of a chain is again such an orthonormal system.
By Zorn’s Lemma the collection contains a maximal element S. Let M be the
smallest closed vector subspace containing thismaximal orthonormal system S of
eigenvectors. Since the collection of all finite linear combinations of members of
S is dense in M , the continuity of L shows that L(M) ⊆ M . By Proposition 2.2,
L(M⊥) ⊆ M⊥. The equality (L(u), v) = (u, L(v)) for any two members u and
v of M⊥ shows that the restriction of L to M⊥ is self adjoint, and this restriction
is certainly bounded and compact. Arguing by contradiction, suppose M⊥ 6= 0.
Then either L = 0 or else L 6= 0 and the main step above shows that L has an
eigenvector in M⊥. Thus L has an eigenvector v0 of norm 1 in M⊥ in either
case. But then S∪{v0}would be an orthonormal system of eigenvectors properly
containing S, in contradiction to the maximality. We conclude that M⊥ = 0.
Since M is a closed vector subspace of H , it satisfies M⊥⊥ = M . Therefore
M = (M⊥)⊥ = 0⊥ = H , and H has an orthonormal basis of eigenvectors.
With the orthonormal basis S = {vα} of eigenvectors fixed, consider all vα’s

for which the corresponding eigenvalue ∏α has |∏α| ∏ ≤. If α1 and α2 are two
distinct such indices, we have

kL(vα1) − L(vα2)k
2 = k∏α1vα1 − ∏α2vα2k

2

= k∏α1vα1k
2 + k∏α2vα2k

2 by the Pythagorean theorem

= |∏α1 |
2 + |∏α2 |

2

∏ 2≤2.

If there were infinitely many such eigenvectors vαn , the bounded sequence
{L(vαn )} could not have a convergent subsequence, in contradiction to compact-
ness. Thus only finitely many members of S have eigenvalue with absolute value
∏ ≤.
Fix ∏ 6= 0, let S∏ be the finite set of members of S with eigenvalue ∏, and

let H∏ be the linear span of S∏. If v is an eigenvector of L for the eigenvalue ∏
beyond the vectors in H∏, then the expansion

v =
X

vα∈S∏

(v, vα)vα +
X

vα∈S−S∏

(v, vα)vα

shows that (v, vα) 6= 0 for some vα in S − S∏. This vα must have eigenvalue ∏0

different from ∏, and then Proposition 2.2 gives the contradiction (v, vα) = 0. We
conclude that H∏ is the entire eigenspace for eigenvalue ∏ and that the eigenvalues
of the members of S are the only eigenvalues of L .
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For each positive integer n, we know that only finitely many eigenvalues ∏
corresponding to members of S have |∏| ∏ 1/n. Since every eigenvalue of L
is the eigenvalue for some member of S, the number of eigenvalues ∏ of L with
|∏| ∏ 1/n is finite. Taking the union of these sets as n varies, we see that the
number of eigenvalues of L is countable. This completes the proof. §

3. Hilbert–Schmidt Theorem

TheHilbert–SchmidtTheoremwas postponed fromSection I.3, where it was used
in connection with Sturm–Liouville theory. The nub of the matter is the Spectral
Theorem for compact self-adjoint operators on a Hilbert space, Theorem 2.3.
But the actual result quoted in Section I.3 contains an overlay of measure theory
and continuity. Correspondingly there is an abstract Hilbert–Schmidt Theorem,
which combines the Spectral Theorem with the measure theory, and then there
is a concrete form, which adds the hypothesis of continuity and obtains extra
conclusions from it.
The abstract theorem works with an integral operator on L2 of a σ -finite

measure space (X, µ), the operator being of the form

T f (x) =
Z

X
K (x, y) f (y) dµ(y),

where K (x, y) is measurable on X × X . The function K is called the kernel of
the operator.3 If f is in L2(X, µ), then the Schwarz inequality gives |T f (x)| ≤
kK (x, · )k2k f k2 for each x in X . Squaring both sides, integrating, and taking the
square root yields kT f k2 ≤

° R
X×X |K |2 d(µ×µ)

¢1/2
k f k2. As a linear operator

on L2(X, µ), T therefore has operator norm satisfying

kTk ≤
≥ Z

X

Z

X
|K (x, y)|2 dµ(x) dµ(y)

¥1/2
= kKk2.

In particular, T is bounded if K is square-integrable on X × X . In this case the
adjoint of T is given by

T ∗g(x) =
Z

X
K (y, x)g(y) dµ(y)

because (T f, g) =
R
X

R
X K (x, y) f (y)g(x) dµ(y) dµ(x) and because the as-

serted form of T ∗ has

( f, T ∗g) =
R
X f (x)

°R
X K (y, x)g(y) dµ(y)

¢
dµ(x)

=
R
X

R
X f (x)K (y, x)g(y) dµ(y) dµ(x).

3Not to be confused with the abstract-algebra notion of “kernel” as the set mapped to 0.
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Theorem 2.4 (Hilbert–Schmidt Theorem, abstract form). Let (X, µ) be a
σ -finite measure space, and let K ( · , · ) be a complex-valued L2 function on
X × X such that K (x, y) = K (y, x) for all x and y in X . Then the linear
operator T defined by

(T f )(x) =
Z

X
K (x, y) f (y) dµ(y)

is a self-adjoint compact operator on the Hilbert space L2(X, µ) with kTk ≤
kKk2. Consequently if for each complex∏ 6= 0, a vector subspaceV∏ of L2(X, µ)
is defined by

V∏ =
©
f ∈ L2(X, µ)

Ø
Ø T f = ∏ f

™
,

then each V∏ is finite dimensional, the space V∏ is nonzero for only countably
many ∏, the spaces V∏ are mutually orthogonal with respect to the inner product
on L2(X, µ), the ∏’s with V∏ 6= 0 are all real, and for any ≤ > 0, there are only
finitely many ∏ with V∏ 6= 0 and |∏| ∏ ≤. The largest value of |∏| for which
V∏ 6= 0 is kTk. Moreover, the vector subspace of L2 orthogonal to all V∏ is the
kernel of T , so that if v1, v2, . . . is an enumeration of the union of orthonormal
bases of the spaces V∏ with ∏ 6= 0, then for any f in L2(X, µ),

T f =
∞X

n=1
(T f, vn)vn,

the series on the right side being convergent in L2(X, µ).

PROOF. Theorem 2.3 shows that it is enough to prove that the self-adjoint
bounded linear operator T is compact. Choose a sequence of simple functions
Kn square integrable on X × X such that limn kK − Knk2 = 0, and define
Tn f (x) =

R
X Kn(x, y) f (y) dµ(y). The linear operator Tn is bounded with

kTnk ≤ kKnk2, and it has finite-dimensional image since Kn is simple. By
Proposition 2.1a, Tn is compact. Since kT − Tnk ≤ kK − Knk2 and since the
right side tends to 0, T is exhibited as the limit of Tn in the operator norm and is
compact by Proposition 2.1b. §

Nowwe include the overlay of continuity. The additional assumptions are that
X is a compact metric space, µ is a Borel measure on X that assigns positive
measure to every nonempty open set, and K is continuous on X × X . The
additional conclusions are that the eigenfunctions for the nonzero eigenvalues are
continuous and that the series expansion actually converges absolutely uniformly
as well as in L2. The result used in Section I.3 was the special case of this result
with X = [a, b] and µ equal to Lebesgue measure.
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Theorem 2.5 (Hilbert–Schmidt Theorem, concrete form). Let X be a compact
metric space, letµ be a Borel measure on X that assigns positive measure to every
nonempty open set, and let K ( · , · ) be a complex-valued continuous function on
X×X such that K (x, y) = K (y, x) for all x and y in X . Then the linear operator
T defined by

T f (x) =
Z

X
K (x, y) f (y) dµ(y),

is a self-adjoint compact operator on the Hilbert space L2(X, µ) with kTk ≤
kKk2, and its image lies in C(X). Consequently the vector subspace V∏ of
L2(X, µ) defined for any complex ∏ 6= 0 by

V∏ =
©
f ∈ L2(X, µ)

Ø
Ø T f = ∏ f

™

consists of continuous functions, each V∏ is finite dimensional, the space V∏ is
nonzero for only countably many ∏, the spaces V∏ are mutually orthogonal with
respect to the inner product on L2(X, µ), the ∏’s with V∏ 6= 0 are all real, and for
any ≤ > 0, there are only finitely many ∏ with V∏ 6= 0 and |∏| ∏ ≤. The largest
value of |∏| for which V∏ 6= 0 is kTk. If v1, v2, . . . is an enumeration of the union
of orthonormal bases of the spaces V∏ with ∏ 6= 0, then for any f in L2(X, µ),

T f (x) =
∞X

n=1
(T f, vn)vn(x),

the series on the right side being absolutely uniformly convergent for x in X .

REMARK. The hypothesis that µ assigns positive measure to every nonempty
open set is used only to identify

P∞
n=1 (T f, vn)vn(x) with T f (x) at every point.

Without this particular hypothesis on µ, the series is still absolutely uniformly
convergent, but its sum is shown to equal T f (x) only almost everywhere with
respect to µ.

PROOF. Given ≤ > 0, choose δ > 0 by uniform continuity of K such that
|K (x, y)− K (x0, y0)| ≤ ≤ whenever (x, y) and (x0, y0) are at distance≤ δ. If f
is in L2(X, µ) and the points x and x0 are at distance≤ δ, then (x, y) and (x0, y)
are at distance ≤ δ and hence

|T f (x) − T f (x0)| ≤
R
X |K (x, y) − K (x0, y)|| f (y)| dµ(y)

≤ ≤
R
X | f (y)| dµ(y) ≤ ≤k f k2(µ(X))1/2,

the last step following from the Schwarz inequality. This proves that T f is
continuous for each f in L2(X, µ). In particular, if T f = ∏ f with ∏ 6= 0,
then f = T (∏−1 f ) exhibits f as in the image of T and therefore as continuous.
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Everything in the theorem now follows from Theorem 2.4 except for the absolute
uniform convergence to T f (x) in the last sentence of the theorem.
For the absolute uniform convergence, let ( · , · ) denote the inner product in

L2(X, µ). We begin by considering the function K (x, · ) for fixed x . It satisfies

(K (x, · ), vn) =
R
X K (x, y) vn(y) dµ(y) = (T vn)(x) = ∏n vn(x)

if vn is in V∏n , and Bessel’s inequality gives

NX

n=1
|∏n|

2|vn(x)|2 ≤
Z

X
|K (x, y)|2 dµ(y) ≤ kKk2supµ(X) (∗)

for all N and x . Since the vn form an orthonormal basis of V⊥
0 ,

limN→∞

∞
∞Tg −

PN
n=1 (Tg, vn)vn

∞
∞
2 = 0 (∗∗)

for all g in L2(X, µ). Meanwhile, we have

(Tg, vn)vn(x) = (g, T vn)vn(x) = ∏n(g, vn)vn(x).

Application of the Schwarz inequality and (∗) gives

NP

n=M
|(Tg, vn)vn(x)| =

NP

n=M
|∏n(g, vn)vn(x)|

≤
≥ NP

n=M
|∏n|2|vn(x)|2

¥1/2≥ NP

n=M
|(g, vn)|2

¥1/2

≤ kKksupµ(X)1/2
≥ NP

n=M
|(g, vn)|2

¥1/2
.

Bessel’s inequality shows that the series
P∞

n=1 |(g, vn)|2 converges and has sum
≤ kgk22. Therefore

PN
n=M |(g, vn)|2 tends to 0 as M and N tend to infinity, and

the rate is independent of x . Consequently the series
P∞

n=1 |(Tg, vn)vn(x)| is
uniformly Cauchy, and it follows that the series

P∞
n=1 (Tg, vn)vn(x) is abso-

lutely uniformly convergent for x in X . Since the uniform limit of continuous
functions is continuous, the sum has to be a continuous function. Since (∗∗)
shows that

PN
n=1(Tg, vn)vn converges in L2(X, µ) to Tg, a subsequence of

PN
n=1 (Tg, vn)vn(x) converges almost everywhere to Tg(x). Since Tg is con-

tinuous, the set where
P∞

n=1 (Tg, vn)vn(x) 6= Tg(x) is an open set. The fact
that this set has measure 0 implies, in view of the hypothesis on µ, that this set is
empty. Thus

PN
n=1 (Tg, vn)vn(x) converges absolutely uniformly to Tg(x). §
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4. Unitary Operators

In CN , a unitary matrix corresponds in the standard basis to a unitary linear
transformation U , i.e., one with U∗ = U−1. Such a transformation preserves
inner products and therefore carries any orthonormal basis to another orthonor-
mal basis. Conversely any linear transformation from CN to itself that carries
some orthonormal basis to another orthonormal basis is unitary. For the infinite-
dimensional case we define a linear operator to be unitary if it satisfies the
equivalent conditions in the following proposition.4

Proposition 2.6. If V is a real or complex Hilbert space, then the following
conditions on a linear operator U : V → V are equivalent:

(a) UU∗ = U∗U = 1,
(b) U is onto V , and (Uv,Uv0) = (v, v0) for all v and v0 in V ,
(c) U is onto V , and kUvk = kvk for all v in V .

A unitary operator carries any orthonormal basis to an orthonormal basis. Con-
versely if {ui } and {vi } are orthonormal bases, then there exists a unique bounded
linear operator U such that Uui = vi for all i , and U is unitary.

REMARKS. In the finite-dimensional case the condition “UU∗ = 1” in (a) and
the condition “U is onto V ” in (b) and (c) follow from the rest, but that implication
fails in the infinite-dimensional case. Any two orthonormal bases have the same
cardinality, by Proposition 12.11 of Basic, and hence the index sets for {ui } and
{vi } in the statement of the proposition may be taken to be the same.

PROOF. If (a) holds, then UU∗ = 1 proves that U is onto, and U∗U = 1
proves that (Uv,Uv0) = (U∗Uv, v0) = (v, v0). Thus (b) holds. In the reverse
direction, suppose that (b) holds. From (U∗Uv, v0) = (Uv,Uv0) = (v, v0) for
all v and v0, we see thatU∗U = 1. ThusU is one-one. SinceU is assumed onto,
it has a two-sided inverse, which must then equalU∗ since any left inverse equals
any right inverse. Thus (a) holds, and (a) and (b) are equivalent. Conditions (b)
and (c) are equivalent by polarization.
If {ui } is an orthonormal basis andU is unitary, then (Uui ,Uuj ) = (ui , uj ) =

δi j by (b), and hence {Uui } is an orthonormal set. If (v,Uui ) = 0 for all i , then
(U∗v, ui ) = 0 for all i , U∗v = 0, and v = U(U∗v) = U0 = 0. So {Uui } is an
orthonormal basis.
If {ui } and {vi } are orthonormal bases, define U on finite linear combinations

of the ui by U
°P

i ci ui
¢

=
P

i civi . Then
∞
∞U

°P
i ci ui

¢∞∞2 =
∞
∞P

i civi
∞
∞2 =

4This book uses the term “unitary” for both real and complex Hilbert spaces. A unitary linear
operator from a real Hilbert space into itself is traditionally said to be orthogonal, but there is no
need to reject the word “unitary” for real Hilbert spaces.
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P
i |ci |2 = k

P
i ci uik2. Hence U extends to a bounded linear operator on V ,

necessarily preserving norms. It must be onto V since it preserves norms and
its image contains the dense set of finite linear combinations

P
i civi . Thus (c)

holds, and U is unitary. §

Since unitary operators are exactly the invertible linear operators that preserve
inner products, they are the ones that serve as isomorphismsof aHilbert spacewith
itself. Theorem 2.3 and Proposition 2.6 together give us a criterion for deciding
whether two compact self-adjoint operators on a Hilbert space are related to each
other by an underlying isomorphism of the Hilbert space: the criterion is that the
two operators have the same eigenvalues, that the dimension of the eigenspace for
each nonzero eigenvalue of one operator match the dimension of the eigenspace
for that eigenvalue of the other operator, and that the Hilbert-space dimension of
the zero eigenspaces of the two operators match.

5. Classes of Compact Operators

In this section we bring together various threads concerning compact operators,
integral operators, the Hilbert–Schmidt Theorem, the Hilbert–Schmidt norm of
a square matrix, and traces of matrices. The end product is to consist of some
relationships among these notions, together with the handy notion of the trace of
an operator. Once we have multiple Fourier series available as a tool in the next
chapter, wewill be able to supplement the results of the present section and obtain
a formula for computing the trace of certain kinds of integral operators. Let us
start with various notions about bounded linear operators from an abstract real
or complex Hilbert space V to itself, touching base with familiar notions when
V = Cn .
Compact linear operators were discussed in Section 1. Compactness means

that the image of the closed unit ball has compact closure in V . We know
from Proposition 2.1 that the compact linear operators are exactly those that can
be approximated in the operator norm topology by linear operators with finite-
dimensional image. The adjoint of a compact linear operator is compact. Being
themembers of the closure of a vector subspace, the compact linear operators form
a vector subspace. When V = Cn , every linear operator is of course compact.
If L is a compact linear operator, then LA and AL are compact whenever

A is a bounded linear operator. In fact, if Ln is a sequence of linear operators
with finite-dimensional image such that kL − Lnk → 0, then kLA − Ln Ak ≤
kL − LnkkAk → 0; since Ln A has finite-dimensional image, LA is compact.
To see that AL is compact, we take the adjoint: L∗ is compact, and hence
L∗A∗ = (AL)∗ is compact; since (AL)∗ is compact, so is AL . In algebraic
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terminology the compact linear operators form a two-sided ideal in the algebra
of all bounded linear operators.
Nextwe introduceHilbert–Schmidtoperators. If L is a bounded linear operator

on V and if {ui } and {vj } are orthonormal bases of V , then Parseval’s equality
gives

P
i kLuik2 =

P
i, j |(Lui , vj )|2 =

P
i, j |(ui , L∗vj )|2

=
P

i, j |(L∗vj , ui )|2 =
P

i, j |(L∗vj , ui )|2 =
P

j kL∗vjk2.

Application of this formula twice shows that if we replace {ui } by a different
orthonormal basis {u0

i }, we get
P

i kLuik2 =
P

i kLu0
ik
2. The expression

kLk2HS =
X

i
kLuik2 =

X

i, j
|(Lui , vj )|2,

which we therefore know to be independent of both orthonormal bases {ui } and
{vj }, is the square of what is called the Hilbert–Schmidt norm kLkHS of L .
For the finite-dimensional situation in which the underlying Hilbert space is

Rn orCn , we can take {ui } and {vj } both to be the standard orthonormal basis, and
then the Hilbert–Schmidt norm of the linear function corresponding to a matrix
A is just

°P
i, j |Ai j |2

¢1/2.
Our computation with kLkHS above shows that

kLkHS = kL∗kHS.

The bounded linear operators that have finite Hilbert–Schmidt norm are called
Hilbert–Schmidt operators. The name results from the following proposition.

Proposition 2.7. Let (X, µ) be a σ -finite measure space such that L2(X, µ)
is separable, and let K ( · , · ) be a complex-valued L2 function on X × X . Then
the linear operator T defined by

(T f )(x) =
Z

X
K (x, y) f (y) dµ(y)

is a compact operator on the Hilbert space L2(X, µ) with kTkHS = kKk2.
REMARK. No self-adjointness is assumed in this proposition.
PROOF. If {ui } is an orthonormal basis of L2(X, µ), then the functions

(uj ⊗ ūi )(x, y) = uj (x)ui (y) form an orthonormal basis of L2(X × X, µ × µ)
as a consequence of Proposition 12.9 of Basic. Hence

(Tui , uj ) =
R
X

R
X K (x, y)ui (y)uj (x) dµ(x) dµ(y) = (K , (uj ⊗ ūi )).

Taking the square of the absolute value of both sides and summing on i and j ,
we obtain kTk2HS = kKk22. §
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Returning to an abstract Hilbert space V and the bounded linear operators on
it, let us observe for any L that

kLk ≤ kLkHS.

In fact, if u in V has kuk = 1, then the singleton set {u} can be extended to an
orthonormal basis {ui }, and we obtain kLuk2 ≤

P
i kLuik2 = kLk2HS. Taking

the supremum over u with kuk = 1, we see that kLk2 ≤ kLk2HS. Two easier but
related inequalities are that

kALkHS ≤ kAkkLkHS and kLAkHS ≤ kAkkLkHS.

The first of these follows from the inequality kALuik2 ≤ kAk2kLuik2 by sum-
ming over an orthonormal basis. The second follows from the first because
kLAkHS = k(LA)∗kHS = kA∗L∗kHS ≤ kA∗kkL∗kHS = kAkkLkHS.
Any Hilbert–Schmidt operator is compact. In fact, if L is Hilbert–Schmidt,

let {ui } be an orthonormal basis, let ≤ > 0 be given, and choose a finite set F
of indices i such that

P
i /∈F kLuik2 < ≤. If E is the orthogonal projection on

the span of the ui for i in F , then we obtain kL∗ − EL∗k2 = kL − LEk2 ≤
kL − LEk2HS =

P
i k(L − LE)uik2 < ≤. Hence L∗ can be approximated in

the operator norm topology by operators with finite-dimensional image and is
compact; since L∗ is compact, L is compact.
The sum of two Hilbert–Schmidt operators is Hilbert–Schmidt. In fact, we

have k(L+M)uik ≤ kLuik+kMuik ≤ 2max{kLuik, kMuik}. Squaring gives
k(L + M)uik2 ≤ 4max{kLuik2, kMuik2} ≤ 4(kLuik2 + kMuik2), and the
result follows when we sum on i . Thus the Hilbert–Schmidt operators form a
vector subspace of the bounded linear operators on V , in fact a vector subspace
of the compact operators on V . As is true of the compact operators, the Hilbert–
Schmidt operators form a two-sided ideal in the algebra of all bounded linear
operators; this fact follows from the inequalities kALkHS ≤ kAkkLkHS and
kLAkHS ≤ kAkkLkHS.
The vector space of Hilbert–Schmidt operators becomes a normed linear space

under the Hilbert–Schmidt norm. Even more, it is an inner-product space. To see
this, let L and M be Hilbert–Schmidt operators, and let {ui } be an orthonormal
basis. We define hL ,Mi =

P
i (Lui ,Mui ). This sum is absolutely convergent

as we see from two applications of the Schwarz inequality:
P

i |(Lui ,Mui )| ≤
P

i kLuikkMuik ≤
°P

i kLuik2
¢1/2°P

i kMuik2
¢1/2

= kLkHSkMkHS < ∞.
Substituting from the definitions, we readily check that

hL ,Mi =






P

k∈{0,2}

i k
4 kL + i kMk2HS if V is real,

3P

k=0

i k
4 kL + i kMk2HS if V is complex.
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Hence the definition of hL ,Mi is independent of the orthonormal basis. It is
immediate from the definition and the above convergence that the form h · , · i
makes the vector space of Hilbert–Schmidt operators into an inner-product space
with associated norm k · kHS.
If L has finite-dimensional image, then L is a Hilbert–Schmidt operator. In

fact, let E be the orthogonal projection on image L , take an orthonormal basis
{ui | i ∈ F} of image L , and extend to an orthonormal basis {ui | i ∈ S}
of V ; here F is a finite subset of S. Then

P
i∈S kLuik2 =

P
i∈S kELuik2 =P

i∈S kL∗Euik2 =
P

i∈F kL∗uik2 < ∞. Thus the Hilbert–Schmidt operators
form an ideal between the ideal of compact operators and the ideal of operators
with finite-dimensional image.
Now we turn to a generalization of the trace Tr A =

P
i Aii of a square matrix

A. This generalization plays a basic role in distribution theory, in index theory
for partial differential equations, and in representation theory. In this section we
shall describe the operators, and at the end of Chapter III we shall show how
traces can be computed for simple integral operators. Realistic applications tend
to be beyond the scope of this book.
Although the trace of a linear operator on Cn may be computed as the sum of

the diagonal entries of the matrix of the operator in any basis, we shall continue
to use orthonormal bases. Thus the expression we seek to extend to any Hilbert
space V is

P
i (Lui , ui ). The operators of “trace class” are to be a subset of the

Hilbert–Schmidt operators. Itmight at first appear that the condition to impose for
the definition of trace class is that

P
i (Lui , ui ) be absolutely convergent for some

orthonormal basis, but this condition is not enough. In fact, if a bounded linear
operator L is defined on a Hilbert space with orthonormal basis u1, u2, . . . by
Lui = ui+1 for all i , then (Lui , ui ) = 0 for all i ; on the other hand, kLuik2 = 1
for all i , and L is not Hilbert–Schmidt.
We say that a bounded linear operator L on V is of trace class if it is a

compact operator5 such that
P

i |(Lui , vi )| < ∞ for all orthonormal bases
{ui } and {vi }. Since compact operators are closed under addition and under
passage to adjoints, we see directly from the definition that the sum of two trace-
class operators is of trace class and that the adjoint of a trace-class operator is
of trace class. The operator L = B∗A with A and B Hilbert–Schmidt is an
example of a trace-class operator. In fact, the operator L is compact as the
product of two compact operators; also, (Lui , vi ) = (B∗Aui , vi ) = (Aui , Bvi ),
and we therefore have

P
i |(Lui , vi )| =

P
i |(Aui , Bvi )| ≤

P
i kAuikkBvik ≤

5This condition is redundant; it is enough to assume boundedness. However, to proceed without
using compactness of L , we would have to know that L∗L has a “positive semidefinite” square root,
which requires having the full Spectral Theorem for bounded self-adjoint operators. This theorem
is not available until the end of Chapter IV. The development here instead gets by with the Spectral
Theorem for compact self-adjoint operators (Theorem 2.3).
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°P
i kAuik2

¢1/2°P
i kBvik2

¢1/2
= kAkHSkBkHS. The following proposition

shows that there are no other examples.

Proposition 2.8. If L : V → V is a trace-class operator on the Hilbert space
V , then L factors as L = B∗A with A and B Hilbert–Schmidt. Moreover, the
supremum of

P
i |(Lui , vi )| over all orthonormal bases {ui } and {vi } equals the

infimum, over all Hilbert–Schmidt A and B such that L = B∗A, of the product
kAkHSkBkHS.
PROOF. First we produce a factorization. Since L is a compact operator,

L∗L is a compact self-adjoint operator, and Theorem 2.3 shows that L∗L has an
orthonormal basis of eigenvectorswi with real eigenvalues ∏i tending to 0. Since
∏i (wi , wi ) = (L∗Lwi , wi ) = (Lwi , Lwi ), we see that all ∏i are ∏ 0. Define a
bounded linear operator T by Twi =

p
∏i wi for all i . The operator T is self

adjoint, it has (T v, v) ∏ 0 for all v, its kernel N is the smallest closed vector
subspace containing all the wi with ∏i = 0, and its image is dense in N⊥. Since
N ∩ N⊥ = 0, T is one-one from N⊥ into N⊥. Thus T v 7→ Lv is a well-
defined linear function from a dense vector subspace of N⊥ into V . The map
T v 7→ Lv has the property that kLvk2 = (Lv, Lv) = (L∗Lv, v) = (T 2v, v) =
(T v, T v) = kT vk2. Thus T v 7→ Lv is a linear isometry from a dense vector
subspace of N⊥ into V . Since V is complete, T v 7→ Lv extends to a linear
isometry U : N⊥ → V . This U satisfies L = UT .
Let I be the set of indices i for the orthonormal basis {wi }, and let P be the

subset with ∏i > 0. By polarization, U preserves inner products in carrying N⊥

into V . Extend U to all of V by setting it equal to 0 on N , so that U∗ is well
defined. The system {wi }i∈P is an orthonormal basis of N⊥, and hence the system
{ fi }i∈P with fi = Uwi for i ∈ P is an orthonormal set in V . SinceU : N⊥ → V
is isometric, we have (wi ,U∗ fi ) = (Uwi , fi ) = (Uwi ,Uwi ) = (wi , wi ). Since
Twi is a multiple of wi , we obtain (Twi ,U∗ fi ) = (Twi , wi ). Therefore

P

i∈P
|(Lwi , fi )| =

P

i∈P
|(UTwi , fi )| =

P

i∈P
|(Twi ,U∗ fi )|

=
P

i∈P
|(Twi , wi )| =

P

i∈P
(Twi , wi ).

Extend { fi }i∈P to an orthonormal basis { fi } of V ; since any two orthonormal
bases of a Hilbert space have the same cardinality, we can index the new vectors
of this set by I − P . The operators L and T have the same kernel, and thus the
sums for i ∈ P can be extended over all i in I to give

P

i∈I
|(Lwi , fi )| =

P

i∈I
(Twi , wi ).

Define a bounded linear operator S on V by Swi = 4
p

∏i wi for all i . Then
|(Swi , wj )|2 = δi j (S2wi , wi ) = δi j (Twi , wi ), and hence S is a Hilbert–Schmidt
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operator with kSk2HS =
P

i∈I (Twi , wi ). Take A = S and B∗ = US; each
of these is Hilbert–Schmidt since kUSkHS ≤ kUkkSkHS, and we have B∗A =
USS = UT = L . This proves the existence of a decomposition B∗A = L .
For the bases {wi } and { fi }, we have just seen that

kAkHSkBkHS ≤ kSkHSkUkkSkHS ≤ kSk2HS =
P

i∈I
(Twi , wi ) =

P

i∈I
|(Lwi , fi )|.

But if L = B 0∗A0 is any decomposition of L as the product of Hilbert–Schmidt
operators and if {ui } and {vi } are any two orthonormal bases, we have

P

i
|(Lui , vi )| =

P

i
|(B 0∗A0ui , vi )| =

P

i
|(A0ui , B 0vi )

≤
P

i
kA0uikkB 0vik ≤ kA0kHSkB 0kHS.

Therefore sup
P

i
|(Lui , vi )| ≤ inf kA0kHSkB 0kHS,

as asserted. §

If {ui } is an orthonormal basis of V and L is of trace class, we can thus write
L = B∗A with A and B Hilbert–Schmidt. We define the trace of L to be

Tr L =
P

i (Lui , ui ) =
P

i (B∗Aui , ui ) =
P

i (Aui , Bui ) = hA, Bi.

The series
P

i (Lui , ui ) is absolutely convergent by definition of trace class. The
trace of L is independent of the orthonormal basis since it equals hA, Bi, and it
is independent of A and B since it equals

P
i (Lui , ui ).

In practice it is not so easy to check from the definition that L is of trace class.
But there is a simple sufficient condition.

Proposition 2.9. If L : V → V is a bounded linear operator on the Hilbert
space V and if

P
i, j |(Lui , vj )| < ∞ for some orthonormal bases {ui } and {vj },

then L is of trace class.

PROOF. Since |(Lui , vi )| ≤ kLk, we have |(Lui , vj )|2 ≤ kLk|(Lui , vj )| for
all i and j , and it follows from the finiteness of

P
i, j |(Lui , vj )| that kLk2HS =

P
i, j |(Lui , vj )|2 is finite. Thus L is a Hilbert–Schmidt operator and has to be

compact.
If {ek} and { fl} are orthonormal bases, we expand ek =

P
i (ek, ui )ui and fk =P

j ( fk, vj )vj and substitute to obtain (Lek, fk) =
P

i, j (ek, ui )(Lui , vj )( fk, vj ).
Taking the absolute value and summing on k gives

P

k
|(Lek, fk)| ≤

P

i, j
|(Lui , vj )|

P

k
|(ek, ui )( fk, vj )|.
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Application of the Schwarz inequality to the sumon k and thenBessel’s inequality
to each factor of the result yields

P

k
|(Lek, fk)| ≤

P

i, j
|(Lui , vj )|

°P

k
|(ek, ui )|2

¢1/2°P

k
|( fk, vj )|2

¢1/2

≤
P

i, j
|(Lui , vj )|kuikkvjk =

P

i, j
|(Lui , vj )| < ∞,

and therefore L is of trace class. §

6. Problems

1. Let (S, µ) be a σ -finite measure space, let f be in L∞(S, µ), and let Mf be the
bounded linear operator on L2(S, µ) given by Mf (g) = f g.
(a) Find a necessary and sufficient condition for Mf to have an eigenvector.
(b) Find a necessary and sufficient condition for Mf to be compact.

2. Let L be a compact operator on a Hilbert space, and let ∏ be a nonzero complex
number. Prove that if ∏I − L is one-one, then the image of ∏I − L is closed.

3. Prove for a Hilbert space V that the normed linear space of Hilbert–Schmidt
operators with the norm k · kHS is a Banach space.

4. If L is a trace-class operator on a Hilbert space V , let kLkTC equal the supremum
of

P
i |(Lui , vi )| over all orthonormal bases {ui } and {vi }. By Proposition 2.8

this equals the infimum, over all Hilbert–Schmidt A and B such that L = B∗A,
of the product kAkHSkBkHS. Prove that the vector space of trace-class operators
is a normed linear space under k · kTC as norm.

5. If L is a trace-class operator on a complex Hilbert space V and A is a bounded
linear operator, prove that Tr AL = Tr LA and conclude that Tr(BLB−1) = Tr L
for any bounded linear operator B.

Problems 6–8 deal with some extensions of Theorem 2.3 to situations involving
several operators. A bounded linear operator L is said to be normal if LL∗ = L∗L .
6. Suppose that {Lα} is a finite commuting family of compact self-adjoint operators

on a Hilbert space. Prove that there exists an orthonormal basis consisting of
simultaneous eigenvectors for all Lα .

7. Fix a complex Hilbert space V .
(a) Prove that the decomposition L = 1

2 (L + L∗) + i 12i (L − L∗) exhibits
any normal operator L : V → V as a linear combination of commuting
self-adjoint operators.

(b) Prove that the operators in (a) are compact if L is compact.
(c) State an extension of Theorem 2.3 that concerns compact normal operators

on a complex Hilbert space.
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8. Fix a Hilbert space V .
(a) Prove that a unitary operator from V to itself is always normal.
(b) Under what circumstances is a unitary operator compact?

Problems 9–13 indicate an approach to second-order ordinary differential equations
by integral equations in a way that predates the use of the Hilbert–Schmidt Theorem.
9. Forω 6= 0, show that the unique solutionu(t)on [a, b] of the equationu00+ω2u =

g(t) and the initial conditions u(a) = 1 and u0(a) = 0 is

u(t) = cosω(t − a) + ω−1 R t
a g(s) sinω(t − s) ds.

10. Let ρ(t) be a continuous function on [a, b], and let u(t) be the unique solution
of the equation u00 + [ω2 − ρ(t)]u = 0 and the initial conditions u(a) = 1 and
u0(a) = 0. Show that u satisfies the integral equation

u(t) − ω−1 R t
a ρ(s) sinω(t − s)u(s) ds = cosω(t − a),

which is of the formu(t)−
R t
a K (t, s)u(s) ds = f (t), where K (t, s) is continuous

on the triangle a ≤ s ≤ t ≤ b.
11. Let K (t, s) be continuous on the triangle a ≤ s ≤ t ≤ b. For f continuous on

[a, b], define (T f )(t) =
R t
a K (t, s) f (s) ds.

(a) Prove that f continuous implies T f continuous.
(b) Put M = max |K (t, s)|. If f has C =

R b
a | f (t)| dt , prove inductively that

|(T n f )(t)| ≤ CMn

(n−1)! (t − a)n−1 for n ∏ 1.
(c) Deduce that the series f + T f + T 2 f + · · · converges uniformly on [a, b].

12. Set u = f + T f + T 2 f +· · · in the previous problem, and prove that u satisfies
u − Tu = f .

13. In the previous problem prove that u = f +T f +T 2 f +· · · is the only solution
of u − Tu = f .




