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From the Harmonic Oscillator 
to the A-D-E Classification of Conformal Models 

C. Itzykson 

§1. Introduction 

There is a growing feeling that aritlunetics will play a significant 
role in understanding various physical models. This is not a recent dis­
covery. Arithmetic questions arise in a large array of problems ranging 
from crystallography to complex dynamical systems, from the quan­
tization conditions to applications of group theory and, since this is 
the subject of the present meeting, in the beautiful interplay between 
solvable two dimensional statistical models and conformal field theory. 
This goes perhaps against the opinion that the "queen of mathematics" 
is to be safeguarded from any application. On the other hand, some 
physicists have recently coined the name "recreational mathematics" to 
describe these matters. Let the reader decide if this is an appropriate 
characterization. 

In this contribution I would like to exhibit a few simple examples 
drawn from work with several collaborators, J. M. Luck and E. Aurell 
for the first two, A. Cappelli and J.-B. Zuber for the next one and 
more recently M. Bauer. It is a nice opportunity to thank them warmly 
again, as well as the organizers of the Taniguchi meeting in Kyoto and 
my colleagues at the Physics Department of the University of Tokyo for 
their kind hospitality. 

§2. The harmonic oscillator 

The harmonic oscillator is one of the simplest integrable systems 
with energy levels 

(2.1) fn = eo{2n + 1) n non negative integer 

in an appropriate scale. Consider a gas of non interacting fermions 
allowed to occupy these levels, at equilibrium at temperature T and 
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chemical potential µ. If E and N denote the total energy and number 
of particles, the grand canonical partition function is 

(2.2) 

provided we set 
µ 

y = exp kT 
Eo 

q=exp-kT. 

The magnitude of q is smaller than unity, since 1:0 is positive, hence z 
extends as an entire function in the variable y. The coefficients of z 
in a power series expansion in y are the canonical partition functions 
corresponding to a fixed number of particles 

00 

z(y,q) = L YN 

The N values of s label the occupied levels arranged according to in­
creasing energy. Each configuration can be considered as an excitation 
over a ground state, where the first N single particle levels are occupied, 
with minimal energy Eo = 1:0 ~;;;/(2n + 1) = 1:0 N 2 • This means that 
2ns + 1 = 2s - 1 + 2ls, 0:::; li :::; l2 · · · :::; lN, and 

2 'i;"N /, 
q LJ,=1 . 

The last sum is readily performed, first on lN,then on lN-l,· .. , resulting 
in an identity due to Euler 

oo oo N N2 

(2.3) z(y, q) = g (l+yq 2n+l) = 1+ J; (l _ q2)(l ~ qf) ... (1 _ q2N) · 

Let us generalize the problem to a gas of fermions and antifermions with 
opposite chemical potential so that the new conserved quantity, again 
denoted N, is the charge, equal to the number of fermions minus the 
number of antifermions. The partition function reads 

00 00 

N=-oo n=O 

Since ZN(q) = z_N(q) it is sufficient to compute this canonical par­
tition function for N ?: 0. As usual, when dealing with particles and 
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antiparticles it is convenient to introduce negative single particle energy 
states. In the neutral vacuum all negative one particle states are oc­
cupied. Any other Fock state can then be described by enumerating 
some filled positive energy states (particles) and holes in the negative 
energy sea (anti-particles). In a sector with fixed positive charge N, the 
lowest possible energy is such that the first N particle states are occu­
pied (Emin = EoN2 ) and excitations above that level are described in 
identical terms as those above the ground state, showing that 

We can relate any neutral excited state to the vacuum by setting 
a correspondence between occupied levels of increasing energy as indi­
cated in Figure 1. Neutrality and finite excitation energy ensure that 
far enough down the ladder, the corresponding levels have equal energy, 
and 

E = 2Eo(r1 + r2 + · · ·) 
with r1 ?: r 2 ?: · · · ?: 0. To ensure that E is finite, only a finite number 
of r's can be different from zero. Hence each partition of the integer 
E /2Eo is in one to one correspondence with a neutral state of energy E. 
Denoting by Ctk the number of r's equal to k, we have 

(2.5) 

which is Euler's generating function for the number of partitions. 
Collecting the above results, we find Jacobi's triple product identity 

in the form 

+oo 
0(y, q) = yq0(yq2, q) = L YN qN2 

(2.6) N=-oo 
00 

= Il(l - q2k)(l +yq2k-1)(1 +y-lq2k-1). 

k=l 

Professor Andrews called my attention to the fact that he already 
met this combinatorial proof (Andrews-1984) which might possibly oc­
cur in much earlier work. 

The next step is to introduce, besides fermions and antifermions, 
bosons and antibosons with equal chemical potentials in absolute value. 
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Fig. 1. Correspondence between occupied states in the 
neutral sector 

The complete partition function 
(2.7) 
_ O(y, q) 00 (l + yq2k+l )(l + y-lq2k+l) +00 _ N 
c.(y, q) = 0(-y q) = IT (1 - yq2k+l )(1 - y-lq2k+l) = L C.N. y 

1 k=O N=-oo 

is meromorphic in y in the complex plane with the origin deleted. The 
last series is only valid for lql < IYI < lql-1 • Taldng into account the 
relation 

';:;'( 2 ) - ';:;'( ) ~ q y,q - -~ y,q. 

Cauchy's residue theorem applied to S(y, q)y-N in an annulus bounded 
by the circles IYI = 1 and IYI = lq2 I which encircle once the simple pole 
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at y = q, yields 

(2.8) 

~ 00 (1 + yq2k+l )(1 + y-lq2k+l) 
::.(y, q) = g (1 _ yq2k+l )(1 _ y-lq2k+l) 

- 00 (1 + q2k)2 
- 2 II 1 _ q2k 

k=l 

+oo N 
~ q N 
~ 1 + q2N y 

N=-oo 
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an identity again due to Jacobi valid in the annulus lql < IYI < lql-1 . 

Setting y = l and using Euler's identity 

00 

(2.9) II (1 + qn)(l - q2n-1) = 1 
n=l 

we obtain the remarkable relation 

(2.10) 
+oo oo N 

0(1 q)2 = ~ qn~+n~ = 1 + 4 ~ _q __ 
' ~ ~ l+q2N 

n1,n2=-oo N=l 

which will be used in the next section to study energy levels in a square 
box. 

Returning to the partition function (2.8), we identify the coefficient 
of yO in 

S(y, q1f2) S(-y, q1f2) = l 

make use of the triple product identity as well as (2.9), and finally change 
q into -q, to get a relation analogous to (2.10) but valid in four dimen­
sions 

(2.11) 

00 

=1+8 L 
N=l 

N;t,0mod4 

where the last expression results from the previous one by expanding 
the denominators and resuming in the opposite order. The reader will 
note that none of the above techniques apply to sums of an odd number 
of squares. For these consult (Weil-1974). 
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Let me mention two other identities which express similar facts as 
(2.10) and (2.11) when squares are replaced by equilateral triangles 

(2.12) 6(q) = 0(1, q)0(1, q3) + q0(q, q)0(q3, q3 ) 

+oo 

L 
+oo 

(2.13) 6(q) 2 = L 
00 

= 1 +12 L 
N=l 

N;t,0mod3 

Of course the above results translate into statements on representations 
of integers by quadratic forms, which go back to Fermat and Lagrange. 

§3. Free particle in a box 

There are a few cases in which one can find exact expressions for 
the quantum energy levels of a particle enclosed in a compact domain of 
Euclidean space bounded by finitely many (hyper- )planes, but otherwise 
free. The wave functions are required to vanish on the boundary. ff we 
look for the absence of "diffraction", meaning that eigenfunctions can 
be written as superpositions of finitely many plane waves, the Schwarz 
reflection principle implies that the group generated by the reflections 
in the walls of the box must tile the space. These Weyl-Coxeter groups 
(Coxeter-1973) are in one to one correspondence with complex semi­
simple algebras, one of the themes of this discussion. In this section 
we shall confine ourselves to rank two algebras, meaning that we deal 
with two dimensional (integrable) problems. These are of four types, A2 

an equilateral triangle, B2 "" C2 a triangle with angles 1r/2, 1r/4, 1r/4 
obtained by cutting a square along a diagonal, D2 "" A 1 x A1 a rectangle, 
and G2 half of an equilateral triangle with angles (1r/2, 1r/3, 1r/6). In 
convenient units the energies are simply the integral eigenvalues of the 
quadratic Casimir operator. It seems ·that Lame was the first around 
1850 to obtain the spectrum in the equilateral case. 

Berry drew attention to the fact that "accidental" degeneracies in 
such two dimensional cases have a very intriguing pattern (Berry-1981) 
first observed by the mathematician Landau. For definiteness let us look 
in parallel at the cases of a square or an equilateral triangle with energy 
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(3.1) 

(3.2) 
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E 0 = nf +n~ 
EL>. = ni + n~ + n1 n2 

n1,n2 > 0, 

n1,n2 > 0. 
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We have dropped inessential factors, so that with n 1 , n 2 integers, the 
energies are themselves integers. To recover the spectrum of the trian­
gles one should impose n1 > n2 for instance. Interchanging n 1, n 2 for 
n1 # n 2 leads to an obvious degeneracy. The D2 case corresponds to a 
rectangle which does not exhibit unexpected degeneracies when the ratio 
of its sides is irrational; when this ratio is rational, this is a (difficult) 
generalization of (3.1). 

One might not suspect at first such spectra as (3.1) to exhibit any­
thing spectacular. Since a large circle with area 1rEmax contains approx­
imately 7r / 4 · Emax points of the spectrum ( 3.1) with integral energies up 
to Emax, the asymptotic density of levels, 7r / 4, slightly smaller than one, 
would seem to indicate a smooth behavior. It comes therefore as a sur­
prise to discover that the fraction of integers belonging to the spectrum 
up to the maximal value Emax, or equivalently the probability of an in­
teger up to Emax, to belong to the spectrum, vanishes like (lnEmax)- 1/ 2 

for large Emax ! The above estimate would have rather suggested that it 
tends to a value 1r/4. In fact both spectra (3.1) and (3.2) are extremely 
wild as we proceed to show, following work done in collaboration with 
J.M. Luck. 

Write D(E) for the degeneracy (multiplicity) of level E and define 
D(E) = D(E) if Eis not a square, D(E) = D(E) + 1 if Eis a square. 
It is easier to work analytically with D(E) while , due to the scarcity 
of squares, this does not affect the asymptotic estimates to be obtained 
below. Corrections to return from D(E) to D(E) could be easily sup­
plied. By EF(E, d) we shall understand the number of positive integers 
E' :::; E such that D(E) takes the valued. Let us study the moments of 
the distribution of degeneracies 

(3.3) µk(E) = LdkF(d,E). 
d 

If k = 0, the sum ranges over d > 0. The reason for introducing D(E) 
rather than D(E) appears when we expand both sides of (2.10) as double 
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series 

00 00 00 

L qn• + L qn~+n~ = L D(E)qE 

(3.4) 
n=l n1,n2=l E=l 

00 00 

= L L(qk(I+4I) _ qk(3+4I)) 

k=l l=O 

meaning that each divisor of E of the form 41 ± 1 contributes ±1 to 
D(E). Denote generically by p and r the odd primes equal to +1 and 
-1 mod 4 respectively. If the prime decomposition of E 0 reads 

(3.5) Pi = 1 ( 4) r i = -1 ( 4) 

then 

This states that odd primes equal to -1 mod 4 must occur in even power 
for E to belong to the spectrum, in which case D 0 (E) is equal to the 
number of its odd divisors factorizable into primes equal to 1 mod 4. 
Conversely from (3.6) one can derive the identity (2.10) showing how 
arithmetics and elliptic functions come naturally into contact. The study 
of the degeneracies is thus a variant of the study of the number of di­
visors, both share the same "unpredictability " in the distribution of 
primes. 

Using the same convention in the equilateral triangle case, it follows 
from (2.12) that a similar formula holds for D 6 (E) provided we replace 
p and r by primes of the form + 1 and - 1 mod 3 and expand E 6 as 

(3.7) Pi = 1 (3) r; = -1 (3). 

In spite of being explicit, the formula for D(E) is not as informative as 
one might hope. Following Dirichlet it is useful to introduce the series 

(3.8) 

which allow to obtain the asymptotic behavior of the moments µk(E) 
defined above. The explicit expression for D(E) enables one to ex­
press 7Jk(s) as Eulerian products, the underlying reason being that the 
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quadratic forms under consideration are norms of integers in simple 
quadratic fields. Explicitly 

{3.9a) 

{3.9b) 

1 
X n {1- r-2s)' 

r prime 
r:-1(4) 

1 
X n {1- r-2s)" 

r prime 
r:-1(3) 

These expressions involve polynomials Pk(x) such that 

{3.10) 
Po(x) = P1(x) = 1 

and in general 

{3.11) - k+l ( d )k 1 
Pk(x)- {1- x) dxx {l - x)" 

To use the Dirichlet series 'Ilk ( s), obviously analytic for Res large 
enough, in the estimate of moments, one may proceed in the classical 
fashion as follows. First, using a representation of the step function, we 
express µk(E) as 

{3.12) h dims 1 µk(E) = - 2-Es- 11k(s) 
Res=c 'Ir 

with the line Re s = c in the analyticity domain. The contour is then 
displaced to the left until we hit a singularity in 'Tlk(s). The latter occurs 
at s = 1, as a pole for k 2: 1 or a branch point for k = 0, as follows from 
{3.9). The contribution from this singularity yields the dominant behav­
ior of µk(E) for large E. Alternatively, and more sloppily, a behavior 
µk ( E) "' a{ln Et corresponds in 'Ilk ( s) to a singularity of the type 

loo d (In )., -s - r('Y + 1) 
a 1 n n n - a (s _ l)-r+l. 
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Whichever way, we need to characterize the rightmost singularity of 
T/k(s). 

Consider first TJi(s). Using the notation ((s) for Riemann's function 

(3.13) 
00 1 1 

((s) = L ns = lJ (1 - p-s) 
n=l p prime 

we derive from (3.9) 

(3.14) TJ1(s) = ((s)L(s) 

with 

(3.15a) 

1 
Lr,(s) = IT (1-"- -s) IT 

p prime p r prime 

1 

(3.15b) p::1(3) r::-1(3) 

00 
[ 1 1 ] 

= ~ (3n + 1)8 - (3n + 2)8 • 

In both cases L( s) is analytic for Res > 0 and 

(3.16) 
7r 

L0 (l) = 4 

From the known behavior of (( s) -a pole at s = 1 with unit residue­
we conclude that '7l ( s) is meromorphic for Re s > O, with a pole at s = 1 
of known residue. This leads to 

(3.17) E-+ oo 

which of course agrees with the Weyl estimates for the leading behavior 
of the integrated density of levels. 
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We turn to µ 0 (E), the quantity discussed by Berry. Comparison 
between 170 (s) and 171 (s) given by (3.9) yields 

(3.18a) 2 1 II 
1 

[110,o(s)] = 1]1,o(s) 1 _ 2_ 8 1- r-2s' 
r prime 
r:-1(4) 

(3.18b) 
2 1 II 

1 
[110,A(s)] = 1]1,o(s) l _ 3_ 8 1 - r-2s. 

r prime 
r:-1(3) 

The products converge for Res > ½, hence cannot vanish in this region, 
so that one can take their square root (positive on the real axis). From 
the expression (3.14) we deduce that 170 (s) has a branch point at s = 1, 
and 

(3.19) 
E----+ oo 

where Ao and A 6 stand for the finite constants 

(3.20) A0 = II (1 - r- 2 ) 

r prime 
r:-1 (4) 

AA = IT (1 - r- 2 ). 

r prime 
r:-1 (3) 

As previously mentioned, these results mean that, far from spreading 
uniformly over the integers, the levels are highly degenerate and leave 
huge unoccupied holes, so that asymptotically a particular integer has 
a vanishing probability of belonging to the spectrum. From the almost 
constant "density" (3.17), one would be tempted to conclude that D(E) 
scales like (ln E) 112 • This is supported by the computation of µ 2(E) but 
not true for higher moments. Indeed, with the notation introduced in 
(3.15) 

(3.21a) 

(3.21b) 

we obtain 

(3.22) E----+ oo 

Note the rational coefficients. For larger values of k, comes however the 
surprise. It is advantageous to replace the polynomial Pk(x) of degree 
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k-1 by 

(3.23) 

where the prefactor insures that Qk(x) - 1 vanishes like x2 for small x. 
One then finds 

(3.24) E-+ oo 

with constants ak given by 

2•- 1 1 

(3.25a) ak,o = i ( ?r:o) - [r(2k- 1 )J-1 II 
p prime 
P=l (4) 

2•- 1 -1 

(3.25b) ak,L; = 3~ 2 ( ~i~) [r(2k- 1 )J-1 II 
p prime 
P=l (3) 

The rapid growth of the moments µk(E) as (1nE) 2"- 1
- 1 is quite re­

markable and perhaps unexpected. We refer to our paper {Itzykson and 
Luck-1986) for a study of corrections and similar properties in higher 
dimension. 

From the point of view of integrable systems, we understand that 
degeneracies are related to the existence of higher conservation laws. For 
instance in the case of the equilateral triangle we have a cubic invariant 
and for the square a quartic one. It would be interesting to investigate 
these properties for higher rank Lie algebras and understand in more 
detail the arithmetic behavior of the Casimir invariants. 

§4. Rational billiards 

Let us divert for a while from integrable systems to see yet another 
connection with arithmetics. The simplest system to study as close 
as possible to an integrable one is a "quantum billiard", which we take 
again two-dimensional, in the shape of a triangle but such that the group 
generated by the reflections in the boundaries does not necessarily tile 
the plane. We assume that the group is "locally finite", by which we 
mean that the internal angles of the triangle measured in units of 1r are 
rational fractions. When some of these fractions in irreducible terms 
have a numerator larger than unity, we loose the tiling property. It was 
observed by Richens and Berry that the classical phase space of a free 
particle bouncing in such a billiard is foliated by compact orientable 
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two dimensional surfaces in a four dimensional phase space (Richens 
and Berry-1981). The genus of g and Euler characteristics x of these 
surfaces are given by 

( 4.1) 

where the index i takes three values, we choose i = (0, 1, oo ), the inner 
angles of the triangle are written <Pi = 1rpi/ qi with Pi and qi coprimes, 
and Q stands for the lowest common multiple of the denominators qi, in 
fact of two of them, since 

(4.2) 

In general we write (p, q) for the greatest common divisor of p and 
q and we use indifferently the notations a= 0 mod b, a= O(b) or bla. 

If we require the numerators Pi to be unity, we recover the three 
integrable triangles (genus 1, tori) discussed in the previous section. To 
derive formula (4.1) one repeats in essence the reasoning of Riemann 
and Hurwitz by gluing together triangles corresponding to the finitely 
many possible directions of the particle velocity (generically 2Q). 

It follows from the Riemann mapping theorem that, no matter which 
values the angles 'Pi may take (possibly 'Pi/1r irrational) such a triangle 
can be mapped conformally one to one on the upper half plane or inside 
the unit circle, with its edges on the boundary and vertices at three 
preassigned points of the latter. This gives access to a Green function, 
the inverse of the Laplacian with Dirichlet boundary conditions on the 
sides of the triangle. As a result one can write for any integer n 2:: 2 
an explicit integral representation for the sum of inverse n-th powers of 
the energy levels. With J. M. Luck and P. Moussa we investigated these 
integrals which have some similarity with field correlations in conformal 
or string field theory. 

Let us concentrate on the case where the angles 'Pi/1r are rational, 
and show that one can attach to such a triangle an algebraic curve such 
that triangles and curves come into families with interesting automor­
phisms and/or analytic maps (Aurell and Itzykson-1988). 

I collect first some data in table I using the following notation. Let 
li = Q/qi. We can then write the angles as 'Pi= 1rPi/Q, with Pi= liPi, 
so that it is sufficient to list Po, Pi , P oo with sum Q such that these 
integers have no common factor. Up to genus 5 we find the possibilities 
listed in table I, disregarding a permutation of Po, P1 , P 00 • The table 
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suggests that the sum Q = Po + P1 + P 00 ranges between 2g + 1 and 
2(2g + 1). 

Proposition 4.1. Let Q and g be defined as above, then 

(4.3) 2g + 1 ::; Q ::; 2{2g + 1). 

The following proof is due to J.-M. Luck. The first inequality follows 
from the definition of g written as 

(4.4) 

It is only saturated when all li are to one, so that Q is then necessarily 
odd, and we can take as an example the triangle {Po, P 1 , P 00 } = { 1, g, g}. 
Henceforth we denote a triangle by the symbol {Po, Pi, P 00 }. 

Since the Pi's are without common factor, so are the li = (Pi, Q). 
For every prime p, there exists at least one li prime to p, and therefore 
at least a pair Q, qi = Q/li which admits the same maximal power of 
pas a common divisor. This same power of p divides the product q;qk 
since it divides the lowest common multiple Q of q; and qk. It follows 
that Q2 divides q0q1 q00 and hence 

Let us order the three integers li, for instance lo 2'.: 11 2'.: loo, Let qo = 
Q /lo = m 2'.: 2, where the last inequality says that each angle is smaller 
than 1r. It follows from the above that m ~ lil 00 and therefore that 
li + 100 ::; m + I. Consequently 

Q 
lo + 11 + loo ::; - + m + 1 

m 

for m a divisor of Q larger or equal to 2. If m = Q, 10 = 1. Since by 
assumption lo ~ 11 ~ 100 , it follows that lo == 11 = 100 and we recover the 
lower bound. Let us therefore assume 2 ::; m ::; Q /2. In this interval 
the function {! + m + 1 assumes its maximum Q /2 + 3 at both ends 
and lo+ 11 + 100 ::; Q/2 + 3 or equivalently :E(Zi - 1) ::; Q/2. Inserting 
this in equation ( 4.4) yields the second inequality in the proposition. 
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g=l Po Pi Poo g=3 Po Pi Poo 
1 1 1 A2 3 2 2 
2 1 1 B2 3 3 1 
3 2 1 G2 4 2 1 

5 1 1 
3 3 2 

g=2 2 2 1 5 2 1 
3 1 1 6 1 1 
4 1 1 4 3 2 
4 3 1 5 3 1 
5 3 2 6 2 1 
5 4 1 5 4 3 

6 5 1 

g=4 4 4 1 8 3 1 

5 2 2 7 4 3 

7 1 1 7 5 2 

4 3 3 7 6 1 

6 3 1 
7 2 1 g=5 4 4 3 
8 1 1 5 3 2 
7 3 2 5 4 2 
7 4 1 5 5 1 
9 2 1 6 3 2 
6 5 4 6 4 1 
7 5 3 7 2 2 
9 5 1 7 3 1 
10 3 2 8 2 1 
8 5 3 9 1 1 
8 7 1 5 5 2 
9 5 4 10 1 1 
9 7 2 8 5 2 
9 8 1 10 4 1 

10 7 3 
10 9 1 
11 6 5 
11 7 4 
11 8 3 
11 9 2 
11 10 1 

Table I. Rational triangles classified according to genus up 
tog= 5. 
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It can only be saturated for Q even, iJl which case an example is the 
triangle {1, 2g, 2g + 1 }, which completes the proof. 

It follows obviously that the number of triangles of fixed genus is 
finite. 

Let t denote a complex coordmate iJl the plane of the triangle and 
x iJl the upper half plane Im x > 0. Let the vertices of the triangle be 
mapped respectively on x = 0, 1, oo and choose a length scale such that 

(4.5) 
r(fr)r(~) 

lt1 - tol = (P, p ) · r o+ 1 

Q 

The Schwarz map from the triangle to the upper half plane is then 

(4.6) t-t -1" dx' 
O - 0 x'l-(Po/Q)(l - x')l-(P1/Q) 

Imx > 0. 

For definiteness we assume t1 - to real positive, so that the roots in the 
mtegrand are such that it tends to a positive value for x' tending to a 
point on the segment (0, 1]. The area of the triangle is then a Veneziano 
like amplitude 

(4.7) 

When we choose a rational triangle, the derivative 

dx 
y = dt (4.8) 

is related to x by an algebraic equation 

(4.9) 

univocally associated to the triangle up to permutations of the vertices. 
The latter are generated by transpositions whose squares are automor­
phisms of the corresponding Riemann surface. It is readily checked that 
the curve ( 4.9) has a genus g given by formula ( 4.1) or ( 4.4) and that 
the Riemann surface is paved by 2Q triangles, each one the preimage of 
the upper or lower half x-plane with the points 0, 1, oo marked on the 
boundary. The desingularized triangulated surface is a model ( even a 
conformal one) of the classical allowed region of phase space. 
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Each point 0, 1, oo is a singular point of the presentation (4.9) in 
the vicinity of which one can introduce a regularizing parameter Ui for 
each of the li families of qi = Q /li covering sheets which meet at this 
point over the x plane. From this one sees that 

(4.10) w(l) = dt = dx 
y 

is a holomorphic differential on the curve with 2(g - 1) zeroes. 
For g = 1, the integrable case, the holomorphic differential is unique 

up to a constant factor and the corresponding abelian integral, the vari­
able t, plays the role of global uniformization parameter. The correspon­
dence between integrable triangles and elliptic curves of modular ratio 
r reads 
(4.11) 

{1,1,1} 

{1,1,2} 

{1,2,3} 

y 3 = [x(l - x)]2 

y4 = [x(l - x)]3 

y6 = x5(1 - x)4 

T = e2i,r/3 

T = e2i,r/4 

T = e2i1r/6 ,.__, e2i1r/3 

These curves can be desingularized, being birationally equivalent ( over 
Q) to 

( 4.12) Y2 +4X 4 = 1 

y2 -Xa = 1. 

When the genus g is larger than one, a (compact) Riemann surface 
admits g linearly independent holomorphic differentials and w<1) is only 
one of them. It is noteworthy that one can choose a basis of differentials 
in such a way that each of their integrals maps the upper half x plane 
on a rational triangle. We call such triangles associates of the original 
triangle. 

Let as before Po, P1 , P 00 be three integers with no common factor, Q 
their sum, T the corresponding triangle and C the algebraic curve. It will 
sometimes be convenient to label a triangle with three integers admitting 
a common factor. Then, reduction by this factor will be understood to 
define the triangle. 

To find the associated triangles we proceed as follows. Let v be 
a positive integer smaller than Q, and consider representatives of the 
integers vPo, vP1 and vP 00 mod Q in the range O to Q - 1. We call 
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these representatives P}v) and declare the integer v admissible if 

{ 4.13) p~v) > 0 
• 

which means of course that the set {Pi(v)} defines a triangle T(v) with 

angles 1rPi(v) /Q. Thus T( 1) = T and for v admissible T(v) is an associ­

ated triangle. It is not guaranteed that the pi(v) have no common factor. 
When this happens one observes interesting phenomena as we shall see 
later. 

Proposition 4.2. 
{i) The number of admissible values of v, hence the number of associ­
ated triangles is precisely g. 
(ii) For v admissible let y(v) and w(v) be defined as 

{ 4.14) ( (v)) Q p(•)+p(•) {1 )p(•)+p(•) y =x 1 = -x = o 

{4.15) 
(v) _ ·dx 

W - y(v) 

then y(v) is a meromorphic function on the Riemann surface of the curve 
C, more precisely a rational function y(v) of x and y can be defined 
satisfying ( 4.14). Furthermore w(v) is holomorphic on this surface, its 
integral maps the upper half plane on the associated triangle and as v 
ranges over admissible values the g holomorphic differentials are linearly 
independent. 

To prove {i) we note that two distinct values of v in the interval 
[O, Q -1] cannot lead to the same ordered triplets. Indeed if for v2 > v1 
v2 - v1 ::; Q - ·2 {v2 - v1)Pi = kiQ we would have Pi/Q = ki/(v2 - vi) 
in contradiction with the fact that Q is the smallest possible common 
denominator. If for each i, pi(v) is positive so is pi(Q-v) = Q - Pt) and 
since 

Lpt) + Lpi(Q-v) = 3Q 
i 

one of the sums is Q the other 2Q, showing that of the pair of values 
v, Q - v, only one at most is admissible and v and Q - v are distinct 
if all Piv) are positive. If one pi(v) vanishes, we have vPi = kiQ so 
that dividing by li = (Pi, Q) we conclude that qi has to divide v. To 
count the admissible values, it is therefore sufficient to suppress from 
the Q - l integers from 1 to Q - l the multiples of q0 , q1 and q00 , none 
of which coincide in this range since Q is the lowest common multiple of 
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qo, q1, q00 , and observe that the remaining set contains pairs v, Q - v of 
distinct integers (since their residues mod qi are opposite) out of which 
only one is admissible. Since we erase :Ei(li - 1) integers, the number 
of admissible v's is 

according to ( 4.4), thus proving the first part of the proposition. 
To prove that the functions y<") are meromorphic and the differ­

entials w<") holomorphic, it is sufficient to use a local desingularizing 
parameter at x = O, 1, oo. If we write pi(v) = vPi - riQ for v admissi­
ble, we readily obtain y(v) as 

{ 4.16) 

The irreducibility of the curve ( 4.9) entails that no nontrivial polynomial 
in y of degree smaller than Q with rational coefficients in x vanishes; as a 
consequence one obtains the independence of the differentials w<") using 
the expression of y("). Finally the integral of w(v) maps the upper half 
x-plane on the triangle r(v). 

The Riemann surfaces obtained in this process carry a natural tri­
angulation and form a class with interesting algebraic properties. We 
conclude this section with a few examples. 

Consider the triangle {1, 1, 3} of genus 2 and corresponding curve 

{4.17a) y5 = [x{l - x)]4 

birationally equivalent to the one of its associated triangle {2, 2, 1} 
namely 

(4.17b) y5 = [x{l - x)]3 

as well as its desingularized model 

{4.17c) y2 +xo = 1 

all of which exhibit a group of automorphisms of order 10, Z/2Z x Z/5Z. 
Each triangle, completed by a reflected image in one of its sides, appears 
as an elementary tile in the famous Penrose tilings of the plane. 

The Riemann surface with the largest automorphism group in genus 
2 occurs for the associated triangles { 4, 3, 1} and { 4, 1, 3} with equivalent 
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curves 

(4.18a) 

both birationally equivalent to 

(4.18b) 

with automorphism group of order 48, a double covering of the octahe­
dral group. Using the form (4.18b) its triangulation in 16 triangles is a 
double cover of the one of the Riemann sphere of the variable x when 
projecting the faces of a regular octahedron with vertices at 0, oo and 
the four fourth roots of unity. 

As a last example consider the triangle {1, 4, 16} of genus 10 with 
Q=21. The admissible values of v are classified as follows. 

(4.19) 

v=l {1,4,16} v=2 {2,8,11} v=3 {3,12,6} 

4 {4,16,1} 8 {8,11,2} 6 {6,3,12} 

16 {16,1,4} 11 {11, 2, 8} 12 {12,6,3} 

v=7 {7,7,7} 

In three groups the associated triangles only differ by a cyclic permuta­
tion of the vertices, while the last one is invariant under any permutation. 

For v = 3, 6, 12, the integers pi(-v) have a common factor 3, and, up to 
permutation, the corresponding triangle is {1, 4, 3} of genus 3 (and not 
10) while for v = 7 one obtains in irreducible terms the equilateral tri­
angle {1, 1, 1} of genus 1. This is an example of rational correspondence 
between algebraic curves of different genus larger than zero. Starting 
from the irreducible curve 

(4.20) g = 10 y21 = x2o(l _ x)11 

if we set 

(4.21) 
y1 

Y=-c--,---...,...,,. 
x6 (1 - x)5 

X=x 

we obtain the elliptic curve 

(4.22) g=l Y 3 = [X(l - X)]2 • 
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Thus instead of considering the curve ( 4.20) as ramified above the Rie­
mann sphere of the variable X = x, we can also consider it as 7-tuple 
covering of the torus ( 4.22). It can also be considered as a triple covering 
of the curve of genus 3 

(4.23) 

g=3 y11 = X'6(l _ X')3 X'=x 
3 

Y'- y 
-[a:(1-a:)]2' 

According to a theorem of de Franchis, these are at most finitely 
many holomorphic maps between algebraic curves of genus larger than 
one. The triangular curves offer a rich zoo of examples. It would of 
course be great if the above properties afforded a mean to find algebraic 
relations between the spectra of the associated triangles. 

§5. The A-D-E classification of conformal models 

As a last and most significant example, I will describe in this section 
the classification of minimal conformal models and Wess-Zurnino-Witten 
models based on the simplest affine algebra AP) (Cappelli, Itzykson, 
Zuber-1987). In the concluding remark of the next section I shall touch 
on extensions to other rational cases. 

It is not necessary to recall here the framework of two dimensional 
conformal field theory, with its Virasoro, Kac-Moody or extended alge­
bras, Ward identities and partition functions. This is covered in other 
contributions to this volume. Instead I will concentrate on questions of 
modular invariance, an aspect of the various monodromy problems which 
have led to amazing connections with many branches of mathematics. 

In statistical mechanics, one expects the partition function on a 
torus, expressed as a sesquilinear form in the characters pertaining to 
whichever extended algebra is relevant for the description of the finitely 
many primary operators in a rational conformal field theory, to be mod­
ular invariant (Cardy-1986). Such constraints are extremely powerful 
and reveal some unexpected relations, as examplified by our finding of 
an A-D-E classification for the simplest cases, suggesting ties with finite 
group theory, algebraic surfaces, rings of invariant polynomials in en­
veloping algebra of simple Lie algebras .... To carry over this program 
to a larger class of rational models is a challenge which might reveal 
new features. We will emphasize here some arithmetical aspects. The 
mathematical classification has its physical counterpart in a better un­
derstanding of universality classes of critical theories and could perhaps 
shed some light on the behavior in the vicinity of critical points. 
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5.1. 

The modular group r = PSL(2,Z) is the group of transformations 

(5.1) 
, ar+b 

T-tT=-­
cr+d 

with integral coefficients and unit determinant ad - be = 1. A given 
element stems therefore from a pair of matrices ±A in r = S1(2,Z). 
The group r leaves the real projective line and the upper half r plane 
invariant. Henceforth we assume r to have a positive imaginary part. 

The modular group describes the effect of a change in basis on the 
ratio r between two generators of a lattice C in the complex plane, with 
C / C identified with a torus ( or an elliptic curve). It is generated by two 
elements 

(5.2a) 

satisfying 

(5.2b) 

T: r-tr+l S: r -t -r- 1 

82 = (ST) 3 = 1. 

For any k > 1, let rk be the invariant subgroup of level k such that 
A = ±1 mod k, and rk = r/rk, the factor group with a number of 
elements II'kl given by 

1rk1 = ~3 II (1 - p-2). 
pprime 

(5.3) 

Plk 

The factor ½ is omitted when k = 2, so that II'2 I = 6. For a pair of 

coprime integers k1, k2, we have I'k1 k2 ,...., rk 1 X I'k2 • Hence the nontrivial 
part of representation theory corresponds to the case where k is a power 
of a prime. We note that the center of rk is made of involutions of 
the form "fl, "{2 = 1 mod k. If r denotes the number of odd prime 
divisors of k and a = 0, 1, 2 according respectively to k =f:. 0, 4 , k = 4 
or k = 0 mod 8, the number of elements in the center is 2a+r. In any 
representation these elements will belong to the commutant. 

5.2. 

We will need Dedekind's function already encountered in Section 2 

q = exp21rfr Imr > 0 

(5.4) oo +oo / II ~ (6<+1) 2 
11(r) = qt 24 (1 - q1) = L, (-l)tq 24 

Z=l t=-oo 
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which transforms under the modular group as 

27ri 
TJ(r + 1) = exp 24 TJ(r) 

TJ(-r-1) = (ff/2 TJ(r) 

T: 
(5.5) 

S: 

as follows from its definition and Poisson's formula. The product repre­
sentation shows that TJ( r) never vanishes for Imr > 0. 

Let us introduce the characters corresponding to the "degenerate" 
series ofVirasoro highest weight representations (Feigin and Fuchs-1983, 
Rocha-Caridi-1985) with central charge 

(5.6) C = 1 - 6(p - p')2 
pp' 

such that p and p' are coprime positive integers. The highest ( or con­
formal) weights are given in terms of two integers r and s in the range 
0 < r < p', 0 < s < p ( and to avoid duplication, sp' < rp if we assume 
for instance that p' < p) as 

(5.7) 
(rp - sp')2 - (p - p')2 

h(r,s) = 4pp' 

When p and p' are successive integers, p' = m,p = m + 1, m ?: 2 one 
obtains unitary representations (Friedan, Qiu and Shenker 1985-1986). 
With Lo standing for the generator of dilatations in the Virasoro algebra 
we have the following formula for the character 

Xc,h(r) = Trc,hqLo-~ 

(5.8) 1 ~ [ (2ipp 1+•P-•P 1) 2 (2ipp 1+•P+•P') 2 ] = -- ~ q 4pp 1 - q 4pp 1 • 

TJ(r) t=-oo 

Set 

(5.9) n = pp' N = 2n = 2pp1 A= rp- sp' mod N. 

If r and s are chosen as above, a representative A lies in the range 
0 < A < n, multiples of p and p' being excluded. Consequently, the 
number of possibilities, i.e. of independent characters is ½(p-l)(p' -1). 

Since p and p' are coprimes, there exist integers r0 and s0 such that 
rop - sop' = 1 with h(ro,•o) negative unless the representation is unitary 
( a poor man's way of understanding the condition (p - p') 2 = 1 as nec­
essary for unitarity, sufficiency then follows from the coset construction 
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described by Olive in this volume). The combination h-c/24 inserted in 
(5.8) will insure "good " modular properties and arises physically from 
the Casimir effect in a bounded torus. It reads 

C 1 1 
h(ro,ao) - 24 = 4ppl - 24 

and is negative in all cases of interest where pp' ~ 6 thus could be written 
-<! /24 with c' ~ 0. 

Define 

(5.10) wo = rop + sop' mod N Wo = 1 mod2N 

such that 

(5.11) WoA = rp+ sp' modN. 

Among positive integers p and p' are the smallest such that WoA = A mod 
N is equivalent to A= 0 modp and WoA = -A mod N is equivalent to 
A = 0 mod p' respectively. The requirement on Virasoro representations 
is that w0 ¢ ±1 mod N. With these notations the characters read 

(5.12) 
1 ~ [ (tN+>.) 2 (tN+wo>.) 2 ] x~ ( T) = -- L_.J q 2N - q 2N 

11( r) t=-oo 

and satisfy 

(5.13) X~(r) = X-~(r) = n+N(T) = -Xw 0~(r). 

One observes that Euler's pentagonal identity (5.4) expresses the fact 
that for p' = 2, p = 3, N = 12, the Virasoro character reduces to unity. 

The modular transformation properties follow from Poisson's for­
mula and the behavior of 11(r) given in (5.5) 

T: 

(5.14) 
S: 

These transformations are compatible with the symmetry properties 
(5.13). Using Gauss's formula giving the trace of the finite Fourier trans­
form 
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{5.15) 1 """' 2i1rA2 { ~ -- 0 exp -- = 
/JV AmodN N i 

l+i 

N= 1 mod4 

N = 2mod4 

N= 3mod4 

N = 0mod4 
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as well as the symmetry XA = X-A which insures that S operates in the 
subspace with eigenvalues ±1, it can be checked that S2 = (ST) 3 = 
1. That the finite Fourier transform makes its appearence among the 
unitary transformations induced by the modular group, ties nicely the 
subject with quantum mechanics on systems with finitely many states 
as we shall see below. 

From the preceding it follows that 

n-1 

(5.16) ZAP,_ 1,Ap-1 (r, r) = L lxA{r)l 2 

A=l 

is a modular invariant partition function, which we call the principal in­
variant, and defines a consistent symmetric theory (symmetric between 
holomorphic and antiholomorphic parts) involving only scalar primary 
operators. The subscript notation· will be justified in the following. The 
choices (p',p] = [3,4] and [4, 5] correspond to the Ising model {free Majo­
rana fermions) and its tricritical version. Higher unitary models in this 
series can be understood as higher multicritical versions which from the 
point of view of a Landau Lagrangian would have an effective potential 
of the form <f,4 , <f,6 , ••• <f,2(m-l), • • •. Also included in this series are 
non unitary minimal models, the typical example being (p',p] = [2,5], 
interpreted by Cardy as describing the Lee-Yang edge singularity of an 
Ising model in a pure imaginary magnetic field. 

As a side remark, let us note that the two characters involved in 
this first minimal non unitary model ( corresponding respectively to the 
identity operator and the only non trivial scalar field) have a special 
arithmetical flavour, being related to the celebrated Rogers-Ramanujan 
identities. Indeed the value of n in (5.9) is n = 10 and w0 = 11 mod 20, 
so that using Jacobi's identity the characters read 
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1 [ X1(r) = - L 
17(r) t=1(20) 

~ ] ,2 L., q4ri 
t=11(20) 

(5.17) 

where one recognizes in the product forms the quantities which occur in 
the identities referred above. The ratio 

(5.18) 

transforms under T and S as 

z(r) = X3(r) 
X1(r) 

(5.19) 
2i7r 

z(r + 1) = exp 5 z(r) 
1- ltv'sz(r) 

z(-r-1) = 2 
z(r) + 1+2v's 

which means that, projectively, the action of the modular group is repre­
sented by the icosahedral group, revealing the isomorphism of the latter 
with PSL(2,Z/5Z). We shall encounter further similar instances later 
on. 

5.3. 

In parallel with minimal conformal models it is instructive to study 
Wess-Zumino-Witten models, abbreviated as W-Z-W, (Gepner and 
Witten-1986) based on the group SU2 , or its affine Lie algebra version 

A~1). Whenever necessary we use superscripts, conformal or affine, to 
distinguish the corresponding characters. In the affine case the models 
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are characterized by a level k, a positive integer such that the central 
charge is 

(5.20) 
3k 

c=--
k+2 

and the highest weights can be specified by a lowest integral or half 
integral angular momentum l, such that O ::; l ::; !- To stress the 
analogy with minimal models, we set 

(5.21) N = 2{k+2) n=k+22:2 A= 21 + 1 

and write the Kac characters (Kac-1985) 

(5.22) 
+oo 

ff l " (Nt+~)2 x~ (r) = -- ~ (Nt+A) q 2N 

173(r) t=-oo 

satisfying 

(5.23) 

Here the role of the odd involution is played by the reflection A -+ -A. 
The k + l independent characters can be chosen as those with index 
A= 1, 2, ... , k + l. Under modular transformations 

(5.24a) 

(5.24b) 

T: x~"(r + 1) = exp2i1r( 2~ -¼)x~"(r) 

s = x~"(-r- 1 ) = -~ E exp2i1r~' x~!f(r) 
../N .>.'modN 

and when N = 4, A = 1, x~ff reduces to unity, thanks to Jacobi's 
identity. In (5.24b) the factor -i is necessary since x~ff is odd in the 
interchange A - -A. 

In both the conformal as well as the affine case, the modular group 
r 2N of level 2N is represented by multiples of the identity. As a con­
sequence, both (5.14) and (5.24) generate projective representations (in 
general reducible) of r 2N. 

5.4. 

The classification problem consists in finding all partition function 
of the form 

(5.25) Z(r,r) = L X>.(r) Z>.,>-' XN(r) 
>.,>-'EB 
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where the indices .\, A' range in a fundamental domain of the symmetry 
properties within integers mod N, i.e. 1 :S .\ :S n -1 in the affine case, 
and if p' :Sp, .\ = rp - sp', 1 :Sr :Sp' - 1, 1 :S s :Sp - 1, rp - sp' > 0, 
in the conformal one. The coefficients Z>..,>..' should satisfy the following 
requirements 

A - Z(r,r) is modular invariant 
B - Z>..,>..' are non negative integers for.\ and.\' in B 

with a normalization in the affine case Z 1,1 = 1 and in the conformal 
one Zp-p', p-p' = 1 expressing the unicity of the vacuum state. 

Correspondingly, the investigation divides itself into two parts, 
which we call problem A, the easiest, and problem B, the real arith­
metical one. It will be convenient in the sequel to extend the summa­
tion in (5.25) to the full range.\, A' mod N with due attention paid to 
( anti- )symmetry properties. We can now identify Z >..,>..' with a matrix in 
an N-dimensional vector space with a basis labelled by.\ mod N. The 
overall phases in (5.14) and (5.24) are immaterial when we write the 
condition for modular invariance 

(5.26) 

Tt Z T = st Z S = Z 

.\2 
T>..,>..1 = D>..,>..'modN exp 2i71" 2N 

1 .\A' 
S>..>..' = --exp2i1r-. ' ..JN N 

Due to the unitarity of the matrices T and S this means that Z belongs 
to their commutant, so that problem A is nothing but characterizing 
this commutant, and if possible finding of a basis spanned by matrices 
with integral coefficients. 

5.5. 

Throughout this section N = 2n is an even positive integer. Let 
D be a positive divisor of n and put 6 = n/6, a = (6, 6) the greatest 
common divisor of 6 and 7J so that a 2 divides n and N. Since 6 / a and 
6 / a are coprime, we can find integers p and u such that 

(5.27a) p6- u6 = a 

and define w mod N / a 2 through 

(5.27b) _ p6 + u6 d N/ 2 W=---mo a. 
a 
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8 
w + 1 = 2p- mod N/a. 2 

a 
w2 - 1 = 0 mod 2N / a.2 • 

8 
w-1 = 2u­

a. 
mod N/a. 2 

Therefore if a.IA, (wA)2 = A2 mod 2N. This shows that the matrix 

if a.IA and a.IA' 
(5.29) ( n ) _ { I:emoda O>.,w>.+eN/amodN 

U6 ).,).' - Q otherwise 
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commutes with 'I and, as an immediate computation confirms, also with 
S. Interchanging the role of 8 and 8 amounts to replace w by -w ; !ln 
corresponds to a = 1, w = 1, i.e. !ln = I, while n1 corresponds to 
a = 1, w = -1, i.e. (ili)>.,>.1 = 8>.+>.',0· More generally !l5 and !ln; 6 
are linearly relating when operating on the even or odd subspace under 
A- -A. 

Let us call u( n) the number of divisors of n ( equal to 2 if n is a 
prime) we have (Gepner and Qiu-1987) 

Proposition 5.1. The commutant of the matrices S and T is 
spanned by the u(n) linearly independent operators !l5. 

This proposition was stated as a conjecture in an earlier work with 
A. Cappelli and J.B. Zuber. To prove it we introduce a technique useful 
in a broader context, namely, we give an explicit realization of the adjoint 
action of the modular group of level 2N on a suitable basis of N x 
N matrices related to the Heisenberg group modulo N. We call this 
realization "finite quantum mechanics". It is presumably familiar in a 
mathematical context under the nanie of finite metaplectic group. 

Let {IA)}, A mod N, be an orthonormal basis in an N-dimensional 
Hilbert space 1t. Define the operators Q and P through 

QIA) = exp 2i71'A IA) 
N 

(5.30) PIA) = IA+ 1) 

QN =PN =I 
2i11' 

QP =expN PQ. 

Obviously Q and Pare related by a Fourier transformation. The poly­
nomials in Q and P generate the full algebra 1t © 1t* of operators on 1t 
since we can write any operator M in the form 

(5.31) M = L pk QI! Tr(Q-lp-k M). 
k,lmodN 
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This follows by linearity from a check on elements of the form I.X)(XJ. 
In view of (5.30) we can "normal order" any monomial in P's and Q's 
by pushing the P's to the left of the Q's. 

The operators S and 'T generate through their adjoint action canoni­
cal transformations preserving the commutation relation between P and 
Q. If we introduce the convenient symbol 

(5.32) 

it is readily checked that 

{5.33) ,yt {k,Z} T = {k,z- k} st {k,Z} s = {Z,-k}. 

The monomials { k, l} are periodic in k and l mod 2N but are linearly 
independent only mod N, since 

{5.34) {k + aN,l + bN} = (-llb-al{k,l}. 

We can recast (5.33) as an action of the modular group generated by S 
and 'T as 

(5.35) 
A=(: !)Er-A 

[k1,l1] = [k,l] (: !)-
At{k,l}A= {k 1,l 1} 

In fact, since r 2N is represented by the identity we obtain effectively an 
action of r 2N. 

Using (5.29) and (5.31) we find on the one hand 

{5.36) 

On the other hand to obtain a general element of the commutant one 
can average the adjoint action of r 2N on an arbitrary element of 1i ©'Ji*, 
a familiar idea in finite ( or compact) group theory. From the decompo­
sition (5.31) it is sufficient to choose as an arbitrary element a monomial 
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pk Q1• Thus we set 

Mi = 1 " At pkq'A 
k,l 1r2N1 L..,_ 

.A.Er2N 

1 
(5.37) = 1r2N1 

(~ 
2i1r (abk 2 + cdl2 + 2bckl) 

expN 2N 

!)H2N 

The operators M,,, with k and l mod N (M'+eN,l+e'N == Mt,) span the 
commutant, but they are far from being linearly independent. First we 
observe that Mt, vanishes uruess k and l are both even. To see this, 

consider the kernel of the maps r2N --+ rN given by the eight matrices 

( 1 + a.N 
-yN 

{3N ) 
1 +a.N 

a.,{3,-y = 0, 1. 

Averaging (5.37) over this invariant subgroup should leave M' 1 invariant 
' and multiplies the coefficient of pak+cl Qbk+dl by 

This is non vanishing if and only if k 1 = ak + cl and l' = bk + dl are 
both even. The linear transformation is invertible mod 2, hence k and 
l have also to be even. Thus in (5.37) we may assume both indices even 
which allows us to write 

(5.38) 

Mk,l = Mtz· 
M __ 1_ L (2. abk 2 + cdl2 + 2bckl) p 2(ak+cl)q 2(bk+dl) 

k I - ,-, exp Z7r • ' rn - n rn 

The structure of the formula has in fact reduced the average to rn and k 

( a b) -and l are defined mod n. Furthermore for any matrix c d E rn we 

find Mk,l proportional to Mak+cl,bk+dl so that we can restrict ourselves 
to pick any representative point of the orbit of [k, l] under rn to label M. 
This is done as follows. Pick first representatives k, l, in the range 1 to 
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n and let d = (k, l). Then we find m1 and m2 such that m1k + m2l = d 
and 

(5.39) 
( l/d 

[k,l] -k/d 

Mk 1 = exp(-2i1rk 1)Mo d· ' n , 

The process can be repeated by identifying Mo,d with Mn,d and intro­
ducing 8 = (n,d). We conclude that the u(n) operators 

(5.40) M = M = 1 ~ exp2i7r82cd p26cQ26d 
6 0,6 1rN1;: n 

labelled by divisors of n, generate the commutant. They are linearly 
independent, since disjoint orbits are labelled by distinct divisors. The 
relation 

(5.41) 

relates the two sets {!26} and {M5} through a triangular matrix which 
can be inverted to yield the M's in terms of the !l's showing that the 
latter also generate the commutant and are therefore also linearly in­
dependent. This proves the proposition. Of course the advantage of 
using the basis {!25} is that the matrices have in the I~) basis integral 
coefficients. 

5.6. 

The heart of the matter is problem B. For the sake of completeness 
I will repeat here the argument of our paper. The difficulty stems in the 
conformal or affine case from oddness property of the characters. 

We look first at the affine case. From Proposition 5.1 we can write 
a modular invariant partition function 

1 
Z(r,r) = 2 L X>.(r) Z>.,>.' x~(r) 

>.,>.'modN 

(5.42) 

Recall that X->. = -X>. so that xen = 0. Let U = {1, 2, · · ·, n - 1} 
and L = { n + 1, · · · , 2n - 1} denote a partition of the integers from 1 
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to N distinct from O and n mod N with L = -U mod N. A funda­
mental domain B coincides with U. Since {f!oX)>. = -(f!n;oxh. and 
(!15)>.,>.' = {!l>.)->.,->.', for each factorization n = 8°"8 we can replace in 
{5.42) the combination cc5!lc5 + ~n5 by (c0 - ~)f! 5 or {~ - cc5)!l5, we 
choose whichever has a non negative coefficient. Thus 

{5.43) Z(r,r') = L X>.(r)(Z>.,>.' - Z>.,->.•)x~(r) 
>.,>.' EU 

with Z>.,>.' in {5.42) such that cc5 ~ 0, and Cc5 > 0 implying Cn/c5 = 0. 
Only f!n and f!1 contribute to the coefficient of X1 x1 which has to be 
equal to unity. With the above conventions, this implies Cn = 1, c1 = 0. 
We have chosen matrices !lc5 with integral non negative entries, we want 
to find the coefficient c0 so that this is also true for Z>.,>.' - Z>..,->.!· In 
the following proposition we exhibit all possible solutions for Z >.,>.'. 

Proposition 5.2 {A-D-E classification). Modular invariant 

affine (AP)) partition functions with normalized non negative integral 
coefficients are of the following types 

An-1 n~2 nn 
Dn;2+1 neven~6 nn + n2 

{5.44} Ea n= 12 f!12 + !l3 + f!2 
E1 n = 18 f!1s + !la + n2 
Es n = 30 nao + n5 + na + n2. 

We have two infinite series A and D and three exceptional E cases. 
The index on A, D, E is the rank of the corresponding simple and simply 
laced Lie algebra. Simply laced means that all fundamental roots are 
of equal length, or equivalently that the corresponding Dynkin diagram 
has no multiple link. This correspondence is illustrated in table II which 
gives the partition functions in expanded form : the coefficient of each 
diagonal term X>..X>., 1 ~ A ~ n - 1 is the multiplicity of A in the list of 
Coxeter exponents for the corresponding Lie algebra and n is its Coxeter 
number. 
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n-1 
n 2'. 2 LIX>.12 An-1 Dn 

.>..=1 

n = 4p + 2 
4p+l 

L lx.>..12 + 2Jx2p+1l2 
p 2'. 1 .>.. odd=l 

.>..,1'2p+l 
2p-1 

+ L (X.>..X:p+2-.>.. + c.c.) D2p+2 nn +n2 
.>.. odd=l 

2p-1 

L Ix>..+ X4p+2-.>..l2 
.>.. odd=l 

+2IX2p+1l2 

n = 4p 
4p-1 

L lx.>..12 + 2Jx2pl2 
p 2'. 2 .>.. odd=l 

2p-2 

+ L (X.>..X:p-.>.. + c.c.) D2p+1 Dn +n2 
.>.. even=2 

n = 12 lx1 + x1l2 + lx4 + xsl 2 

+lxs + x11l2 E6 D12 + D3 + D2 
n = 18 lx1 + x11l2 + lxs + X13l2 

+lx1 + x11l2 + lx9l2 
+[(X3 + X1s)X9 + c.c.] E1 Dis+ D3 + D2 

n = 30 lx1 +Xu+ Xl9 + X29l2 

+lx1 + X13 + X11 + X23l2 Es D30 + Ds 
+D3 + D2 

Table II List of modular invariant affine partition func­
tions for A~1). 

It must be mentioned that an independent proof was found by Kato 
(Kato-1987). Ours proceeds in three steps, Lemmas 5.1, 2 and 3. 

We set aside the case of the obvious invariant (An-1) with c0 = 0 
except Cn = 1. For each divisor oln we define a(o) = (o,n/6) and w(o) 
as before, such that w2 (o) = 1 mod 2N/a 2(6). Consider in (5.43) the 
factor of :X1 ( r ), it reads 

X1(r) + L CoXw(o)(r) 
5,a(6)=1 
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arising from those t5's such that o:(t5) = 1 and w(t5) prime to N, which 
for 1 < t5 < n are distinct from ±1. It follows that w(t5) E U. If 
on the contrary w(t5) E L, CoXw(o) = -CsX-w(o) would be a negative 
contribution, which requires that there exists a t5' with o:( '5') = 1 and 
w(t5') = -w(t5) = w, such that (c0, - cs)Xw is a positive contribution 
with c0, > c0 • But o: = 1,w' = -w means '5' = 8/n and this possibility 
is excluded by our conventions. We conclude that all w(t5)'s such that 
c0 =I-0 and o:(t5) = 1, have to belong to U, the corresponding coefficients 
being positive integers. 

If o:2 In, the identity 

(5.45) L Xor.>..+£.Nfor.(r,N)=o:x>..(T,N/o:2 ) AmodN/o: 2 

(modor. 

relating characters at level k = n - 2 and k' = n / o:2 - 2, shows that both 
sides vanish when n = o:2 , since X>..(r,N = 2) = 0. Hence when n = o:2 , 

:E>..,(!lor.)>..,>..'X>..' = 0, and the corresponding term may be disregarded 
in (5.42-43). Define O:min to be the smallest o:( t5) for t5 =/-n such that 
cs> 0. Then 

Lemma 5.1. (i) O:min = 1 or 2 (ii) if O:min = 2 {therefore 41n) 
the unique solution is Z = nn + !12 

It is useful to represent the integers mod N on a circle of radius 
N/21r as regularly spaced at distance 1. The upper (lower) semi circle 
represents U (L). For a(t5) = o: > 0 the points A1 =WA+ eN/o: as e 
varies are the vertices of a regular a-gon. If a ;?:: 4, at least two vertices 
belong to LU {0, n}, one of them being certainly in L. These negative 
contributions have to be compensated by positive ones. Consider the 
factor ofxOl.mb,(r). By definition of O:min only !ls's such that Co> 0 and 
o: = O:min contribute. This factor is 

Xor.m,n + I: Co L Xwor.m1 .. +(N/0t.m1n· 
6, or.(6)=or.m1.. ( mod Ot.min 

Suppose first O:min ~ 4. Such a-gon involves at least two terms in L. 
The case when only one term is in L would require O:min = 4 and a set 
of indices WO:min + eN/amin ranging over 0,n/2,n,3n/2(16ln). Since w 
is invertible mod n/4 = (2N/amin 2 ) and WO:min = 0 mod n/2 and a 
fortiori mod n/4, it follows that O:min2 = 16 is a multiple of n, the 
only possibility being n = O:min 2 , the case discarded above. Thus each 
O:min-gon has at least two terms in L, and since the coefficient of Xor.mi .. 
is unity, so that at best it can only compensate only one of the negative 
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terms, two possibilities of cancellation are open: either the negative 
terms are compensated by positive ones of the same a-gon or a negative 
term pertaining to 8 is compensated by a positive one from a 8' =I-8 
contribution. In the first case 2w = 0 mod N / amin 2 , hence 2 = 0 mod 
N / Omin 2 which implies n = Omin 2 , a( 8) = Omin, an excluded possibility. 
In the second hypothesis, the corresponding multipliers w and w' have 
to satisfy w' = -w mod N / amin 2 which is also excluded since it would 
imply 88' = n. We conclude that Omin ~ 3. If Omin = 3, beyond the 
two previous possibilities excluded by a reasoning similar to the above 
one, we find a third possibility with an equilateral triangle having a 
unique point in L compensated by Xamin = X3 with a coefficient C5 = 1. 
But then w = -1 mod N/9, so that the corresponding contribution is 
X-3 + X-3+N/3 + X- 3-N; 3 and -3 ± N/3 are in U U {O, n}. Thus 
3+2n/3 ::=: n, meaning 9 ::=: n and since 9jn we find again an excluded case 
n = CTmin 2 , a( 8) = CTmin · This proves part (i) of the lemma: CTmin = 1 or 
2. 

Assume now amin = 2 and consider the coefficient of x2 

X2 + L C5(X2w + X2w+n)-
ti,a(li)=2 

If the two points 2w and 2w + n coincide with ±n/2 mod N, we have 
4w = n mod N and this is the excluded case n = 4 = 22 • The possibility 
2w = 0 mod n cannot arise since w2 = 1 mod n. To obtain a positive 
contribution, the only possibility left is either that terms arising from 
two distinct 8 and 8' compensate each other, this being excluded as 
above, of when there exists a unique 8, a(8) = 2, c5 = 1 such that, by 
choosing the representative mod N/4, we have 2w = -2 mod N and 
2w + n E U, meaning that the negative term from x2w is compensated 
by x2-Hence 8 = 2, n = 4k, w = -1 mod 2k. The partition function 
contains then nn + f!2 plus possibly a sum over 8's such that a( 8') ::=: 3. 
For>. EU, :E>.1(fln + fl2)>.NX>.1 is equal to X>. if>. is odd or to Xn->. if 
>. is even. To discuss the possible occurence of other f!'s we can retrace 
the steps of part (i), replacing the contribution of fin by the one of 
fin+ f!2, which amounts to replace X>. by Xn->. if>. is even in the first 
contribution to the factor of Xa:,_1n. The same arguments exclude any 

a(8) ::=: 3 and prove part (ii) of the lemma. 

Lemma 5.2. If n is odd the only possibility is fin. 

Assume on the contrary that there exist additional possibilities. 
Since n is odd, from the previous lemma, CTmin = 1. Let 'Y be such 
that 2-Y < n and consider the coefficient of x2,y. Since n is odd the only 
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contributions are from o's such that a( o) = 1 (indeed a( o) has to divide 
both n and 21'). The coefficient reads 

X2-r + L C5Xw2-Y • 

a(5)=1 

From the beginning of the discussion, all w's have to belong to U. Choose 
representatives in the range O < w < n. Let us then show that 21' w 
has also to belong to U for any 'Y such that 21' < n. If for some 8, 
21' w E L, the corresponding negative contribution has to be compensated 
by some other arising from w'21' (w' being possibly one). This requires 
2-Y(w + w') = 0 mod N. Let first 'Y = 1. Then w + w' is smaller than N 
and 2(w + w') being smaller than 2N is equal to N, thus w + w' = n. 
But w and w' are odd by w2 = 1 mod 2N, hence a contradiction. Thus 
w < n/2 and the previous argument can be iterated. If 4 < n we 
cannot have 4w E L. Again and w' would be needed for compensation 
and 4(w + w') = 0 mod N. By the previous bound applied to w and 
w', 0 < 4(w + w') < 2N, so that 2(w + w') = n leading again to a 
contradiction, hence w < n/4 and so on. Thus for any 'Y such that 
21' < n we have 21' w E U and a positive representative can be chosen 
smaller than n2-1'. Take the maximal 'Y such that 21' < n < 21'+1 and 
w such that O < w < n2-1'. Recall that wn/8 = n/8 mod N. But 
'Y, a nontrivial divisor of the odd number n is larger than 2. Hence 
n/8 < 21'(2/8) < 21' and wi < 2~ • 21' = n, Thus wi = i or w = 1, 
contrary to the assumption that it corresponds to a divisor 8 > 2. The 
lemma is proved. 

The search for further nontrivial solutions is thus restricted to n 
even and Umin = 1. We henceforth assume n even and study the effect 
of multiplying invertible integers mod N belonging to U by w =/=-1, 
w2 = 1 mod 2N (a = 1), w E U. Invertible integers mod N belong 
to (Z/NZ)*, and we set U* = L n (Z/NZ)*, L* = L n (Z/NZ)*. The 
following is the crucial observation. 

Lemma 5.3. Let n be even, distinct from 12 and 30, and N = 2n, 
for each w E U* such that w2 = 1 mod 2N, excluding w = 1 and, 
if n = 2 mod 4, excluding also n - 1, there exists A E U* such that 
WA EL*. 

For each such w we associate a factorization of n into 86 where ( 8, 6) = 
1 and 8 (6) is the smallest positive integer such that wo = -8 mod 
N (w6 = 6 mod N). The following pairs are excluded by hypothesis 
(i) {n, 1} and {1, n} corresponding to w = 1 and w = -1 (/. U* 
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(ii) {2, ¥-} for n = 2 mod 4 (a = 1, w = n - 1) (iii) {3, 4} for n = 12 
(iv) {3, 10}, {5, 6} for n = 30. 

We search a representative .X E U* in the range O < .>. < n, such that 
a representative N of w.X is in the range -n < w>. < 0. Since (6, 6) = 1 
we look for >, and N in the form 

.X= µ6+p6 >.' = µ6 - po 

with O < µ < 6, 0 < p < 8, µ and p prime respectively to 6 and 8. 
Since n is even one in the pair 6, 8 is even the other odd. The above 
conditions imply .X prime to 6 and 8 hence to n = 66, hence to N = 2n 
since n is even. Requiring O < .X < n and -n < N < 0 yields 

µ p 
-1 < --g-5 < 0. 

As µ/6 and p/8 should be positive irreducible fractions smaller than 
one, the lower bounds are irrelevant. If a solution µ, p exists, so does 
a fortiori a solution 1, p. Thus it is sufficient to look for pin the range 
0 < p < 6 prime to 8 such that 

(5.46) 
1 p 1 
5 < 5 < l - -g· 

It is easy to convince oneself that no such p exists in the cases excluded 
from the lemma. In all other cases we exhibit a solution. We distinguish 
several cases. 

(i) 2 < 8 < 6 < n = 68 Set p = 1. The inequalities are satisfied 
since ¼ < ¼ < ½ < 1 - ¼· 

(ii) 2 < 6 < 8 < n, 6 even, hence 8 odd of the form 8 = 2k + 1, 

k > L Set p = k = 621. Clearly (p, 8) = 1 and since 8 > 6 > 2, the 
inequalities are satisfied. 

(iii) 2 < 6 < 8 < n, 6 odd, 8 = 0 mod 4. Choose p = J-1 for 8 > 4. 
The case 8 = 4, 6 = 3 is one of the excluded ones. Hence 8 = 4k, k > 1, 
and p = 2k - 1 > 1. Any common factor of p and 8 would divide 
8 - 2p = 2, hence p being odd (p, 8) = 1 and p/8 < 1. Since 6 odd 
is larger than 2 we have 6 2:: 3, so 1/ 6 s 1/3 and 1 - 1/ 6 2:: 2/3 while 

-1 1• 11 -1-p/6 = 2 - 4k 1s bounded by 2 - 8 s p/6 < 2, i.e. 1/6 s 1/3 < 3/8 s 
p/8 < 1/2 < 2/3 s 1 - 1/6. 

(iv) 2 < 6 < 8 < n, 6 odd, 8 = 2 mod 4. The case 8 = 6 and 6 
odd prime to 8 in the interval 2 < 6 < 8 requires 8 = 5 excluded by 
hypothesis. Thus 8 > 6. If 8 = 10, the possible o's are 3, 7, 9. The pair 
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6 = 3, 8 = 10 is again excluded by hypothesis. For 6 = 7 or 9 p = 3 is a 
solution. We can now assume 8 = 2k, k odd~ 7. Take p = k - 2 odd. 
Any common divisor of p and 8 divides 4, and p being odd has to be 1. 
Thus (p, 8) = 1 and 0 < p/8 < 1. Now 1/6::; 1/3, 1 - 1/6 ~ 2/3. On 
the other hand p/8 < 1/2 < 1-1/6, while the condition p/8 > 1/3 ~ 1/6 
means 3k - 6 > 2k, i.e. k > 6, which is the case. The lemma is proved. 

We can now complete the proof of the proposition. We assume n > 2 
since n = 2 is a trivial case with a unique xi = 1. The choice nn leads 
to the A-invariant and is the unique one for n odd (Lemma 5.2). We 
look then for additional terms involving n's such that w -:f. ±1 when n 
is even larger or equal to 4. By Lemma 5.1 these additional terms are 
such that O:min = 1 or 2. If O:min = 2 the only possibility in nn + n2 
(and 41n). Thus we are left with n even and O:min = 1. 

Consider the coefficient of xA for .\ E u•. Only the n 6 's such that 
o:( 6) = 1 contribute and, if we have a further invariant, some do occur 
with a positive coefficient (in which case 8 = n/6 does not occur). Let us 
show that the corresponding multiplier w must be such that wU* = U* 
(we may include w == 1 corresponding to nn)- Indeed if .\ E U* is 
such that w.X E L * then for positivity another w' must occur such that 
w' .\ E U* and ( w + w').X = 0 mod N. Since .\ is invertible mod N this 
entails w + w' = 0 mod N or 66' = n which is excluded by hypothesis. 
Thus we are in a position to apply Lemma 5.3. We consider in tum the 
cases n = 0 or 2 mod 4. 

(i) n = 0mod4. If n-:/:- 12 all !lt;, 6-:/:-n with O:min = 1 are 
excluded. Then O:min = 2, !ln + n2 is the only nontrivial possibility 
(D-type) besides nn (A-type). For n = 12 an additional solution n 12 + 
!la+ !l2 is found by inspection (E6-type). 

(ii) n = 2 mod 4. This implies O:min odd therefore equal to one. 
According to Lemma 5.3 if n -:f. 30, the only possible additional term 
with o:(6) = 1 is !l2 (w = n - 1). By looking at the coefficient of x 2 
(i.e. ~A,(!ln + c2!l2hNXN = (1 - c2)x2) it follows that c2 is 0 or 1. 
Thus besides nn (A-type), On+ 0 2 (D-type) we have in this case for 
n -:/:-30 as only further possibility On + !la + ~a(t;),::a Ct;!lt; where all 
the o:'s are odd. Let us show that except when n = 18 and n = 30 all 
coefficients c6 's have to vanish. The proof parallels the one of Lemma 
5.1. Let o:~n ~ 3 be the lowest possible value among those occuring in 
the additional terms. Look at the coefficient ofxa' . where the first term 

mu, 

contributes Xa' . + Xn-a' and only those O', 's such that o:(6) .= o:=' ·n 
min min u 

yield further contributions. For each such term the corresponding indices 
of x range over the vertices of a regular polygon with o:~n vertices. As 
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in Lemma 5.1, indices belonging to L from these polygons cannot be 
compensated by those belonging to U from the same or another polygon 
with the same number of vertices o:~n. This leaves as unique possibility 
a single polygon (and a single Os) with coefficient cs = 1, the negative 
terms of which being compensated by Xa:,.1n and Xn-a:,.1n with o:~n = 3 
or 5, since the polygon has at most two vertices in L. Let w be the 
corresponding multiplier. If the polygon has two vertices in L, we must 
have 

wo:~n + {N/o:~n = -o:~n mod N 

wo:~n + {{ - l)N/o:~n = -(n - o:~n) mod N 

for some { mod o:~n· Set n = 2{o:~n)2q; n ~ 18. Subtract both 
equations, obtaining N / a~n = n - 2a~n + pN for some integer p, i.e. 
q[(2p + l)o:~n - 2] = 1. Thus q = 1 and a~n = 3, n = 18 excluding 
o:~n = 5. If a~n = 3 it is not possible for the equilateral triangle to 
have a single term in L compensated by Xa' . or Xn-a' . as in the proof 
of Lemma 5.1. To summarize the only exc;tional cas;;n left correspond 
to N = 18 and n = 30, which are readily studied separately with the 
result quoted in the Proposition 5.2 and this concludes its proof. 

This proposition which settles the case of W-Z-W models based on 
SU(2) is the building block for the classification of various other rational 
conformal theories. I will quote the main application to minimal models 
but skip some details. 

In the case of minimal models it is simpler to return to the original 
notation, introduced at the beginning of this section,· where the Virasoro 
characters are labelled by two integers r and s mod 2p' and 2p respec­
tively, (p, p') = 1, with appropriate ( anti- )symmetries. Then the role of 
N = 2n in the affine case is played now by the pair {2p, 2p'}. 

Proposition 5.3. {i) Acting on Virasoro characters of the min­
imal series, the commutant of the modular transformations is spanned 
by tensor products Os, ® Os in an obvious notation where 6lp', 6lp. 
(ii) As a result, the conformal invariant partition functions of minimal 
models are specified by a pair of elements in table II, where the role of n 
is played by p' and p. Since p and p' are coprime one of them at least is 
odd the corresponding invariant being of A-type. 

The partition functions are displayed in table III, assuming for def­
initeness that pis odd (not necessarily greater than p'). In the unitary 
case, where we have successive integers m and m + 1, pis m form odd 
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or m + 1 for m even. As a result we have two infinite series of invariants 
and three pairs of exceptional models. 

Proposition 5.3 has been applied to N = 1 minimal superconformal 
models, parafermionic theories · · · and can be extended to coset models 

involving the algebra AP). 

p' = 4p+2 
p 2': 1 

p 1 -lp-l 

½ L Llxral 2 

r=l •=l 

r 'I 2p + 1 

+ 
2t 1 

(xr,x;,_r • + c.c.)} 
r odd =2 

p-1 { 4p-l 

p' = 4P p 2': 2 ½ ~ r o~=l lxr,12 + 21x2p .12 

2p-2 } 

+ L (xr,x;,_r • + c.c.) 
r even =2 

p-1 
, 1 "' { 2 2 2} P =12 2 ~ lxi,+x1,I +lx4a+xs.l +lxs,+x11.I 

•=l 

p-1 
1 1"'{ 2 2 2 P =18 2 ~ lx1.+x11,I +lxs.+x1s.l +lx1.+x11al 

•=l 

+ lx9. 12 + [ (xs. + xis. )xg. + c.c.] } 

p-1 

p' = 30 ½ L { lx1. + x11. + x19. + x29. 12 

•=l 

+ IX7a + Xl3• + XlT• + X23• 12} 

Table III. List of invariant partition functions in terms of 
conformal characters with p assumed odd. In 
the unitary case p = m, p' = m + 1 for m odd 
and p = m + 1, p' = m for m even. 
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5.7. 

Attempts have been made to interpret and justify the appearance of 
an A-D-E classification of AP) W-Z-W models, in particular by Nahm, 
relating it to quaternionic spaces (Nahm-1987} and/or to link it with 
other classifications such as solutions of Yang-Baxter equations of lat­
tice models, finite subgroups of SU2 with the McKay correspondence be­
tween their irreducible representations and simply laced affine Dynkin di­
agrams, isolated singularities of algebraic surfaces. For a review of some 
of these connections see (Slodowy-1983}. We shall give some flavour of 
these interrelations without much elaboration but observe that any real 
insight should at least have the virtue to give a hint on how to extend 
this classification to W-Z-W models based on higher rank Lie groups. 
This does not seem to be the case when these lines are written. 

We shall use as an illustration the Es affine invariant (n = 30} in 
table II which we rewrite 

(5.47} 
ZEs = IY1l2 + IY2l2 

Y1 = Xt + X11 + Xt9 + X29 Y2 = X1 + Xta + X11 + X23· 

The indices run over the Es exponents split into two disjoint sets; taken 
together there are all integers primes to 30, in other words representa­
tives of (Z/30Z}*. Under the operation T we have 

(5.48} 
Y1 ( r + l) = exp 2i 1r ( 1 !o -¼) Y1 ( r) 

Y2(r + 1} = exp2i7r ( 1~ 0 - ¼)Y2(r). 

Since the fifth power Ts acts as the identity multiplied by exp 2i7r /12, 
it is a theorem that for such a low power the group of level five rs 
acts trivially on the ratio z(r) = ::~;~ and the image of the modular 

group is realized as rs= PSL(2; Z/5Z} acting on z(r) through homo­
graphic transformations. This group is isomorphic to the group As of 
even permutations on five objects and equivalently to the icosahedral 
group already encountered, with 60 = ½5! elements. Thus we find a 
"natural" correspondence between the Es invariant and this finite sub-
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group of three dimensional rotations. With the notations 

(5.49) 

we find 

(5.50) 

2i7r 
w = exp 5 

\/'5-1 
u = w + w- 1 = -- 2- = 2cos21r/5 

v'5 + 1 
v = w2 +w- 2 = --- 2- = 2cos47r/5 

z(r + 1) = w2z(r) 

z( _ 7 _ 1 ) = 1 - uz( T). 
z(r) + u 

If following Klein one introduces isobaric polynomials in z i.e. polyno­
mials which under modular transformations are multiplied by a power 
of the denominator (Klein-1956) 

(5.51) 

V = z(z 10 - 1Iz 5 - 1) 

E = z30 + 1 - 522(z 25 - z5 ) - 10005(z20 + z10 ) 

F = z20 + 1 + 228(z 15 - z5 ) + 494z10 

of respective degrees 12 ( adding oo as a root of V), 30 and 20, their zeros 
on the Riemann sphere are the vertices, the mid edge points and mid 
face points of a regular icosahedron centrally projected on this sphere. 
Furthermore the following relation holds 

(5.52) E 2 - F 3 + 1728V5 = 0 

which may be interpreted as a surface in C 3 with an isolated singularity 
at the origin, pointing to a relation with the classification of isolated 
singularities on algebraic surfaces. 

Let us show on this example the connection between finite subgroups 
of SU(2) and Dynkin diagrams of simply laced Lie algebras. For this 
purpose it is best to return to homogeneous polynomials in Y1, y2 which 
we denote with the same letter by substituting y112 V( n ), y13° F( 1&) 

Y1 Y1 

for V(z), E(z), F(z). These new quantities are at most multiplied by 
a constant to the powers 12, 30 and 20 or its square to the powers 6, 
15, and 10 respectively under modular transformations, factors which 
do not affect the relation (5.52). This is due to the fact that on y1 and 
Y2 
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T and S act as unitary matrices (generating rs) times exp 2i1r /12 
and exp 2i 1r / 4 respectively. 

For two variables y~ and y; which do transform according to rs one 
can however find genuine invariant analogs of V, E, F which we call 
X, Z and Y, homogeneous of degrees 12, 30 and 20 in yf and y~ and 
which, absorbing irrelevant factors, satisfy a relation similar to (5.52) 

(5.53) xs + y3 + z2 = o. 

The binary icosahedral group rs has 9 classes and 9 irreducible rep­
resentations Ri. It has been recognized by McKay that these represen­
tations can be made to correspond one to one to a set of fundamental 

roots of the affine extension E~1) of the simply laced Lie algebra E 8 • 

Similar properties hold of course for other members of the A-D-E family 
(McKay-1981, Ford and McKay-1981). To exhibit the correspondence, 
plot as nodes of a graph the representations Ri of A5 • Since this is a 
subgroup of SU 2 , it admits an irreducible representation of dimension 2 
(in fact it admits two such inequivalent representations, we pick one of 
those corresponding to a choice of root of 5). Call R2 this representation. 
Then by tensoring with R2 

(5.54) R2 © Ri = EB fi;Rj­
j 

The matrix C = 2 - f is the Cartan matrix of E~1), and Ii; is symrnetic, 
equal to zero or one. We connect the nodes i and j if Iii = 1, and obtain 

the Dynkin diagram of E~1) (if one deletes the node R1 corresponding to 
the identity representation, one obtains the diagram for E 8 ). If xn.(c 0 ) 

is the character of Ri evaluated on the class c0 , the nonnegative eigen­
values of C are 2 - x2(c 0 ). The eigenvectors are the columns of the 
character table pertaining to a fixed class c0 • The following table IV 
gives the characters of this group with u and v as in (5.49). The top 
row gives the number of elements in each class, the first column the 
dimension of the representation ( as the character on the identity class). 
The table is completed by the Dynkin diagram. 



A-D-E Classification 331 

1 1 30 20 20 12 12 12 12 
R1 1 1 1 1 1 1 1 1 1 
R2 2 -2 0 -1 1 u V -v -u 
R; 2 -2 0 -1 1 V u -u -v 
R3 3 3 -1 0 0 -u -v -v -u 
R' 3 3 3 -1 0 0 -v -u -u -v 
14 4 -4 0 1 -1 -1 -1 1 1 
R~ 4 4 0 1 1 -1 -1 -1 -1 
Rs 5 5 1 -1 -1 0 0 0 0 
Ra 6 -6 0 0 0 1 1 -1 -1 

R' 3 

• • • • • l • • 
R1 R2 R3 14 R5 Ra R~ R; 

Table IV. Character table for the binary icosahedral group. 
Associated Dynkin diagram. 

From the same data we can easily recapture the fact that the ring 
of invariant polynomials in y~, y~ is generated by three homogeneous 
polynomials X, Y, Z of degree 2a = 12, 2b = 20, 2c = 30 respec­
tively ( the degrees have to be even to take into account the symmetry 
(y~, YD -+ (-yL -y~). Note that with n = 30 the Coxeter number 
(of Es} we have 

a+b+c=n+l 

a relation also valid for other A-D-E members. Following (Kostant-1984) 
let Q(t) denote a formal infinite sum over irreducible representations 
D; of SU 2 (it could be replaced by a convergent sum for lql < 1 and 
x;(O) = sin(2j + 1)/sin0 substituted for D;} 

00 

(5.55) 
Q(q) = EB q2j D; 

2j=O 

D½ ® Q(q) = q- 1 (Q(q) - I)+ qQ(q) 

where the second relation expresses that D 1; 2 ® D; = D;+i/ 2 (J) D;- 1; 2 , 

Restrict now each representation to a finite subgroup G c SU 2 (here 
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the binary icosahedral group) such that Dj = $nj,kRk with nonnegative 
integers ni,k· Then 

(5.56) 

with Pk(q) a generating function for the number of times (ni,k) the 
representation Rk appears in the decomposition of Di· In particular 
P1 (q) will count the invariants. The relation (5.55) can be understood 
as referring to (tensor) multiplication by R2 the defining representation 
of G. Thus 

(5.57) L Pk( q)/kl = ( q + q-l )Pt( q) - q- 1 8t,l • 
k 

Using the fact that the matrix f is symmetric and introducing the col­
umn vector P(q) = (Pi(q), ... ) , P(O) = (1, 0, 0, ... ) we see that 

(5.58) P(q) = ( ; f) P(O). 
1 + q -q 

The matrix f is diagonal in the character basis (here the characters are 
real). Expanding P ( 0) as 

a 

and comparing with the orthogonality of characters 

a 

fl d !Ga! we n Xa = IGI, 

(5.59) 

and in particular 
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Applying this formula to the binary icosahedral group, we find 

(5.60) 

1 + q30 

P1(q) = (1- q12)(1 - q20) 

1 _ q2n 

1- q60 

(1 - q12)(1 _ q20)(1 _ q30) 
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in agreement with the existence of generating polynomials X, Y, Z of 
degrees 12, 20, 30 satisfying a "homogeneous" equation of degree 60. 
One can also compute the other Pk 's which we list as 

(5.61) 

(5.62) 
P1(q) = 1 + q3° 
p2(q) = q + q11 + q19 + q29 

p;(q) = q7 + q13 + q17 + q23 

p3(q) = q2 + qlO + q12 + qlS + q20 + q2S 

p;(q) = q6 + qlO + q14 + q16 + q20 + q24 

p4(q) = q3 + q9 + qll + q13 + q11 + q19 + q21 + q27 

p~(q) = q6 + q8 + q12 + q14 + q16 + qlS + q22 + q24 

p5(q) = q4 + qs + q10 + q12 + q14 + q16 + qlS + q20 + q22 + q26 

p5(q) = q5 + q7 + q9 + qll + 2q15 + q17 + q19 + q21 + q23 + q25. 

Note that 

(5.63) 

and in particular 

(5.64) 

The exponents appearing in the numerators P2 ( q) and p; ( q) correspond­
ing to the two 2-dimensional representations of the group are the Coxeter 
exponents of Es in just the two sets found as indices in the corresponding 
Es affine partition function! 

One can go even further by looking at the ring of invariant poly­
nomials in X, Y, Z graded as (X~1 yn 2 zns] = an1 + bn2 + cn3 (half 
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the even degree in y~, y2) modulo those polynomials which are mul­
tiples of -Mc, t?, ¥z, where f is the left hand side of (5.53), f = 
X 5 + Y 3 + Z 2 , [/] = n here 30 (Saito-1986). Clearly we find a finite 
ring. In the present case one works mod (X4, Y 2 , Z) that is we have 
polynomials 

1 X Y X 2 YX X 3 YX 2 YX 3 

(5.65) grade O 6 10 12 16 18 22 28 
1 + grade 1 7 11 13 17 19 23 29 

such that the set of (1 + grade) is the set of Coxeter exponents (here of 
Es)- A generating function (for the exponents) is the polynomial 

(5.66) 

(1 _ qn-a)(l _ qn-b)(l - qn-c) 
'I/J(q) = q (1 - qa)(l _ qb)(l _ qc) 

-n (qn _ qa)(qn _ qb)(qn _ qc) 
= q (qa _ l)(qb _ l)(qc - 1) 

where we have taken into account that a+b+c = n+ 1. The value '!/J(l), 
the number of exponents, is the rank of the (non affine) Lie algebra (here 
8). We reproduce below the data for the exceptional cases. 

(5.67) 
a b C n f=O exponents 

tetrahedral E6 3 4 6 12 x4 +Y3 +z2 1,4,5,7,8,11 
octahedral E1 4 6 9 18 x3y + y3 +z2 1, 5, 7, 9, 

11, 13, 17 
icosahedral Es 6 10 15 30 xs +Y3 + z2 1, 7, 11, 13, 

17,19,23,29 

The connection between singular manifolds and effective potential in a 
Landau mean field approach is the theme of some recent investigations. 

§6. Extensions 

It is natural to expect that the W-Z-W models are among the basic 
building blocks of rational conformal theories. This is strongly suggested 
by the coset construction of Goddard, Kent and Olive. Therefore one 
would like to extend the previous classification to higher rank Lie groups. 
The task looks formidable, but one may hope to see the emergence of 
some general features. In this last section we describe an (easy) extension 
to SU(N) models at level one and indicate some ways to deal with 
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rank two Lie groups using the arithmetics of quadratic integers. W-Z­
W models based on SU(N) level one involve N characters labelled by 
an integer ,\ running from O to N - 1 and identified with the number 
of boxes in a Young tableau reduced to a single column of length at 
most N - 1. The empty Young tableau is assigned to the character 
based on the identity representation of SU(N), the vacuum state. The 
modular transformation properties imply that the character X>. ( r) can 
be considered as an even periodic function of,\ mod N, 

(6.1) 

such that 

(6.2) 

T: 

S: 

X>.(T) = X>.+N(T) = X->.(T) 

[.\(N - .\) N - 1] 
X>.(T + 1) = exp2i1r 2N -~ X>.(r) 

1 1 L 2i1r.x.\' X>.(-r-) = - exp---x>.•(r). ../N N >.1 modN 

The corresponding algebra of fusion rules is isomorphic with the alge­
bra of N-th roots of unity. In order to get positive integral invariant 
partition functions, properly normalized, we can exploit our results of 
the preceding section, where the formulas were quite similar except for 
the fact that N was even and the character odd in ,\ for SU2 • Here 
we set n = N/2 if 21N or n = N if 2 / N. Apart from this minor 
change the definition of 05, 6ln is the same as in (5.29) except that 
when n = N = 1 mod 2 the multiplier w satisfies w2 = 1 mod N / a:2 

instead of mod 2N / a:2 • A second caveat ( a reflection of "charge con­
jugation" symmetry) is that while the restricted characters X>. ( r) and 
XN->. ( r) are equal, this ceases to be true if we keep the dependence on 
( Cartan torus) angles. So we distinguish a partition function of the type 
L>.,>.' X>.Z>.>.'X>-' from L>.,>.' :X>.Z>.,N->.'X>.', even though as functions 
of r only, they appear identical. 

Proposition 6.1. For every divisor 6 of N, if N is odd, or of 
N /2 if N is even the partition function 

ZN,5(r, r) = L X>.(r)(!l5)>.,>.'X>-'(r) 

(6.3) 
>.,>.' modN 

= L 
>.,>.!mod N/a e mod a 

is a positive integral invariant partition function for SU(N) at level 1, 
properly normalized. 
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A natural conjecture was that these exhaust the consistent SU(N) 
models at level 1. P. De Giavani has informed me that he succeeded in 
actually proving the conjecture to be true. 

Let us show some non trivial examples apart from the two obvious 
solutions ti = n, L>.modN IX>.(r)l2 and ti = 1 the "conjugate" solu­
tion (numerically equal) L>. modN X>.(r)XN->.(r). Consider first SU(9). 
Then we have an extra invariant 

(6.4) 

behaving as 

(6.5) 

From 

(6.6) 

z9,3 = l1/J(r)l2 

1/J(r) = Xo(r) + X3(r) + XG(r) = Xo(r) + 2X3(r) 

-2i7r 
1/J(r + 1) = exp - 3-1f;(r) 

xo(r) = q- 113 [1 + 80q + 1376q2 + ·. ·] 
X3(r) = q- 1/ 3 [84q + 1374q2 + · · ·] 

it is a pleasure to check that 1/J( r) coincides with the cube root of the 

modular invariant j(r), namely the unique character of E! 1) at level one 

(6.7) 1/J(r) = j(r) 113 = q- 113 [1 + 248q + 4124q2 + · · ·]. 

More generally for p an odd prime, we have 

(6.8) Zp,,p(r, r) = L Xap(r) . 
amodp 

For p = 5, i.e. for SU{25) at level 1 the quantity xo + 2(xs + X10) is 
equal to the modular invariant up to a constant, 

(6.9) xo(r) + 2(xs + x10) = j(r) - 120. 

One could of course multiply the examples. 
In conclusion I will report a work in progress with M. Bauer for 

SU(3). Most of what is said applies with little modification to G2 or 
S0(5) (and in fact the discussion of general invariants disregarding inte­
grality conditions, extends readily to higher rank Lie groups). The idea 
is to make use of the fact that the SU(3) weight lattice can be identified 
( up to scale) with a ring of quadratic integers with unique prime factor 
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decomposition ( class field number unity) and one case therefore hope to 
use this multiplicative structure as we did for SU(2). 

For SU(3) we identify the weight lattice with the ring E of integers 
in Q(A). Let 

(6.10) 
2i71" 

w=exp 6 
. 2 2i71" 

J =w =exp-. 
3 

We write any integer in E as 

(6.11) 

with mi E Z. The norm is familiar from the discussion in Section 3. Let 
us consider a model at level k. The Coxeter number of SU(3) being 3, 
it is convenient to trade k for 

(6.12) n=k+3 

A fundamental domain Bn for characters at level k is such that the 
corresponding suffixes A ( quadratic integers) fulfill the inequalities 

(6.13) Bn : A= m1 + m2w ; m1 > 0, m2 > 0, m1 + m2 < n. 

The central charge is 

(6.14) C = ~ = 8 (1 -~) . 
k+4 n 

The conformal weight h)I. is related to the norm of A through 

(6.15) 
AX-3 

h;>.=--
3n 

The root lattice is then the ideal generated by the prime 

( 6.16) p=l+w 

and the ratio of the weight to the root lattice in the field F3 with three 
elements, with additive structure Z/3Z. It was called in older times by 
physicists the triality t (quark has triality 1, antiquark triality -1). This 
is 

(6.17) E/pE = F3 t = m1 -m2 mod3 t 2 = AX mod3. 
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The relation with Young tableaux with at most two lines and m1 +ma-2 
boxes is depicted as 

,n-l m-1 

For m1, ma> 0 the representation of SU(3) indexed by>. has dimension 

( ) 3 -3 
dim>. = m1 ma m1 + ma = >. - \ . 

2 p3 -p 
(6.18) 

It is extended over all of E as an odd function under the Weyl group 
generated by the reflection>. -+ X and the rotation of 21r/3, >. -+ j>.. 
The two Casimir invariants, up to normalization, are 

(6.19) 
C2(>.) = >.X = m~ + m~ + m1ma 

3 -3 Ca(>.)=>. + >. = (m1 - m2)(m1 + 2ma)(2m1 + m2). 

Note that charge conjugation>. +-+ wX or m1 +-+ ma leaves C2 invariant 
but changes the sign of C3 • The three integers, obtained by the action 
of the Weyl group on m1 - m2, 

satisfy a cubic equation 

(6.20) d3 - 3dC2 + Ca = 0 

and of course one must have Ca 2 < 4C2 3 for real solutions. 
The characters of the corresponding affine algebra A~1>, noted again 

X>. (>. E Bn) can be extended to E as follows. Consider the quadratic 
integer 

(6.21) N=pn. 

It generates an ideal, NE, n times the root lattice, and we set 

(6.22) 

a finite ring with .N7v = 3n2 elements. It is easily verified that if W 
stands for the Weyl group the "interior" of E/11 /W is Bn, where by 
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interior we mean the orbits with IWI = 3! points. We extend X>. on the 
complete weight lattice, through 

(6.23) wEW Xw>.(r) = €(w)n(r) X>.+.N"(r) = X>.(r) 

and En appears as a fundamental domain for a Weyl-Coxeter inhomoge­
neous group (isomorphic to the one of A~1)). With ~ a primitive 3n-th 
root of unity, ~ = exp 2i7r /3n, the modular transformation properties of 
the characters read 

(6.24) 

where the expression of S uses the antisymmetry of X>. with respect to 
W. The restricted characters are invariant under charge conjugation, a 
property which translates into X->. = -X>.· From the above, we recog­
nize that the diagonal sum 

(6.25a) ztl(r, r) = L lx>.(r)l2 

>.EB,. 

is a natural principal invariant, to which we can immediately add the 
(numerically equal) conjugate 

(6.25b) Z (n)( -) 
A' r, r = 

A complementary D series can be described as follows (Bernard-1987, 
Altschuler, Lacki, Zaugg-1987). The equilateral triangle En is invariant 
by a rotation of 271" /3 around its center, 

.X ---+ u(.X) =j.X+n 

where u 3 is the identity. With t = m 1 - m2 mod 3, we find 

Lemma 6.1. 

(6.26a) (i) t(.X) = ±n mod 3 ~ iu± 1 (.X)l2 = I.Xl2 mod 3n 

(6.26b) (ii) t(u± 1(.X)) = ±n + t(.X) mod 3. 

The structure of a modular invariant D is then given by 
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Proposition 6.2. The D-invariant reads 

zi;l(r, r) = L XJ.(r)ZfNXN(r) 
J., J.' EB,. 

(i) n = 0 mod 3 

(6.27) D { OJ,, ).1 + Ou(J.), ).' + 0172(J.), ).' 
ZAA' = 

0 

(ii) n ¢ 0 mod 3 

zf\, = 817 .. ,c>->(J.),J.'· 

pj.X, pj>.' 
otherwise 

In (i) the conditions pj.X, pj>.' mean that A and>.' belong to the root 
lattice, while in (ii) no such condition applies. To Zv we may add the 
conjugate Zv, which may or may not coincide with Zv. For instance 
when n = 6 using the explicit notation XJ. = Xm1 , m2 

while for n = 7 

z1;>(r, r) =lx1,1l 2 + lx2,2l2 + lxa,al 2 + IX4,1l2 + lxi,412 

+ X2,1X4,2 + X4,2X2,1 + X1,2X2,4 + X2,4X1,2 + Xa,1X1,a 

+ X1,aXa,1 + Xs,1X1,s + X1,sXs,1 + Xa,2X2,a + X2,aXa,2, 

If we use the fact that as functions of r only, two conjugate characters 
_ . (7) (7) _ 

are equal Xm1 ,m2 - Xm2 ,m1 we find that the difference ZA - Zv -
2Jx2,1 - X4,2l2 and indeed 

n = 7 X2,1 - X4,2 = 3. 

One knows a few more invariants (Christe and Ravanini-1988). They 
emerge from embeddings into W-Z-W models for higher rank Lie groups 

at level 1 except z1~,2) {Moore andSeiberg-1988) which derives from the 

zg2) invariant using the identity 

n = 12 X2,2 + X2,s + Xs,2 = X4,4 + 8. 

The embeddings are in SU(6) level 1 (n = 8, c = 4), Ea level 1 (n = 
12, c = 6) and E1 level 1 (n = 24, c = 24) all the values of n being 

divisors of 24. For lack of a better notation they are referred as zt> 
invariants (we don't list a possible distinct conjugate). 
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{6.28) 

n = 8 Z18) = lx1,1 + Xa,al 2. + lxa,1 + Xa,412 

n = 12 

n = 24 

+ lx1,a + X4,al2 + IX4,1 + xi,41 2 

+ lx2,a + X6,1l2 + lxa,2 + Xi,612 

z112) = lx1,1 + X10,1 + X1,10 + X5,5 + X5,2 + X2,sl 2 

+ 2lxa,a + xa,6 + X6,al2 

z1~~l = lx1,1 + x1,10 + x10,1l 2 

+ lxa,a + xa,6 + X6,al2 

+ 2IX4,412 + lx2,s + Xs,2 + Xs,sl 2 

+ lx1,4 + X7,1 + X4,712 

+ IX4,1 + Xl,7 + X7,412 

+ X4,4 (x2,2 + x2,s + xs,2) 

+ (x2,2 + x2,s + xs,2) X4,4 

z?4) = lx1,1 + Xl,22 + X22,1 + X5,5 

+ X14,5 + Xs,14 + ~11,11 + X11,2 

+ X2,11 + X7,7 + X10,7 + X7,1ol2 

+ IX7,1 + Xl,7 + Xl6,l + Xl,16 

+ X7,16 + Xt6,7 + Xs,s + Xs,s 

+ Xs,11 + Xn,s + xs,11 + X11,sl2 
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Perhaps to no surprise if, for n = 12, if we define z( r) as the ratio 

z(r) =.;; Xa,a + Xa,6 + X6,3 
X1,1 + X10,1 + X1,10 + Xs,s + Xs,2 + X2,s 

we find that it transforms according to the tetrahedral group generated 
by 

T 

s 

z(r+l)=j 2z(r) 

z(-r-1) = v'2- z(r) 
v'2z(r) + 1 

while in the case n = 24 the similar ratio 

() X7,1+X1,7+ ··· 
Z T = ----'-------'----

Xt, 1 + X22, 1 + X1, 22 + 
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transforms according to the octahedral group, generated by 

T: z(r + 1) = -iz(r), S: z(-r-1) = 1- z(r). 
1 + z(r) 

Could there exist an icosahedral invariant not yet listed. One might 
dream that other finite groups (perhaps subgroups of SU(3)) might play 
a role. 

If one forgets for the moment the integrality ( and positivity prop­
erty) one can easily describe the commutant of the linear transformations 

(6.29) s - 1 t>.>.' +>.>.' 
>.,>.' - .J3ni"' 

where the indices are modN. Following the technique of finite quantum 
mechanics of Section 5, we introduce a Hilbert space 1i of dimension 3n2 

spanned by an orthonormal basis {I .X } } with .X modN. The operators 
T and S act in 1{.. Now EN as an additive group is isomorphic to its 
dual, this justifies introducing 3n2 diagonal operators 

(6.30) 
µ, vmodN. 

Further define 3n2 operators PP., µ modN such that 

{6.31) 

with 

(6.32) pP. I A ) = I A+ µ } 

The operators P, Q, e generate the Heisenberg on EN and any operators 
on 1i can be expanded as 

{6.33) M = 3~2 L P""Q"'Tr(Q-"'P-P.M). 
µ,vEEN 

Define for each "vector" ! = (µ, v) µ, v E E a symbol 

(6.34) 
{!} = eB<>-> P""Q"' = eB<>->[!l 
eB(>.) = e ee"tee" 
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consistent from the fact that pµv + pµv is a multiple of 3. Thus {~} 
is not periodic modN as [.~] = PP.Q" but only mod3n. If fl= (a, /3), 
{~ + N fl} = j<•ii+J3ii+av+~P.{A}. On the other hand under the adjoint 
action of the modular group generated by ad T and ad S we have the 
simple relations 

(6.35) 
7- 1 {~}T = { ~ ( ~ ~l)} 
s- 1{~}S = {~ ( ~ --;/)} 

so that s- 2 {~}S2 = { - ~} and for any element of f 

(6.36) A=(~ :) -+ A 

The action is the identity if and only if A = I mod 3n so that the image 
group is G = r3n. If we act on W = PP.Q" defined modN we expect 
therefore 

with eB(!\A)-B(!\) = e[<>bµ.ji+cdvii+bc(µ.ii+µv)J, which we also write for short 
eQ(!\A, !\) • It is readily verified that for any representative of ~ mod 3n 
this is invariant if we change µ and/ or v by a multiple of N, so that it is 
well defined for~ modN. Let 1il!. denote the isotropy group of~ modN 
in r 3n, we have 

Lemma 6.2. The adjoint action of the modular group r 3n, for­
mula (6.37) is well defined if we make any substitution (H E 1i>., H' E 

1i!\A) 

(i) ~H for~ (ii) A-+ HA (iii) A -+ AH'. 

We have k\H] = W and k\AH] = k\A]. Pick an arbitrary rep­
resentative of ~ mod 3n, then ~H differs at most from ~ by a vec­
tor proportional to N hence eQ(!A,!\) is invariant under ~ -+ '!iH. 
Now change A into AH' then eQ(!\AH',>.) = eQ(!\AH',!A)eQ(!\A,!\), on the 
other hand if A - HA we have eQ(!\HA,!\) = eQ(>.HA,>.H)eQ(!\H,!\) = 
eQ(>.A,>.) eQ(>.H,>.) from (i). Hence to prove (i) and (ii) it is sufficient to 
show that eQ(l!.H,!\) = 1 for any ~ mod N and H in 1i>. For convenience 
~ = (µ, v) is written as (µ = k + k' p, v = l + l' p) and the condition 
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Ai = A2 mod N becomes k1 = k2 mod 3n, f1 = f2 mod 3n, k1 = k2 

mod n, f1 = e; mod n. Let H E 1-i>., H = (: ~) ad - be = I mod 

3n, then 

for some pair p, q, mod 3. Written in full, we find 

{Q(~H,~) = j(kq-lp) = I 

where the conclusion follows from equating the determinants of the ma­
trix equality: (kfl-k'f) = k(f+qn)-(k'+pn)f mod 3n, hence kq-fp = 0 
mod 3, and the lemma is proved. Let A mod N be a fixed representative 
of an orbit O E EN x EN /r 3n of the action of the modular group on 
EN x EN, then we have the following 

Proposition 6.3. For any orbit O we have a unique invariant, 
up to a phase depending on the representative point A E O, 

K>. = eQ(~C,>.) K>.c = - 1- "A- 1 [A]A 
- - \1-i>.\ -~ 

- ran 

( 6.38) = \~>.\ L[AA]{Q(~A.~) 
ran 

= L [AA]{Q(~A.~) 

ran /1t>,. 

and this is a basis of linearly independent nonvanishing elements of the 
commutant. 

Any element of the commutant is a linear combination of such invari­
ants. Two different orbits involve distinct sets of [A], and K~ does not 
vanish since it can be written as a sum over distinct terms [A A](Q(~A.~) 
picking a representative A in each left coset r 3n /1-i>., 

If A = {µ, v} the determinant A = (µv - µv) 2w3- 1 mod 3n is obvi­
ously constant along each orbit, so is 8 the greatest common divisor of 
µ, v, and N. Unfortunately this is not quite sufficient to characterize 
the orbits. M. Bauer has obtained an explicit description which will 
be reported elsewhere. To continue would require to find an appropri­
ate basis of the commutant with integral valued matrix elements and 
then introduce the antisymmetry properties of the characters. Work is 
actively pursued in this direction. 
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