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Finitary Set Theory

Laurence Kirby

Abstract I argue for the use of the adjunction operator (adding a single new
element to an existing set) as a basis for building a finitary set theory. It allows
a simplified axiomatization for the first-order theory of hereditarily finite sets
based on an induction schema and a rigorous characterization of the primitive
recursive set functions. The latter leads to a primitive recursive presentation of
arithmetical operations on finite sets.

1 Introduction

What does set theory tell us about the finite sets? This may seem an odd question,
because the explication of the infinite is the raison d’étre of set theory. That’s how it
originated in Cantor’s work. The universalist, or reductionist, claim of set theory—
its claim to provide a foundation for all of mathematics—came later. Nevertheless,
I propose to take seriously the picture that set theory provides of the (or a) universe
and apply it to the finite sets. In any case, set theory reaches the infinite by building
it upon the finite.

The set-theoretic view of the universe of sets has different aspects that apply to
the hereditarily finite sets:

1. the universalist claim, inasmuch as it presumably says that the hereditarily
finite sets provide sufficient means to express all of finitary mathematics;

2. in particular, the subsuming of arithmetic within finite set theory by the iden-
tification of the natural numbers with the finite (von Neumann) ordinals: al-
though this is, in principle, not the only representation one could choose, it is
hegemonic because it is the most practical and graceful;

3. the cumulative hierarchy which starts with the empty set and generates all
sets by iterating the power set operator.

I shall take for granted the first two items, as well as the general idea of generating
all sets from the empty set but propose a different generating principle: the binary
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operation of adjunction (or adduction")

(x,y) = xU{y}

which adds a single new element to an already existing set.

It is well known that the hereditarily finite sets can be characterized as those sets
which are members of every class X such that the empty set is in X and X is closed
under adjunction; see Section 2 for some historical remarks.

In [10], I investigated a hierarchy on the hereditarily finite sets based on the ad-
junction operator. In this paper I show how the notion of adjunction is a natural start-
ing point for expressing set-theoretic forms of first-order mathematical induction and
for defining the primitive recursive set functions. Adjunction, as a generator, will be
seen to be intrinsically finitist in character.

An interesting contrast between arithmetic and set theory is that the former is
based upon functions (successor, addition, multiplication) whereas the latter, in its
usual formalization, is based upon a relation (the membership relation).”

By making the notion of adjunction fundamental, we can base set theory upon
a function which is a generalization of the successor function of arithmetic. This
brings out in a more direct way the parallels between finite set theory and arithmetic.
In fact, the fundamental generator for arithmetic, the successor function, will be seen
as the diagonalization of the adjunction operator.

In Section 2, building on work of Previale, I define a first-order version of an
induction principle based on adjunction which is due to Tarski and Givant. This
is used to present a simplified version of Previale’s Peano set theory PS and some
subtheories of PS.

In Section 3, I survey the primitive recursive set functions and use adjunction to
simplify and clarify some previous expositions thereof. In particular, I introduce a
criterion called respectfulness which ensures that a primitive recursive definition is
consistent. I discuss primitive recursive definitions of basic set-theoretic operators.

This allows me, in the brief Section 4, to state suitable versions of different kinds
of set-theoretic induction that also hold in subtheories of PS.

In another paper [9], I defined generalizations to all sets of ordinal addition and
multiplication. In Section 5, I sketch the development of this arithmetic for the hered-
itarily finite sets. I show how, in the finite case, addition and multiplication of sets
have natural primitive recursive definitions in terms of adjunction, and I sketch how
their arithmetic is developed within subsystems of PS.

2 Peano Set Theory

We work in a language £(0;) for set theory which differs from the usual language
£L(0 €). L£(0;) has a constant symbol 0, which will be used for the empty set and a
binary function symbol written x; y or [x; y].3 The intended interpretation of a; p
is a U {p}. Informally, I shall write a; p, g for [a; p]; q.

p € a is defined to mean a; p = a. So, in fact, L£(0 €) and L£(0;) have the same
expressive power: each of the symbols is definable in terms of the other in a common
extension L(0 € ).

Following the usual development of set theory, the finite (von Neumann) ordinals
are defined by iterating the successor operator x — [x;x]. V, denotes the wth
level of the usual cumulative hierarchy, which is obtained by iterating the power set
operator. V,, is equal to the set of hereditarily finite sets. Following a standard abuse
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of notation, I shall also denote by V,, the structure for .£(0;) whose domain is V,,
with the restriction of the adjunction operator to V.

For closed terms s, t of L£(0;), define s = t < sV = Yo where Y is the
interpretation of the closed term ¢ in V,,. Equivalently, s =t < V, =5 =t. A
syntactical equivalent for this concept is given in [10], along with more details of
these preliminaries.

Let PS be the theory consisting of the universal closures of the following axioms:

0; x #0. (1)

X;Y,y =X ). )

X, Y, 2=X;2,). 3)
X;V,Z=X; Yy X;2=XxV =Y. @)

PSy is true in V,,. Montagna and Mancini [13] have shown how to interpret Robin-
son’s Q in a system consisting of the axioms (1) and (4).

In 1909, Zermelo [27] proposed a form of induction on finite sets. In Principia
Mathematica, Whitehead and Russell proved that the sets obtainable from the empty
set by repeated adjunctions are precisely the finite sets.* In 1924 Tarski [21] included
this idea among several notions of finiteness which he proved equivalent. He used
a formulation in terms of an induction that was closer in spirit to Peano’s induction
axiom. Recast as a first-order schema, and in the notation of the present paper,
Tarski’s 1924 induction is this:

Weak induction  ¢(0) AVxy(p(x) = o([x; ¥])) = Vxe(x), )

where ¢ may also contain parameters. But what turns out to be a more fruitful form
of induction was proposed half a century later by Givant and Tarski [6]:

Induction ¢ (0) AVxy(p(x) A p(y) = o([x; y]) — Vxp(x). (6)

As Givant and Tarski pointed out, this version of induction incorporates foundation
(see Proposition 2.6 below). And it corresponds to generating the hereditarily finite
sets rather than the finite sets.

Following, but simplifying, Previale [17], I denote by PS (for Peano set theory)
the axioms (1)—(4) together with the induction schema (6) for first-order formulas,
with parameters. After Lemma 2.5, I shall discuss the equivalence of my version of
PS with Previale’s.

An equivalent axiom system was given by Tarski and Givant in [23, p. 223], and
a modification was developed by Swierczkowski [19] to provide a framework for the
Incompleteness Theorems in which sequences do not need to be Godel coded.

Now I review the Levy hierarchy of formulas of set theory: Ag = X¢ = Ilp is
the class of formulas all of whose quantifiers are bounded, that is, of form Vy € x
or dy € x. A X, formula consists of a block of unbounded existential quantifiers
followed by a II, formula, and a II,; formula consists of a block of unbounded
universal quantifiers followed by a X, formula. This hierarchy of formulas can be
used to define a hierarchy of subsystems of PS, analogous to the subsystems 1%,
and I'I1,, of first-order Peano arithmetic PA which were first studied by Parsons [15],
[16]. IZ,S will denote PS with the induction schema (6) restricted to X, formulas,
and similarly for /11, S and 1 A(S. I shall denote by Weak I X, S and Weak I11,,S the
corresponding theories using weak induction (5). Basic predicate logic shows that
13,8+ Weak X, S.
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Analogously to the case of arithmetic, we can define a theory B X, S which con-
sists of Weak I AgS together with the X,,-collection schema:

Vxeydzeo - uVxeydzeuop,

for ¢ in X,. Then we follow what was done for arithmetic in Parsons [15] and
Paris-Kirby [14].

Lemma 2.1 Any formula of form Yx € y 0 with 0 in X, is, provably in BX, S,
equivalent to a X, formula.

A block of like unbounded quantifiers can be replaced by a single quantifier, either
by developing a pairing function, or, as the referee has pointed out, by observing that
it is provable in PS¢ that

dxp...qIxp e« IxIxrex...Ax, €x g,
so if ¢ € II,, then by Lemma 2.1 there is a II,, formula y such that
BX,SF3x;...3x, 90 < Ix .
Lemma 2.2 WeaklIX,S+ BX,S, ifn > 0.

Proof By induction on n. The idea is much like the corresponding proof for arith-
metic, but I give some details to indicate how weak induction is enough. Suppose
that either » = 1 or n > 1 with the result proven for n — 1. Suppose Vx € adzgp
where ¢ is a X,, formula, say, ¢ is 3yf(x, y, z) with 8 in I1,,_;. It will be enough to
prove Yuy (1), where y (u) is

(uCa)—> FAtVxeudzerIy etb(x,y,2)).

If n =1, then y is X;. If n > 1, then by the inductive hypothesis we have BX,_; S,
so by Lemma 2.1 we may assume that  is X,. Now we apply weak induction to y .
Suppose w (u) and u C a, so that for some b, Vx € u3dz € b3y € bf. We need to
show that w (u; v) for any v. But we may assume that v € a so that for some c, d,
0, c,d). ThenVx € [u;v]3z € [b; c,d]y € [b; ¢, d]O(x, y, 2). O

Weak [ £1S proves the existence for any a, p of a \ {p}, where \ denotes the set-
theoretic difference.

Lemma2.3 WeakIZ(SHEVxyIz(yExAz=x)V (Y EXAZLY=XAY &2)).

Proof For given p, show by weak induction on a that 3z((p ¢ a Az = a)
V(peanz;p=aAp¢z)),oras we may informally write, z = a \ {p} exists.
Ifa =0,thenz =0.If z = a \ {p} is given, then we can define 7' = [a; ¢] \ {p}: if
p = q, then 7/ = z, and otherwise 7’ = z; q. O

Next I note that the ordinals of a model of 1 X, S armed with the successor function
form a model of the arithmetical theory I X,: let Ord(x) be a Ag formula denoting
‘x is transitive as are all elements of x’, so that this predicate represents the ordinals
of a model of PSy. Then in 7 £, S one can prove that for a X, formula ¢,

»(0) AVx(Ord(x) = (p(x) = ¢(x; x)) — Vx(Ord(x) — ¢(x)).
Lemma24 WeaklIZX, S+ WeakIIl,S.
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Proof Suppose that ¢ is a counterexample to Weak IT1,S: ¢(0) A Vxy(p(x)
— ¢([x;y]) but —~¢p(a), with ¢ € II,. Let w(x) be a ¥, formula representing
—¢(a \ x): formally, use Lemmas 2.1 and 2.2 to obtain y (x) equivalent to

Iy(Vzey(zea) AVzea(zey < z¢€x) A —p(y)).

Then w(0) and —y (a), and suppose w (x). Then for any y, w(x; y): forif y € x,
then this is trivial, and if y & x, then a\x = [(a\[x; y]); y] and so the assumption of
weak induction for ¢ gives —¢(a \ x) = —¢(a \ [x; y]). So y is a counterexample
to Weak 1 X, S. O

Extensionality follows from the particular instances of it in axioms (1) and (4).

Lemma 2.5
(1) PSo = Vxy [x; y] #0.
(i) Weak IAgS - 3y(y € a) <> a #0.
(iii) Weak IZ;SEFVYy(yea < yeb) > a=b.

Proof (i) Ifa; p = 0, then using axiom (2), 0; p = a; p, p = a; p = 0, contra-
dicting axiom (1).

(i) If p € a,thena = a; psoby (i) a # 0. A weak induction on a shows that
a#0—3Jyea(y=y).

(iii) A proof that extensionality follows from (ii) and the above axioms for PS is
essentially contained in Previale [17, Section 5]. We prove by weak induction on a
that Vz(Vy(y € a <+ y € 7) — a = z). (This can be written as a II; statement,
so we are appealing to Lemma 2.4.) The case a = 0 follows from (ii). Suppose
the result is proven for a and show it for a; p. If p € a, then a; p = a, so there is
nothing to prove, so assume p ¢ a. Assume for arbitrary z: Vy(y € a; p <> y € 2).
Take zo = z \ {p} given by Lemma 2.3. So p ¢ z¢ and zg; p = z. Thus for any y,

LZY=2<20p,Yy=20;P < 20,y =20 VY =p (axiom (4));

thatis,y e z < yezovy=p.Sincey € a; p < y € aV y = p, and recalling
that p ¢ a and p ¢ zo, it follows that y € zg <> y € a. By inductive hypothesis,
zo = a and hence z = zp; p = a; p using (2). O

Alternatively, as the referee has suggested, one can prove extensionality by develop-
ing the concept of rank in 7/ XS and using induction on rank (which I shall mention
later in Section 4).

Now I discuss the relationship of the present system to that of Previale [17]. Since
extensionality guarantees the uniqueness of x \ {y}, we may choose, as Previale does,
to include in our language a binary function symbol for x \ {y}, with as its definition,

X\Pl=z2O0éxAz=x)V(YEXAZY=XAY E2)

(cf. Lemma 2.3).

Previale has another symbol in his language: x < y, corresponding to ‘x is an
element of the transitive closure of y’. But this symbol can be eliminated by defi-
nition in /XS and stronger theories, because /XS - TC, where TC is the axiom
of transitive containment which states that every set is a subset of a transitive set,
or equivalently that every set x has a transitive closure TC(x). (The proof of this
from XS is straightforward, and it may be instructive to observe where induction,
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rather than weak induction, is used; cf. equation (1 1) below.) Thus the theory PS in
Previale’s extended language is a conservative extension of our PS.

Proposition 2.6 (Previale)
(1) (e€-induction) PSFEVx((Vy € xp(y) = ¢(x)) = VYxp(x).
(i1) (Foundation schema) PSFE Ixp(x) — Ix(p(x) AVy € x ~p(¥)).
(iii) PS + ZF + —o0; that is, Zermelo-Frinkel set theory with the axiom of infinity
replaced by its negation.

Here ZF + —oo may just as well be considered as formulated in £(0;) rather than
in the usual language of set theory. For the proof of this proposition the reader is
referred to [17]. Note that (ii) is just the contrapositive of (i) with ¢ replaced by —¢.
(i) and (ii) will be refined to subsystems of PS in Section 4 below.

The following is an extension of (iii).

Proposition 2.7  PS is logically equivalent to ZF + —oo + TC.

Sketch of a proof It was mentioned above that PS = TC. For the converse, which
is a variation of the well-known (or at least known) fact that TC is needed to prove
e-induction in the absence of infinity, notice that if we have a counterexample to
induction in the shape ¢ (0), Yxy(¢(x) A p(y) = o ([x; y])), but —=¢(a); then the set
{x € TC({a}) | (x)} can be used to obtain the axiom of infinity.’ O

Closely related to all this is the “folklore” result that PA and ZF + —oo are mutually
faithfully interpretable. The argument can be summarized as follows, in two converse
directions.

On the one hand, a coding first introduced by Ackermann [1] gives an interpre-
tation of finite set theory in number theory, which is exposed in detail, for example,
by Wang [25] and Kaye and Wong [8]. Essentially, if we already have natural num-
bers ny, ..., n; coding the finite sets ay, ..., ag, then the set {ai, ..., ai} is coded
by 2"t + ... 4 2" Ackermann’s coding will be used in Section 3 below. And on
the other hand, as in the discussion preceding Lemma 2.4, the ordinals of a model of
ZF + —oo form a model of PA. For detailed discussion of this, including the fact that
TC needs to be added to ZF + —oo to get interpretations which are inverse to each
other, see Kaye and Wong [8].

3 Primitive Recursive Set Functions

Tait [20] expounds the thesis that “finitist reasoning is essentially primitive recursive
reasoning in the sense of Skolem”:
We discern finite sequences in our experience—sequences of words on a page,
of peals of a bell, of people in a room ordered by age or size or simply by
counting. ([20], p. 529)
Tait calls the “form” of finite sequences “Number,” and continues:
...we are taking Number in its ordinal sense. If we wished to take it in the

sense of cardinals we would only need to replace ‘finite sequence’ in the
discussion with ‘finite set’ without any essential difference.

So, while it is upon the basis of Number that Tait defends his thesis, it applies equally
well to finitist reasoning in set theory. The primitive recursive set functions are the
finitistic set operations. In this section I shall show how the language of adjunction
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allows a simple definition and development of the primitive recursive set functions
on V,,, using recursive definitions of form

f(0,§)=g(2), f([a;p]az):h(aa ps f(a,z), f(p,?),?) @)
Before laying this out in detail, I survey some previous expositions of the primitive
recursive set functions.

Rodding [18] defines the primitive recursive set functions as the smallest class
of functions from VX to V,, containing as initial functions the constant function
(~)(7c) = 0, the projections P, ;(x1, ..., X,) = Xx;, singleton operator x — {x}, union
x Uy, and intersection x N y, and closed under substitutions

f&) =g (X), -, hi (X))

and recursive definitions of form

[0,2) =@,
f(a},2) =hi(a, f(a,2)),3),
f@Ub,?) =ha(a,b, f(a,?), f(b,7),7).

In my exposition below, two of Rodding’s generating operators, union and singleton,
will be replaced by the single adjunction operator [x; y]. Indeed, it is easy to define
adjunction in terms of union and singleton, and singleton in terms of adjunction, and
I shall give a primitive recursive definition of union in terms of adjunction.

In addition, Mahn [12] shows that the intersection operator may be omitted from
the initial functions in Rodding’s system, and below I shall adapt his proof to obtain
a primitive recursive definition of intersection.

Jensen and Karp [7] define a more general class of (transfinite) primitive recursive
set functions on a broad class of transitive classes (so that V,, is a special case).
Following, they say, Gandy, they use adjunction among their initial functions in place
of singleton and union, and instead of intersection they use the cases function:

x ifue€o,

Clx,y,u,v) = { ®)

y otherwise.

And Jensen and Karp have yet another recursion schema:

f0,3) =g U, Dlu e x),x,?).

I omit the technical proof that this schema is equivalent in the case of finitary set
theory to Rodding’s and to (7). Below I shall indicate how the cases function can be
obtained from the other initial functions.

Informally, since Ackermann’s coding surely fits our intuition of a primitive recur-
sive translation procedure between sets and numbers, primitive recursive set theory
is essentially the same as primitive recursive arithmetic. This is formally proved
by Rodding [18] who shows that the primitive recursive set functions are identical,
modulo Ackermann’s coding, with the number-theoretic primitive recursive func-
tions. (See also [7, Section 3].)

In the above recursion schemas, both (7) and the Rodding version, I glossed over
a problem with primitive recursions on sets. The problem is that there are many
ways to build up a hereditarily finite set using adjunction (or using singleton and
union); that is, for nonempty a € V,, there are many closed terms ¢ of £(0;) such
that #¥» = a, and we need to make sure that the result of the recursive procedure
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does not depend on the order in which the set is built up.® Rodding deals with this
problem by stipulating that the three clauses of his recursive definition are not mutu-
ally contradictory (nicht untereinander widerspruchsvoll) and leaving it at that. But
this is not clear. I now provide a precise and sufficient criterion for such consistency.

Definition 3.1  Let i(x, y, u, v, Z) be a function from V£+4 to V,, where k is the
arity of Z. h is respectful if the universal closures of the following statements are
true:

h(lx; yl, y, hix, y,u,0,2),v,2) = h(x, y,u,v,2) ©))

and

h(lx; y), ¥, h(x, y,u,0,2),0",2) = h(lx; Y'1, y, h(x, y' u,0',2),0,2).  (10)

Definition 3.2  The set PR(V,,) of primitive recursive set functions on V,, is the
smallest set of functions from VC’; to V,, containing as initial functions the constant
function (N)()?) = 0, the projections Py ;(x1, ..., x,) = x;, and adjunction [x; y], and
closed under substitutions

fE) =g (), ... k(X))

where g and h; are primitive recursive, and recursion of form (7) where g and h are
primitive recursive and / is respectful.

Later it will be convenient to distinguish concisely the primitive recursive set func-
tions in PR(V,,) from the classical (number-theoretic) primitive recursive functions
on @, so I shall denote the latter by PR(w).

We need to justify Definition 3.2 by showing that such an f is well defined. The
following informal argument will show that respectfulness of / suffices for building
up f without ambiguity.

Suppose f is defined recursively from f(0) and f([a; pl) = h(a, p, f(a), f(p))
with & respectful. (Here and later [ omit parameters.) The value of f({ay, ..., an})
is obtained by iterations of the recursion scheme that yield a sequence consist-
ing of the values of f(0), f({a1}), f({a1,a2}), ..., f({a1,...,a,}). The value of
f({ai, ..., ar}) depends, via the function %, on the value of f({ay,...,ar—1}) and
the value of f(ax), and the latter is likewise obtained by considering a list of the
members of a;. So to show that the value assigned to f({ay, ..., a,}) is unique it
is enough to show that whenever {ay, ..., a,} = {b1, ..., by}, the two sequences of
values end at the same value.

The second clause (10) of respectfulness implies that we can always transpose
two adjacent members of a sequence; that is, iterations over the sequences

{ala"'aai’ai+15"-aan}and{ala'-'5ai+1’ai5-"5an}

give the same final value. Since any permutation of {ay, ..., a,} is obtainable as a
product of such transpositions, any permutation of the original sequence will give
the same final value. The first clause (9) implies that repeated elements can be omit-
ted: {a1,...,ai,ai,ai42,...,ay}and {ay, ..., a;,aiy2, ..., a,} give the same final
value. So any two listings of a set yield the same final value.

The above argument can be formalized syntactically by working with functions
on terms of L£(0;) rather than on sets and showing that if s = ¢ then a respectfully
defined function f has f(s) = f(¢).



Finitary Set Theory 235

3.1 Primitive recursive set functions and 7X1S Just as the number-theoretic
primitive recursive functions are those which are provably total in /X (a result
due to Parsons [15]), analogously the primitive recursive set functions are those
provably total in /X;S. Before getting to the nuts and bolts of constructing some
primitive recursive set functions, it will be useful to sketch one half of this analogue
of Parsons’ theorem for set theory, namely, that the class of definable functions of
1 X1 S is closed under primitive recursion, so that any primitive recursive set function
is definable in 7 X1 S by a X1 formula. This will justify the use in 7 £1S of recursion
over already-defined primitive recursive functions to define new ones.

Suppose f is defined from g and 4 by the primitive recursion scheme (7), with
h respectful, and that we already have X formulas ¢ and y defining the functions
gand h: 1218 FVZ3lyp(y,%) and I1Z1S - VixyuoIlwy (x,y,u, v, w, 7). Infor-
mally, we write g(Z) = w for p(w, z) and h(x, y,u,v,z) = wfor w(x, y, u,v, w, 7).
We need to show that there is a X1 formula 0 such that 1S + VzZVx3ul(x, u, 7)
and I XS also proves Vz0(0, g(Z), 2) and VZVxy0([x; y], h(x, y, f(x,2), f(1,2), 2).
This @ defines f.

In 7X1S, sequences can be coded in the usual way, so that a set s represents a
sequence (so, . . . , Si(s)), Where [(s) is one less than the length of s.

Let ‘s builds x’ be the formula

s0=0 A8y =x AVi <I(s) (i =0V Fjk <is; =sj;8).
Then it is straightforward to show that
1218 Vx 3s (s builds x).
Now let 0 (x, u, ) be the formula

st (I(s) = 1(t) A s builds x A ¢(10,2)

AV < L)Yk <i (si=[sj5 6] = w(sj, Sk, 1, I, 1, ) A iy = u).

This @ has the required properties. And, as above, the respectfulness of & guarantees
the uniqueness of u = f(x, 7), regardless of which sequence s building x is used.

The other half of the analogue of Parsons’ theorem—that the provably total func-
tions of I 1S are primitive recursive—can be verified by examining proofs of Par-
sons’ theorem which use general consequences of Herbrand’s theorem that apply
also to our set-theoretic setting, for example, those by Avigad [2] and Ferreira [3].
In particular, constructions of primitive recursive set functions such as will be given
below can be construed as existence proofs in / Z;S.

3.2 Some examples of primitive recursive set functions  In the remainder of this
section, I shall run through the primitive recursive definitions of some familiar basic
set operations.

If ¢ is a closed term of L£(0;), then the constant function to tYo is in PR. Any
open term 7 (X) of L£(0; ) gives rise to a function #" in PR, and we simply write ¢ for
this function.

The binary union operator f(x, y) = x U y is defined by

aU0=a, aU|[b; p] =[(aUb); pl.
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Here the recursion step of (7) is carried out using the function A(x, y, u,v) = u; y
which is respectful because, working in PSy,

h([x; yl, y, h(x, y,u,v),0) = h([x; ¥, y, [u; y],v)
=[u;y;y =u;y = h(x, y,u,v),

and similarly

h(lx; y1, Y h(x, y,u,0,),0") =usy, Yy =u; ',y
= h([x; ¥l y, h(x, ¥, u,0'),0).
When using a primitive recursive definition of a standard operation in PS, we need to

justify the name by verifying the properties of the function in PS. Thus for the union
we note the following.

Lemma 3.3  The universal closures of the following statements are provable in
1Z1S:

(i) 0OUa =a;

(i) xeaUb<xe€aVvxeb.

Proof (i) By induction on a.
OUla; pl=0OUa); p by the definition of U
=a;p by inductive hypothesis.

(i) By induction on b for fixed a:
x€e€aUlb;pl=(@Ub);p<x€albVvx=p by Axiom (4)
< x€aV xebVvx=p byinductive hypothesis
< x€aV xelb;p] by Axiom (4) again.
O

(The attentive reader may notice that both the inductions in this proof were weak
inductions. But as in the discussion above, I XS rather than Weak I XS is needed
to establish good behavior of recursive definitions; other properties of standard set
operators do require / XS, as does the proof of Lemma 3.4 below.)

Standard properties of the binary union operator, such as commutativity and as-
sociativity, follow.

The unary union operator | J x is defined by

UO:O, U[a;p]:UaUp.

Here we need to check that the defining function i (x, y, u,v) = u U y is respectful.
This is because (a U p)Up = aUpand (aU p)Ug = (aUgq) U p. In the
following examples of standard operators, verification of respect, and of the standard
properties, is left to the reader where it is straightforward.

The transitive closure is defined by

TC(0) =0, TC(a; p) = [(TC(a) UTC(p)); p]. 1)

I omit proofs that ¢ € TC(a), y € x € TC(a) — y € TC(a), and TC(a) =
U{TC(x) | x € a} Ua. The following strengthening of the axiom of foundation is
proved, for PS, by Previale [17, Section 3, Proposition 8].
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Lemma3.4 [X;SF Vx(x ¢ TC(x)).

The power set operator Px is defined in two stages: first define an operation
axb={[x;b]| x €a}by
0>b=0, [a; pl>b = (avb); [p; b].
Now PO =1, Pla; p] = PaVU (Par p).
The set ¥ x of functions from y to x: first define a <, b = {[a; (p, y)] | y € b} by
a<p0=0, a<,[b;q] =(a<pb);la;(p,q)]
(The ordered pair (p, q) is defined as usual: (p, g) = 0; [0; p], [0; p, g]). Then
Op =1, l®rly = U{z <px|ze “x}.
The Cartesian product a x b: first define a x {b} by
0 x{b} =0, [a; p] x {b} = (a x {b}); (p, D).
Nowa x0=0, a x [b; p] = (a x b)U (a x {p}).
The operation xI'y = x Uy U{[u; v] | u € x Av € y}isin PR(V,): first define
axqby
O0xqg =0, [a; pl*q = (a*q); [p; q]
Then al'0 = 0, al'[b; p] = (aT'bUa * p); p.
Now the adjunctive hierarchy introduced in [10] can be defined by

AO = {0}5 An—H = AnrAny

and the results concerning the A, in [10] can be formalized as proofs in PS.

If p(x) is a formula, we write y,(X) for the characteristic function of ¢:
Xo(X) = 1if V,, E ¢(X), = 0 if not. A relation is said to be primitive re-
cursive if and only if its characteristic function is. The function y,x0(x) can be
primitively recursively defined by

xx20(0) =0, xxzo(la; p]) =1
and is in PR(V,,) since the constant function i (x, y, u,v) = 1 is easily seen to be
respectful. Likewise for y,—o(x).
It is almost as easy to write the recursion scheme for a simple cases function,
though we don’t yet have the full Jensen-Karp cases function (8).

Lemma 3.5 Suppose

h(X) otherwise

@) = [g(f) if k(¥) =0,

where g, h, and k are primitive recursive. Then f is primitive recursive.
Proof Let#(x,0) =0, #5(x,[y;z]) =x. Then

&) = n(h(), k(X)) Un(gX), xx=0(k(x))).
I shall next indicate how to obtain primitive recursive definitions of such functions
as the Jensen-Karp cases function, intersection, and x \ {y}. These operators do not
allow of straightforward primitive recursive definitions (as the union operator did,
for example), and especially for the cases function which is nonmonotonic, it is not
immediately obvious how to proceed. We shall draw on some of the machinery of the
classical theory of the primitive recursive functions on the natural numbers, PR (w).
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The natural numbers are firmly identified here, in our set-theoretic framework, with
the finite von Neumann ordinals (elements of w).
But the crucial trick, due to Mahn [12], is to use also a different represen-

tation of the natural numbers within V,,. Define 0 = 0 and n +1 = {n}, and
o= {n|n € w} € V,. Then for any function f : o* — w, define f : o* — o by
[ (@) = m if and only if f (1) = m. O

Lemma 3.6 Let f : ok — w be in PR(w). Then there is a function J in PR(Vy),

that is, a primitive recursive set function f : V(fﬁ — Vg, such that f O f.

Proof By induction on the way PR (w) functions are generated. The initial functions
(zero, successor, and projections) and composition are easily dealt with; for example;
if S is the successor function then S(x) = {x}. Suppose f is generated from g and
h by (suppressing parameters) f(0) = g, f(n + 1) = h(n, f(n)), with gand i
already obtained. Then define B

h(y, f5) ifx =0,

L(O) & i([x; = JS)u Q(y, J()) otherwise.

This is a respectful primitive recursion, with the aid of Lemma 3.5. (|

Next, let y : V,, = o be Ackermann’s bijection coding hereditarily finite sets by
natural numbers,’ so that x € y if and only if 2 ) occurs in the binary expansion of

y (y). By standard techniques in PR(w) functions, the function
0 ify~tm) ey ),
1 otherwise,

e(m,n) = [

is in PR(w): Rodding ([18], p. 18) gives details.
Similarly, the binary operation & which simulates adjunction on Ackermann codes
a(y (x), 7 () =y ([x; yD
is in PR(w):
o.(m) ife(m,n) =0
a(m,n) = :
a(m) 4+ 2" otherwise.
We define
G(0) =0, G(lx;y) =a(G(x),G())).
It can be verified that this is a respectful definition so that G is in PR(V,,), and (by
induction on x) that G (x) = vy (x).
Now if C is the cases function (8), then
x ife(Gu), Gv)) =0,

y otherwise,

C(x,y,u,v):[

and Lemma 3.5 tells us that C is primitive recursive.
The natural primitive recursion step in defining intersection

(xNy)z ifz € x,

Nly;zl= .
¥ Olyial Ixﬂy ifz ¢ x,
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can similarly be made to conform to Lemma 3.5. Similarly for x \ {y}, cf. the proof
of Lemma 2.3. The function assigning rank in the cumulative hierarchy is also now
available:

o([x; y]) = Cle(x), [e(y); e, (¥), e (x)). 12)
And the cardinality function |x| is just as easy.
To see that y,—, is primitive recursive, use the PR(w) function d(m, n) = (m —n)
+ (n — m). So Xx=y(a,b) = szo(g(G(a), G(b))).
For yxey, observe that

Xxey(as 0)=0, Xxey(as [b; p]) = X.XEy(as byuU Xx:y(ba D).
4 Other Forms of Induction

From Section 3, I draw, in particular, the facts that the transitive closure and rank
functions are definable and provably total in / X S: see (11) and (12). It is straight-
forward to prove their standard properties in 7 £1S. In particular, the sets V,, of the
cumulative hierarchy can be defined for ordinals # and shown to have the property

xeV, <o) e€u.

This enables us to formulate and prove in subsystems of PS suitable versions of
e-induction (refining Proposition 2.6), and of induction on rank.

Proposition 4.1 (n > 0)

(1) Let ¢(x) be a %, formula. Then I%,S + Vx(¥Vy € x¢(y) — o))
— Vxp(x).
(ii) Let ¢ (x) be a 11, formula. Then IZ,S F Axp(x) — Ix(p(x) AVy € x
—p(y)).
(iii) Let ¢p(x) be a Z, formula. Then the following is provable in 1 X, S: if ¢(0)
and for all ordinals u, Vx(p(x) € u = ¢p(x)) — Vx(o(x) = u — ¢(x)),
then Vxo(x).

The proof of (i) proceeds by proving the apparently stronger statement
Vx(Vy € TC(x) p(y) = ¢(x)) = Vxo(x).

To do this, assume Vx(Vy € TC(x) ¢(y) — ¢(x)) and prove by induction on x the
formula Vy € TC(x) ¢(y), which can be considered to be X, because of Lemmas 2.
and 2.2.

5 Generalizing Arithmetical Operations

The techniques of Section 3 could be used, in particular, to obtain extensions of
the basic ordinal operations of arithmetic (addition and multiplication) to primitive
recursive functions on all hereditarily finite sets. But there are natural PR(V,,) exten-
sions of these basic functions of arithmetic, more transparently related to the origi-
nals than what the general techniques of Section 3 would give.

The fact that (infinitary) ordinal addition has a natural generalization to all sets
was observed by Tarski [22], and Scott (unpublished) did the same for multiplication
and exponentiation. Garcia [5] independently and later rediscovered these general-
izations, as did I later still. In [9] I explored the properties of ordinal addition and
multiplication of sets, in a framework which includes both finitary (PS) and infinitary
(ZF) set theory.
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My purpose here is to sketch the development of addition and multiplication of
sets in the finite case, giving only enough detail to indicate how they have natural
primitive recursive definitions whose basic properties are provable in subtheories of
PS. In [9] definitions and proofs were by e-induction. Here, induction (6) is used.
This section may be read independently of [9], although the reader is referred there
for more details and further development.

Addition of sets is defined primitive recursively as follows:

a+0=a, a+|[b;pl=I[(a+Db);(a+p)l (13)
The notation is suitable because when a, b € w, a + b under this definition agrees
with the usual addition of finite ordinals, so that it generalizes arithmetical addition.
For example, 24+ 1 =2+1[0; 0] = (24 0); (24 0) = 2; 2 = 3. For any a, note that
a+1=|a;al.
We need to check that the defining function for the recursion step in the definition
of addition, namely, A(x, y, u, v) = [u; v], is respectful: for (9),
h([x: yl, y, h(x, y,u,v),0) = [A(x, y,u,v);v] = [u;v];0 = h(x, y,u,v)

and similarly (10) can be verified, using axiom (3).

Notice that addition of sets is not commutative even in our finite case: for exam-
ple, 1 + {1} = {0, 2} whereas {1} + 1 = {1, {1}}.

Tarski’s original definition of addition of sets, which was used in [9], is different,
being by recursion on the membership relation: a +b =a U {a + x | x € b}. In the
finite case, the two definitions are easily seen to be equivalent: this is in (iii) and (iv)
of Proposition 5.1.

A closely related function is the [ift function 1,(b) defined by

4a(0) =0, Za([b; p]) = [4a(b); (a + p)].

Thus 4,(1) = [0; a], and it is straightforward to prove by induction that Ag(a) = a.
I now review some basic properties of addition of sets, giving only some sample
proofs.

Proposition 5.1  The universal closures of the following are provable in I Z1S:
i) 0+a=a.
(i1) Addition is associative.
(iii)) a +b=aVU i,(D).
@iv) Aa(b) ={a+ x| x € b}.
(v) a+b ¢ TC(a).
(vi) TC(a) N A4(b) = 0. (Hence a N A4(b) =0.)
(vii) Aa(Ap(c)) = Aa+(0).
In particular, a + b is the disjoint union of a and 4, (). For example,
5=34+2=3U413(2)={0,1,2} U {3,4}.

Proof of (ii) By induction on ¢, for fixed a and b, thata + (b + ¢) = (a + b) + c.
The case ¢ = 0 is easy. Suppose the desired conclusion holds for both ¢ and p. Then
(@+b)+lc; pl = (@+b) + ) (@+b) + p) = (a+ (b +¢)); @@+ b+ p))

=a+[(b+c) b+ pl=a+b+]cp).
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Proof of (iii) By weak induction on b: the induction step is

a+[b; pl=(a+b); (a+ p)=(aVUlud)): (a+p)
=aUl[4a(b); (a+ p)l =a U a([b; p)).
The penultimate equality uses the definition of U. (|

Two further brief remarks about 5.1: (iv) is used as the e-inductive definition of the
lift function in [9], and the case » = 0 of (v) is Lemma 3.4.
Left cancellation of addition needs a little care.

Proposition 5.2 The following are provable in I 1S
(i) Vxyz(4e(y) = 4x(2) > y = 2);
() Vxyzx +y=x+z—> y =2).

Sketch of a proof It suffices to prove (i), since (ii) then follows using Proposi-
tion 5.1(iii) and (vi). For fixed a, prove by induction on rank u (see Section 4) that
Vyz € V,, (Ag(y) = 24(z) = y = 2). So suppose y, z € V,, and 1,(y) = 14(2). For
anyv € y,a+v € A4(y)and soa + v = a + w for some w € z. The inductive
hypothesis gives v = w. Hence y C z, and similarly z C y. U

The following is similar.

Proposition 5.3  The following are provable in 1 21 S:

(@) |4a(b)] = 1bI;
(ii) la + b[ = |a| + |DI.

Multiplication ~ Define®
a-0=0, a-[b;pl=(a -b)Uisp(a).
The defining function A(x, y,u,v,a) = u U 1,(a) is respectful. To see that this
agrees with the usual multiplication on finite ordinals, observe that for any a and b,
a-b+1)=a-[b;bl=(a-b)Ulgpla)=a-b+a,

using Proposition 5.1(iii). It is immediate thata-1 = a and a -2 = a+a. Multiplica-
tion is not commutative: for example, {1}-2 = {1, {1, {1}}}, whereas 2- {1} = {2, 3}.

Before proving properties of multiplication, note this simple consequence of
Proposition 5.1(iv).

Lemma5.4 [XZ;SH A, (yUz)=21,(y) Ul (2).

In [9], multiplication of sets is defined by a -b ={a-q +r|q € b Ar € a}, which
was Scott’s original definition. Equivalently, a - b = |J{A4.x(@) | x € b}. Part (iii)
of the next Proposition says that this definition agrees, for finite sets, with the one
above.
Proposition 5.5  The universal closures of the following are provable in I ZS:

(i) 0-a=0.

@) 1-a =a.

(i) a-b=U{lax(a) | x € b}.

@iv) a-(bUc)=a-bUa-c.
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(V) a-2p(c) = Aapla-c).
(vi) Left distributivity: a-(b+c)=a-b+a-c.
(vil) Multiplication is associative.
As a sample proof here is the inductive step for (vii):

(a- b) - [c; pl = (a- b)-cU /1(cz-b)~p(a -b)
=a-(b-c)Ulap.pla-b) by inductive hypothesis

=a-(b-c)Ua- App(b) by (v)
=a-(b-cUlp,b) by (iv)
=a-(b-[c; p).

There is more about multiplication in [9].
This arithmetic of sets allows a straightforward generalization of a standard result
about number-theoretic primitive recursive functions:

Proposition 5.6 y,,(z) is primitive recursive for every Ag formula ¢(X).

The case where ¢ is atomic was discussed at the end of Section 3. The inductive
proof on the structure of ¢ follows the number-theoretic case. Thus, for example,
given a function f(x, ¥) we can use multiplication of sets and primitive recursion to
define a product function [[;., f (i, ¥), and this is used to obtain yv,cx (2,5 from

Xo(x,5)

iex

Notes

I. Tused this latter term in [9]. Swierczkowski [19] suggests “x eats y.”

N

The referee has pointed out that the first to propose an axiomatization of set theory
based on function symbols rather than the membership relation was von Neumann [24],
although his system is quite different from that of the present paper.

W

This notation is adapted from Lavine [1 1, p. 401].
4. In their sense of the word finite, that is, sets of finite cardinality: [26, Vol. II, *120.24].
5. See [4, pp. 176ff.] for a general discussion of the role of the axiom TC.

6. The referee has pointed out that the nonuniqueness problem already occurs in the classi-
cal recursive functions and has been dealt with there by stipulating that the function be
single-valued or by using the smallest terminating computation.

7. Mentioned at the end of Section 2.

8. By what criteria do I claim that this definition, and the definition of addition, are “natural”
generalizations of the operations on ordinals? Because they are inductive definitions
using simple formulas, which transparently diagonalize when b = p to the operations
on ordinals, just as adjunction diagonalizes to the successor operator, and the elementary
algebraic properties are proved using straightforward inductions. And because they are,
as far as I know, the only generalizations with these desirable features. Exponentiation
can also be generalized similarly, but there is more than one way to do it and either the
definitions and proofs get messier or some of the elementary algebraic properties fail, so
I regard it as less natural.
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