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In this paper, a new class of two-derivative two-step Runge-Kutta (TDTSRK) methods for the numerical solution of non-stiff initial
value problems (IVPs) in ordinary differential equation (ODEs) is considered. The TDTSRK methods are a special case of multi-
derivative Runge-Kutta methods proposed by Kastlunger andWanner (1972).Themethods considered herein incorporate only the
first and second derivatives terms of ODEs. These methods possess large interval of stability when compared with other existing
methods in the literature. The experiments have been performed on standard problems, and comparisons were made with some
standard explicit Runge-Kutta methods in the literature.

1. Introduction

In this paper we propose a class of the TDTSRK methods for
the numerical solution of the IVPs in ODEs,𝑦󸀠 = 𝑓 (𝑦) , 𝑥 ∈ [𝑥0, 𝑋] , 𝑦 (𝑥0) = 𝑦0, (1)

where 𝑔 = 𝑦󸀠󸀠 = 𝑓𝑦𝑓 and 𝑓 : R𝑁 󳨀→ R𝑁 and 𝑔 : R𝑁 󳨀→
R𝑁. Examples of problems leading to ODEs (1) are in [1–18].
The new TDTSRK is𝑌[𝑛]𝑖 = (1 − 𝑢𝑖) 𝑦𝑛−1 + 𝑢𝑖𝑦𝑛−2 + ℎ 𝑖−1∑

𝑗=1

𝑎𝑖𝑗𝑓 (𝑌[𝑛]𝑗 )
+ ℎ 𝑠∑
𝑗=1

𝑏𝑖𝑗𝑓 (𝑌[𝑛−1]𝑗 ) + ℎ2 𝑠∑
𝑗=1

𝑏𝑖𝑗𝑔 (𝑌[𝑛−1]𝑗 ) ,
𝑖 = 1 (1) 𝑠,𝑦𝑛 = (1 − 𝜃) 𝑦𝑛−1 + 𝜃𝑦𝑛−2+ ℎ 𝑠∑

𝑗=1

(V𝑗𝑓 (𝑌[𝑛]𝑗 ) + 𝑤𝑗𝑓 (𝑌[𝑛−1]𝑗 ))

+ ℎ2 𝑠∑
𝑗=1

(V𝑗𝑔 (𝑌[𝑛]𝑗 ) + 𝑤𝑗𝑔 (𝑌[𝑛−1]𝑗 )) ,
𝜃 ∈ [−1, 1] , 𝑛 = 2, 3, . . . , 𝑁.

(2)

The ℎ is the step size and 𝑐 = [𝑐1, ⋅ ⋅ ⋅ 𝑐𝑠]𝑇 is the abscissa
value. The abscissa value {𝑐𝑖}𝑠𝑖=1 represents the positions of
the the internal stages. The 𝑦󸀠󸀠(𝑥) = 𝑔 = 𝑓𝑦𝑓 is the second
derivative form of ODEs (1). The 𝑦𝑛 is an approximation to
the exact solution 𝑦(𝑥𝑛).The past and present stage values are𝑌[𝑛−1]𝑖 = 𝑦(𝑥𝑛−2 + 𝑐𝑖ℎ) and 𝑌[𝑛]𝑖 = 𝑦(𝑥𝑛−1 + 𝑐𝑖ℎ) respectively,
while the first and second derivatives of the past stage values
are 𝑓(𝑌[𝑛−1]𝑗 ), and 𝑔(𝑌[𝑛−1]𝑗 ) respectively. The present stage
value and its derivatives are

𝑌[𝑛] = (𝑌[𝑛]1...𝑌[𝑛]𝑠 ),
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𝐹 (𝑌[𝑛]) = (𝑓(𝑌[𝑛]1 )...𝑓 (𝑌[𝑛]𝑠 )) ,
𝐺 (𝑌[𝑛]) = (𝑔(𝑌[𝑛]1 )...𝑔 (𝑌[𝑛]𝑠 )) .

(3)

The compact form of (2) is𝑌[𝑛] = ((𝑒 − 𝑢) ⊗ 𝐼) 𝑦𝑛−1 + (𝑢 ⊗ 𝐼) 𝑦𝑛−2

+ ℎ ((𝐴 ⊗ 𝐼) 𝐹 (𝑌[𝑛]) + (𝐵 ⊗ 𝐼) 𝐹 (𝑌[𝑛−1]))+ ℎ2 (𝐵 ⊗ 𝐼)𝐺 (𝑌[𝑛−1]) ,𝑦𝑛 = (1 − 𝜃) 𝑦𝑛−1 + 𝜃𝑦𝑛−2+ ℎ ((𝑉 ⊗ 𝐼) 𝐹 (𝑌[𝑛]) + (𝑊 ⊗ 𝐼) 𝐹 (𝑌[𝑛−1]))+ ℎ2 ((𝑉 ⊗ 𝐼)𝐺 (𝑌[𝑛]) + (𝑊 ⊗ 𝐼)𝐺 (𝑌[𝑛−1])) ,
(4)

where 𝑒 = [1, 1 . . . , 1]𝑇 ∈ 𝑅𝑠 and 𝑐 = [𝑐1, . . . , 𝑐𝑠]𝑇, 𝐴 = [𝑎𝑖𝑗],𝑈 = [𝑢𝑖𝑗], 𝐴 = 0, 𝐵 = [𝑏𝑖𝑗], 𝐵 = [𝑏𝑖𝑗], 𝑉 = [V𝑗],𝑊 = [𝑤𝑗],𝑉𝑇 = [V𝑗],𝑊 = [𝑤𝑗], and 𝜃 is a scalar and 0 is a null matrix.
The Butcher tableau of the method in (2) is

𝑐 𝑢 𝐴 𝐴 𝐵 𝐵𝜃 V𝑇 V𝑇 𝑤𝑇 𝑤𝑇 =
𝑐1 𝑢1 0 0 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 𝑏11 ⋅ ⋅ ⋅ 𝑏1𝑠 𝑏11 ⋅ ⋅ ⋅ 𝑏1𝑠𝑐2 𝑢2 𝑎21 0 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 𝑏21 ⋅ ⋅ ⋅ 𝑏2𝑠 𝑏21 ⋅ ⋅ ⋅ 𝑏2𝑠𝑐3 𝑢3 𝑎31 𝑎32 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 𝑏31 ⋅ ⋅ ⋅ 𝑏3𝑠 𝑏31 ⋅ ⋅ ⋅ 𝑏3𝑠... ... ... ... ... d

... ... ⋅ ⋅ ⋅ ... ... ⋅ ⋅ ⋅ ... ... ⋅ ⋅ ⋅ ...𝑐𝑠 𝑢𝑠 𝑎𝑠1 𝑎𝑠2 𝑎𝑠3 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 𝑏𝑠1 ⋅ ⋅ ⋅ 𝑏𝑠𝑠 𝑏𝑠1 ⋅ ⋅ ⋅ 𝑏𝑠𝑠𝜃 V1 V2 V3 ⋅ ⋅ ⋅ V𝑠 V1 ⋅ ⋅ ⋅ V𝑠 𝑤1 ⋅ ⋅ ⋅ 𝑤𝑠 𝑤1 ⋅ ⋅ ⋅ 𝑤𝑠
. (5)

The𝐴 is strictly lower trigular matrix while𝐴 is a null matrix.
The method in (2) is an extension of the methods in [2–
4, 7, 9–13, 19], and a subclass of the methods in [3, 5, 8, 15,
17]. Some of advantages of the TDTSRK methods over the
classical Runge-Kutta (RK) methods have been highlighted
in [5, 8, 15, 17]. In Section 2, the order conditions and
the stability analysis of the TDTSRK methods are stated.
In Section 3, we derive TDTSRK methods using the stated
order conditions and in Section 5, numerical results are
presented.

2. The Order Condition and Stability
Properties of the TDTSRK Methods

Butcher and Tracogna [3] have shown that the order con-
ditions for TSRK method of order 𝑝 can be tabulated
conveniently using mapping of all rooted tress. In the spirit
of [3], Turac and Ozi [18] obtained the order conditions of
TDTSRK. Here, we use an equivalent set of order conditions,
which may be solved directly using the strategies described
in [19] and it follows from the results of [19] that the
necessary and sufficient conditions which the method in (2)
must satisfy in order to have methods of order 𝑞 and stage
order 𝑝 are ℎ𝑑(𝑥𝑛) = ∑∞𝑗 𝐶𝑗𝑦(𝑗)(𝑥𝑛−1)ℎ𝑗 and ℎ̃𝑑(𝑥𝑛) =∑∞𝑗 𝐶𝑗𝑦(𝑗)(𝑥𝑛−1)ℎ𝑗 with𝐶 = (𝐴 + 𝐵) 𝑒 + 𝐵𝑒 − 𝑢; 𝑗 = 1,

𝐶𝑗 = 𝑐𝑗𝑗! − (−1)𝑗𝑗! 𝑢 − 𝐴 𝑐𝑗−1(𝑗 − 1)! − 𝐵(𝑐 − 𝑒)𝑗−1(𝑗 − 1)!
− 𝐵(𝑐 − 𝑒)𝑗−2(𝑗 − 2)! ; 𝑗 = 2 (1) 𝑞,

(𝑉𝑇 +𝑊𝑇) 𝑒 + (𝑉𝑇 +𝑊𝑇) 𝑒 = 1 + 𝜃; 𝑗 = 1,𝐶𝑗 = 1𝑗 − (−1)𝑗𝑗! 𝜃 − 𝑉𝑇 𝑐𝑗−1(𝑗 − 1)! − 𝑉𝑇 𝑐𝑗−2(𝑗 − 2)!− 𝑊𝑇 (𝑐 − 𝑒)𝑗−1(𝑗 − 1)! − 𝑊𝑇 (𝑐 − 𝑒)𝑗−2(𝑗 − 2)! ; 𝑗 = 2 (1) 𝑝.
(6)

We investigate the stability properties of the TDTSRK meth-
ods using the standard test equation:

𝑦󸀠 = 𝜆𝑦, (7)



Journal of Applied Mathematics 3

where 𝜆 is a complex parameter. Casting the method in (2) in
general linear method (GLM) format gives

((
(

𝑌[𝑛]𝑦𝑛𝑦𝑛−1ℎ𝑓 (𝑌[𝑛])ℎ2𝑔 (𝑌[𝑛])
))
)

=((
(

0 A e − u u B B
k𝑇 k𝑇 1 − 𝜗 𝜗 w𝑇 w𝑇

0 0 1 0 0 0
I 0 0 0 0 0
0 I 0 0 0 0

))
)

(((((
(

ℎ𝑓(𝑌[𝑛])ℎ2𝑔 (𝑌[𝑛])𝑦𝑛−1𝑦𝑛−2ℎ𝑓 (𝑌[𝑛−1])ℎ2𝑔 (𝑌[𝑛−1])
)))))
)

.
(7𝑏)

Applying the GLM in (7𝑏) to (7) yields𝑀(𝑧) = 𝑃 + (𝑧𝑉 + 𝑧2𝑉) (𝐼 − 𝑧2𝐴)−1Θ, (8)

where𝑀(𝑧) is the stability matrix, Θ = (e − u u B B) and
𝑃 =(1 − 𝜗 𝜗 w𝑇 w𝑇1 0 0 0

0 0 0 0
0 0 0 0

);
𝑉 =(V𝑇

0
I
0

);
𝑉 =(V𝑇

0
0
I

).
(9)

The stability polynomial, 𝑝(𝑤, 𝑧) of the GLM in (7𝑏) is𝑝 (𝑤, 𝑧) = det (𝑤𝐼 − 𝑀(𝑧)) , (10)

where 𝐼 is the identity matrix of the same order with matrix𝑀(𝑧).
3. The TDTSRK Methods with Large Region of
Absolute Stability

In this section, we consider methods with stage 𝑠 = 1,𝑠 = 2 and 𝑠 = 3 of order two, four, and six, respectively.
In (2), 𝐴 is strictly lower triangular matrix while 𝐴 is null
matrix.

3.1. TDTSRK Method of Order 𝑝 = 2, 𝑞 = 2, 𝑠 = 1. In the
spirit of [11, 19] we obtain the coefficients of TDTSRKmethod
of order 𝑝 = 2 as

𝑏11 = 𝑐1 + 𝑢1,𝑏11 = 12 (2𝑐1 − 𝑐21 + 𝑢1 − 2𝑐1𝑢1) ,𝑤1 = 1 − V1,𝑤1 = 12 (3 − 2𝑐1 − 2V1 − 2V1) .
(11)

The tableau of the method of order 𝑝 = 2 is
𝑐 𝑢 𝐴 0 𝐵 𝐵𝜃 V𝑇 V𝑇 𝑤𝑇 𝑤𝑇
= 1 2526 0 0 5126 1520 −1440 −225 2720 127140 . (12)

The stability polynomial of this method is

𝑝 (𝑤, 𝑧) = 𝑤4 − 𝑤3 − 𝑝3 (𝑧) 𝑤3 + 𝑝2 (𝑧) 𝑤2+ 𝑝1 (𝑧) 𝑤, (13)

where

𝑝3 (𝑧) = −1013𝑧520 − (31𝑧2)1820 ,
𝑝2 (𝑧) = 146𝑧65 + 11𝑧2280 ,𝑝1 (𝑧) = −135𝑧104 − (635𝑧2)728 .

(14)

The interval of absolute stability is approximately equal to[−5.53, 0].
3.2. TDTSRK Method of Order 𝑝 = 4, 𝑞 = 2, 𝑠 = 2. Fixing𝑝 = 4 and solving the arising system of order conditions and
stage order conditions 𝐶𝑗 = 0, 𝑗 = 1(1)3 and 𝐶𝑗 = 0, 𝑗 = 1, 2
with respect to 𝑏11, 𝑏21, 𝑏11, 𝑏21, 𝑤1, 𝑤2 and𝑤1 in (6) we obtain
a twelve-parameter family of methods of order 𝑝 = 4 and
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stage order 𝑞 = 2. The coefficients of the methods are given
by 𝑏11 = −𝑏12 + 𝑢1,𝑏11 = −𝑏12 − 𝑏12 + 𝑢12 ,𝑏21 = 1 − 𝑎21 − 𝑏22 + 𝑢2,𝑏21 = 32 − 𝑎21 − 𝑏22 − 𝑏22 + 𝑢22 ,𝑤1 = 32 − 12V2 − 5V2,𝑤2 = −12 + 12V2 − V1 + 4V2,𝑤1 = 712 − 5V2 − 2V2,𝑤2 = 1712 − V1 − 8V2 − 4V2.

(15)

The coefficients of the resulting TDTSRK method are𝑐 𝑢 𝐴 0 𝐵 𝐵𝜃 V𝑇 V𝑇 𝑤𝑇 𝑤𝑇
= 0 19 0 0 0 0 −5299 711 −707990 2151 115 1726 0 0 0 6014290 311 −3718580 13200 19 16 −110 −18 136 −139 78 3720

(16)

The stability polynomial of this method takes the form𝑝 (𝑤, 𝑧) = 𝑤6 − 𝑤5 − 𝑝5 (𝑧) 𝑤5 + 𝑝4 (𝑧) 𝑤4+ 𝑝3 (𝑧) 𝑤3 + 𝑝2 (𝑧) 𝑤2 (17)

where

𝑝5 (𝑧) = − 8𝑧4455 − 4696𝑧219305 − 17𝑧31170 ,𝑝4 (𝑧) = −7607𝑧8910 − 3890911𝑧2231660 − 1043𝑧3720 − 24877𝑧458500 ,
𝑝3 (𝑧) = −13𝑧90 + 18021𝑧2772200 + 3914887𝑧34633200 − 528301𝑧41716000 ,𝑝2 (𝑧) = 139𝑧22970 + 21977𝑧3231660 − 122381𝑧45148000 .

(18)

The interval of absolute stability of the fourth-order TDTSRK
method is approximately equal to [−14.68, 0].
3.3. TDTSRK Method of Order 𝑝 = 6, 𝑞 = 4, 𝑠 = 3.
We conclude this section with the construction of TDTSRK
methods of order 𝑝 = 6 and stage order 𝑞 = 4. Solving the
system of order and stage order condition𝐶𝑗 , where 𝑗 = 1(1)6
and 𝐶𝑗 = 0 where 𝑗 = 1(1)4 with respect to 𝑏11, 𝑏11, 𝑏12, 𝑏12,𝑏21, 𝑏21, 𝑏22, 𝑏22, 𝑏31, 𝑏31, 𝑏32, 𝑏32, 𝑤1, 𝑤2, 𝑤3, 𝑤1, 𝑤2 and 𝑤3, we
obtain a twenty-one-parameter family of methods of order𝑝 = 6 and stage order 𝑞 = 4; see appendix for the coefficients
of TDTSRK methods of order 𝑝 = 6. The Butcher’s tableau is

𝑐 𝑢 𝐴 0 𝐵 𝐵𝜃 V𝑇 V𝑇 𝑤𝑇 𝑤𝑇 =
0 115 0 0 0 0 0 0 14165 −3655 711 41990 −91495 −21512 125 213 0 0 0 0 0 −237325 31156 1112 −461346800 −2515146800 191 120 113 117 0 0 0 0 138532210 −69661105 1920 4318726520 1458713260 560 18 12 16 −13 59 −111 731165 −863110 47831320 809990 76 −503330

(19)

The stability polynomial of this method is𝑝 (𝑤, 𝑧) = 𝑤8 − 𝑤7 − 𝑝7 (𝑧) 𝑤7 + 𝑝6 (𝑧) 𝑤6+ 𝑝5 (𝑧) 𝑤5 + 𝑝4 (𝑧) 𝑤4 + 𝑝3 (𝑧) 𝑤3, (20)

where

𝑝7 (𝑧) = −56873𝑧28600 − 97561𝑧2171600 − 71011𝑧31640925 + 24𝑧412155 ,𝑝6 (𝑧) = 5926769𝑧5148000 + 730039487𝑧2262548000 − 852286207𝑧33850704000

− 632475763𝑧43057912000 + 12819901𝑧5147683250 ,𝑝5 (𝑧) = −64433𝑧396000 − 25121949287𝑧219253520000− 89071610501𝑧39241689600 + 2262450564601𝑧4693126720000+ 34222229413𝑧5519845040000 − 427138145153𝑧61559535120000 ,𝑝4 (𝑧) = −33582133259𝑧257760560000 + 1662083701181𝑧3231042240000
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+ 1341594268543𝑧4259922520000 + 301196593151𝑧5319904640000+ 260210961613𝑧61039690080000 ,𝑝3 (𝑧) = −1729648873𝑧328600 + 87855429059𝑧4173281680000+ 170828953577𝑧51039690080000 + 43438448533𝑧6779767560000 .
(21)

The interval of absolute stability of the sixth order TDTSRK
method is approximately equal to [−30.24, 0]. See Figure 1.

The stability plots of TDTSRK (2) in Figure 1 show that
the interval of absolute stability of the method in (2) is larger
than that of the TDTSRK methods in RK [4], TDRK [5],
and TSRK [10, 18]. This serves as an advantage over other
existing methods and this justifies the inclusion of the second
derivative term of the ODEs (1) and the generalization of
TSRK method in [10].

4. Numerical Experiment

In this section, we solve some initial value problems, and our
results were compared with the results of other researchers in
the literature. The fourth-order methods used for comparing
are as follows: (i). TDRK methods in [5], (ii). SDTSRK
methods in [15], (iii). ESDTSRK methods in [20], (iv).
TDTSRK methods (new) in Section 3.2, and (v). TDTSRK
methods in [18].

To start up the algorithms in (i)-(v) we use the initial value𝑦0 and compute the value of𝑦1 from the exact solution or one-
step explicit method of order four. For easy implementation,
the methods in (i)-(v) are designed to have the capacity of
varying step size. Variable stepsize strategy proposed in [4] is
applied herein. The non-stiff and mildly stiff problems solved
are as follows:

Problem 1. The electrical circuit problem [21],

𝑦󸀠1 (𝑥) = −4𝑦1 + 3𝑦2 + 6,𝑦1 (0) = 0,𝑦1 (𝑥) = −3.375𝑒−2𝑥 + 1.875𝑒−0.4𝑥 + 1.5,𝑦󸀠2 (𝑥) = −2.4𝑦1 + 1.6𝑦2 + 3.6,𝑦2 (0) = 0,𝑦2 (𝑥) = −2.25𝑒−2𝑥 + 2.25𝑒−0.4𝑥, 𝑥 ∈ [0, 1] .
(22)

Problem 2. Nonlinear chemical problem𝑦󸀠1 (𝑥) = −𝑦1,𝑦1 (0) = 1,𝑦󸀠2 (𝑥) = 𝑦1 − 𝑦22 ,𝑦2 (0) = 0,𝑦󸀠3 (𝑥) = 𝑦22 ,𝑦3 (0) = 0, 𝑥 = [0, 5] .
(23)

Problem 3. The Kaps problem (see [5, 18])𝑦󸀠1 (𝑥) = −𝑦1 (1 + 𝑦1) + 𝑦2,𝑦1 (0) = 1,𝑦1 (𝑥) = 𝑒−𝑥,𝑦󸀠2 (𝑥) = 𝜏 (𝑦21 − 𝑦2) − 2𝑦2,𝑦2 (0) = 1,𝑦2 (𝑥) = 𝑒−2𝑥, 𝑥 = [0, 1] .
(24)

This problem is mildly stiff. We take 𝜏 = 100 and the results
are given in Figure 4.The third-order error estimator formula
for the methods in (i)-(v) is𝑦𝑛 = 𝑦𝑛−1 + ℎ( 111𝑓 (𝑌[𝑛]1 ) + 122𝑓 (𝑌[𝑛]2 )− 1366𝑓 (𝑌[𝑛−1]1 ) + 3533𝑓 (𝑌[𝑛−1]2 )) + ℎ2 (12𝑔 (𝑌[𝑛]1 )− 833𝑔 (𝑌[𝑛−1]2 )) , 𝑐 = [0, 1]𝑇 , 𝑝 = 3. (25)

The error estimators for order 𝑝 = 2 and 𝑝 = 6 in this paper
are given in [20]. In Figures 2(a), 2(b), 3(a), 3(b), 4(a), and
4(b), the notations used are as follows:

TOL: Tolerance used, 𝑛𝑓𝑒: number of function evalua-
tions, CPU time: is the computational time and is measured
in seconds,‖𝑦𝑛 − 𝑦𝑛‖∞: Is the maximum error and is obtained from
the difference between error estimate formula, 𝑦𝑛 and the
output method, 𝑦𝑛 of TDTSRK method in Section 3.2,‖𝑦𝑒𝑥𝑎𝑐𝑡 − 𝑦𝑛‖∞: is the maximum global error and is the
difference between the exact and the numerical solution,
where 𝑦𝑒𝑥𝑎𝑐𝑡 and 𝑦𝑛 are the exact and the numerical solutions,
respectively.

The tests compare five different fourth-order methods
with three different tolerances, 𝑇𝑜𝑙 = 10−𝑗, 𝑗 = 1, 2, 3 for
Problems 1–3 and for every tolerance the same initial step size
is used. When carrying out a comparison among numerical
methods, the criterion to be used is very important. So, if
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Figure 1: The region of absolute stability (closed curve) of TDTSRK methods in (7) for order 𝑝 = 2, 𝑝 = 4, and 𝑝 = 6.
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Figure 2: Efficiency Plots for Problem 1.

the exact solution is known, we have decided to employ the
usual test based on computing of the maximum global error
over the whole integration interval, because it gives a more
significant measure of the efficiency. Figure 2 depicts the
efficiency curves for the testedmethods. Figures 2(a) and 4(a)
show the logarithm of the number of function evaluations
against themaximumglobal error (log10‖𝑦𝑒𝑥𝑎𝑐𝑡−𝑦𝑛‖∞), while
Figures 2(b) and 4(b) show the logarithm of the maximum
global error (log10‖𝑦𝑒𝑥𝑎𝑐𝑡 − 𝑦𝑛‖∞) against the computational
effort measured by the CPU time required by each method
for Problem 1 and Problem 3.

The plots in Figures 2(a) and 2(b) show that the fourth-
order TDTSRK methods compared favorably with other

existing methods in [5, 18] but outpserform the TDTSRK
methods in [15, 20] for Problem 1 in terms of accuracy and
computational time. We observed that as the value assigned
to 𝑇𝑜𝑙 becomes smaller the accuracy becomes better.

Similarly, Figure 3 depicts the efficiency curves of the
tested fourth-order methods on Problem 2. Figure 3(a) shows
the logarithm of number of function evaluations against the
maximum error (log10‖𝑦𝑛 − 𝑦𝑛‖∞), while Figure 3(b) depicts
the logarithmof themaximumerror (log10‖𝑦𝑛−𝑦𝑛‖∞) against
the computational effort measured by the CPU time required
by each method for Problem 2 for 𝑇𝑜𝑙 = 10−𝑗, 𝑗 = 1, 2, 3. The
plots in Figures 3(a) and 3(b) indicate that our fourth-order
TDTSRK method compared favorably with the fourth-order
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Figure 3: Efficiency Plots for Problem 2.
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Figure 4: Efficiency Plots for Problem 3, 𝜏 = 100.
method in [5], but outperformed the fourth-order TDTSRK
methods in [15, 18, 20] for Problem 2 in terms of accuracy and
computational time.

Finally, Figure 4(a) shows the logarithm of number of
function evaluations against the maximum norm of error(log10‖𝑦𝑒𝑥𝑎𝑐𝑡 −𝑦𝑛‖∞), while Figure 4(b) depicts the logarithm

of the maximum norm of error (log10‖𝑦𝑒𝑥𝑎𝑐𝑡 − 𝑦𝑛‖∞) against
the computational effort measured by the CPU time required
by each method for Problem 3 for 𝑇𝑜𝑙 = 10−𝑗, 𝑗 = 1, 2, 3.The
plots in Figures 4(a) and 4(b) indicate that our fourth-order
TDRK method [5] outperforms the fourth-order methods
in [15, 18, 20] for Problem 3 in terms of accuracy and
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computational time, but the new TDTSRK method is better
than the fourth-order TDTSRK methods in [15, 18, 20]
for Problem 3 in terms of accuracy and computational
time.

5. Conclusion

We have developed and implemented our methods alongside
other well-known schemes of the same order as the schemes
we developed. Some initial value problems (IVPs) were used
to test the efficiency of our methods. The accuracy of our
method can be shown from the numerical examples.

Appendix

The coefficients of TDTSRK method of order 𝑝 = 6, 𝑠 = 3
and 𝐴 = 0

𝑏11 = −5𝑏13 − 24𝑏13 + 𝑢1,𝑏11 = −𝑏13 − 5𝑏13 + 𝑢16 ,𝑏12 = 4 (𝑏13 + 6𝑏13) ,𝑏12 = 13 (−6𝑏13 − 24𝑏13 + 𝑢1) ,𝑏21 = 14 (29 − 20𝑎21 − 20𝑏23 − 96𝑏23 + 4𝑢2) ,𝑏22 = 14 (−27 + 16𝑎21 + 16𝑏23 + 96𝑏23) ,𝑏21 = 7348 − 𝑎21 − 𝑏23 − 5𝑏23 + 𝑢26 ,𝑏22 = 148 (119 − 96𝑎21 − 96𝑏23 − 384𝑏23 + 16𝑢2) ,𝑏31 = 33 − 5𝑎31 − 28𝑎32 − 5𝑏33 − 24𝑏33 + 𝑢3,𝑏32 = −32 + 4𝑎31 + 27𝑎32 + 4𝑏33 + 24𝑏33,𝑏31 = 436 − 𝑎31 − 6𝑎32 − 𝑏33 − 5𝑏33 + 𝑢36 ,𝑏32 = 13 (31 − 6𝑎31 − 27𝑎32 − 6𝑏33 − 24𝑏33 + 𝑢3)𝑤1 = 130 (757 − 1980V2 − 13320V3 − 300V2− 3510V3) ,𝑤2 = 115 (248 − 720V2 − 2880V3 − 135V2 − 960V3) ,𝑤3 = −122330 + 114V2 + 636V3 − V1 + 18V2 + 180V3,

𝑤1 = 120 (77 − 200V2 − 1380V3 − 30V2 − 360V3) ,𝑤2 = 13 (64 − 171V2 − 1056V3 − 27V2 − 288V3) ,𝑤3 = 160 (529 − 60V1 − 1440V2 − 7200V3 − 270V2− 2160V3) .
(A.1)
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