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Abstract. We investigate the boundedness of the evolution operators $e^{i t H}$ and $e^{i t \mathcal{H}}$ in the sense of $L^{1} \rightarrow L^{\infty}$ for both the scalar Schrödinger operator $H=-\Delta+V$ and the non-selfadjoint matrix Schrödinger operator

$$
\mathcal{H}=\left[\begin{array}{cc}
-\Delta+\mu-V_{1} & -V_{2} \\
V_{2} & \Delta-\mu+V_{1}
\end{array}\right]
$$

in dimension five. Here $\mu>0$ and $V_{1}, V_{2}$ are real-valued decaying potentials. The matrix operator arises when linearizing about a standing wave in certain nonlinear partial differential equations. We apply some natural spectral assumptions on $\mathcal{H}$, including regularity of the edges of the spectrum $\pm \mu$.

## 1. Introduction

Consider the linear scalar Schrödinger equation with a real-valued decaying potential

$$
\begin{equation*}
i u_{t}-\Delta u+V u=0, \quad u(x, 0)=f(x) \in \mathcal{S}\left(\mathbb{R}^{5}\right) \tag{1}
\end{equation*}
$$

The scalar Schrödinger operator $H=-\Delta+V$ on $\mathbb{R}^{5}$ is used to write the solution to (1) as $u(x, t)=e^{i t H} f(x)$. Such a function formally solves (1), though it requires some care to interpret the solution operator $e^{i t H}$.

Estimates from $L^{2} \rightarrow L^{2}$ for the solution operator are a consequence of $e^{i t H}$ being an isometry on $L^{2}$ for sufficiently decaying potentials $V$. Let $P_{a c}$ be projection onto the absolutely continuous spectral subspace of $L^{2}$ determined by $H$. Dispersive, or $L^{1} \rightarrow L^{\infty}$ estimates for the evolution operator $e^{i t H} P_{a c}(H)$ have been studied under various decay and smoothness condi-

[^0]tions on the potential $V$. Much work has been done in dimensions $n \leq 3$, see, for instance, the works of Rodnianski and Schlag [46], Schlag [50], Goldberg and Schlag [30], Goldberg [28], [29], Journé, Soffer and Sogge [35], Yajima [66], [65], Erdoğan and Schlag [23], [22] and Weder [62]. Earlier works in the weighted $L^{2}$ sense were investigated by Rauch [44], Jensen [33] and Jensen and Kato [34]. The best result in dimension three in print known to the author is that of Goldberg in [28], in which the potential is assumed to lie in $L^{p} \cap L^{q}$ with $p<\frac{3}{2}<q$. Very recently, Beceanu and Goldberg proved dispersive estimates hold for scaling-critical potentials, [5], through use of an operator-theoretic Wiener theorem. This result supercedes the $L^{p} \cap L^{q}$ result by allowing potentials in the closure of compactly supported functions with respect to the global Kato norm. For a more detailed account of the scalar case, see the survey paper [49].

In higher dimensions, $n>3$, Goldberg and Visan showed that decay or integrability conditions do not suffice to ensure the dispersive estimates are satisfied. In [31], they construct a compactly supported potential $V$ in $C^{\alpha}\left(\mathbb{R}^{n}\right)$ for $\alpha<\frac{n-3}{2}$ for which the dispersive estimates cannot hold. Journé, Soffer and Sogge's work applies in higher dimensions, but the assumption of $\hat{V} \in L^{1}\left(\mathbb{R}^{n}\right)$ necessitates a certain amount of smoothness on the potential. For instance, $V \in H^{\frac{n}{2}+\epsilon}\left(\mathbb{R}^{n}\right)$ ensures that $\hat{V} \in L^{1}\left(\mathbb{R}^{n}\right)$. Yajima [65], and Yajima and Finco [24] prove dispersive estimates hold if the potential obeys $|V(x)| \lesssim\langle x\rangle^{-(n+2)-}$ and a weighted Fourier transform of the potential obeys a certain integrability condition. This integrability condition is satisfied if more than $\frac{n-1}{2}-\frac{1}{n-2}$ derivatives of $V$ are in $L^{2}$. Work on higher dimensional dispersive estimates using techniques of semi-classical analysis has been explored by Vodev [60], [61], Moulin and Vodev [40], and Cardoso, Cuevas and Vodev in [11], [12], [13]. The five-dimensional result in [11] necessitates $V \in C^{1+}\left(\mathbb{R}^{5}\right)$ along with decay of the potential and its derivative. In [20] Erdoğan and the author show that $V \in C^{\frac{n-3}{2}}\left(\mathbb{R}^{n}\right)$ is the sharp smoothness requirement, along with sufficient decay on the potential and its derivatives, for dimensions $n=5,7$. This work gives a heuristic argument that shows the smoothness requirement of $V \in C^{\frac{n-3}{2}}\left(\mathbb{R}^{n}\right)$ should hold in all odd dimensions $n>3$.

It is well known that the presence of a resonance or eigenvalue at zero energy destroys the $|t|^{-n / 2}$ decay. This was observed by Rauch to be the generic case in [44]. Rauch, Jensen and Kato [34] and Murata [41] all showed that in dimension three the decay rate will be $|t|^{-1 / 2}$ in the weighted $L^{2}$ setting. The $L^{1} \rightarrow L^{\infty}$ case was handled by Erdoğan and Schlag [23] in terms of $|t|^{-1 / 2}$ and $|t|^{-3 / 2}$. Yajima [67] and Goldberg [27] independently proved estimates when there are eigenvalues at zero in $\mathbb{R}^{3}$. In this paper, we avoid the case in which eigenvalues occur by assuming regularity of the edge of the spectrum.

We consider the non-selfadjoint matrix Hamiltonian,

$$
\mathcal{H}=\mathcal{H}_{0}+V=\left[\begin{array}{cc}
-\Delta+\mu & 0  \tag{2}\\
0 & \Delta-\mu
\end{array}\right]+\left[\begin{array}{ll}
-V_{1} & -V_{2} \\
V_{2} & V_{1}
\end{array}\right]
$$

To the best of the author's knowledge, $L^{1} \rightarrow L^{\infty}$ dispersive estimates for this operator have only been studied in dimension three. Notably by Schlag [52], Erdoğan and Schlag [23] and Beceanu [3], [4]. A proof using scattering theory was considered by Marzuola [37]. In [52], it is shown that dispersive estimates hold under the same assumptions on $V_{i}$ for the matrix case as $V$ in the scalar case, namely regularity of zero and $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>3$. In [23], more decay was required, $\beta>5$ to handle the cases when zero energy is an eigenvalue or resonance. ${ }^{1}$

The applications of the matrix Schrödinger operator (2) to nonlinear partial differential equations were first studied by Cuccagna [17]. When linearizing about a ground state solution to certain nonlinear Schrödinger equations, one obtains a version of (2) where the potentials depend on the ground state. This is discussed further in Section 2.

In this paper, we prove the following dispersive estimate for the scalar operator.

Theorem 1.1. Assume that zero is not an eigenvalue ${ }^{2}$ of $H=-\Delta+V$, where $V \in C^{1}\left(\mathbb{R}^{5}\right)$ with $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$, and $|\nabla V(x)| \lesssim\langle x\rangle^{-\alpha}$ for some $\alpha>3$. Then

$$
\left\|e^{i t H} P_{a c}\right\|_{1 \rightarrow \infty} \lesssim|t|^{-\frac{5}{2}}
$$

This result more than cuts in half the decay requirement needed in [20]. This result relies on the method used in [20] and an improved estimate for the tail of the Born series which is proven in Section 5.

A similar result holds for the matrix Hamiltonian, (2). This requires a few more assumptions on the spectrum of $\mathcal{H}$, which are laid out in the next section. We note that $\mu>0$ in the definition (2).

Theorem 1.2. Assume that $\pm \mu$ is not an eigenvalue of $\mathcal{H}$. Further for $i=$ $1,2, V_{i} \in C^{1}\left(\mathbb{R}^{5}\right)$ with $\left|V_{i}(x)\right| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$, and $\left|\nabla V_{i}(x)\right| \lesssim\langle x\rangle^{-\alpha}$ for some $\alpha>3$. Then

$$
\left\|e^{i t \mathcal{H}} P_{c}\right\|_{1 \rightarrow \infty} \lesssim|t|^{-\frac{5}{2}}
$$

This paper is organized as follows, we first set up the necessary spectral theory to reduce the problem of dispersive estimates to estimating certain oscillatory integrals in Section 2. In Section 3, we use a Born series expansion

[^1]and estimate each resulting term, essentially reducing the matrix case to the scalar case as in [20]. In Section 5, we improve the estimates used in [20] to control the tail of the Born series. Finally in Section 6, we apply the scalar Born series tail results to the matrix case.

## 2. Spectral theory

Consider the matrix Schrödinger operator, given in (2), on $L^{2}\left(\mathbb{R}^{n}\right) \times$ $L^{2}\left(\mathbb{R}^{n}\right)$. Here $\mu>0$ and $V_{1}, V_{2}$ are real-valued decaying potentials. It follows from a Weyl's criterion argument that the essential spectrum of $\mathcal{H}$ is $(-\infty,-\mu] \cup[\mu, \infty)$, see [32], [45], for example.

For the spectral theory of the matrix Schrödinger operator, we proceed in the manner of Erdoğan and Schlag [23]. In fact, as most of the proofs presented in [23] are independent of dimension, as such we cite the results without proof. Accordingly, we make the following assumptions:
(A1) $L_{-}=-\Delta+\mu-V_{1}+V_{2} \geq 0$,
(A2) $\left|V_{1}(x)\right|+\left|V_{2}(x)\right| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>0$,
(A3) there are no embedded eigenvalues in $(-\infty,-\mu) \cup(\mu, \infty)$.
The first two assumptions are known to apply in the case of the linearized nonlinear Schrödinger equation when the linearization is performed about the positive ground state standing wave. One takes the positive ground state standing wave $\phi(x)$ and assume that for some $\mu>0, \psi(t, x)=e^{i t \mu} \phi(x)$ is a standing wave solution of the nonlinear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} \psi+\Delta \psi+|\psi|^{2 \gamma} \psi=0 \tag{3}
\end{equation*}
$$

for some $\gamma>0$. Assuming that $\phi$ is the ground state implies that

$$
\mu \phi-\Delta \phi=\phi^{2 \gamma+1}, \quad \phi>0 .
$$

Linearizing about this ground state yields the matrix Schrödinger equation with potentials $V_{1}=(\gamma+1) \phi^{2 \gamma}$ and $V_{2}=\gamma \phi^{2 \gamma}$. It is known that the ground state solutions to (3) exist and are smooth, radial and exponentially decaying. This is proved in [7], [57] by Berestycki and Lions, and Strauss respectively. Uniqueness was proved in [15], [36], [39] by Coffman, Kwong and McLeod and Serrin respectively. Other bound states are investigated by Berestycki and Lions in [8], which expands upon the results in [7].

The orbital (or Lyapunov) stability or instability of the ground states has been a subject of much work. See for example the works of Berestycki and Cazenave [6], Cazenave and Lions [14], Comech and Pelinovsky [16], Grillakis and Shatah [25], [26], Shatah [53], Shatah and Strauss [54], and Weinstein [63], [64]. Much of this work was reviewed in the monographs by Strauss and Sulem and Sulem [58], [59].

The asymptotic stability of ground states is a stronger requirement than orbital stability and has also been well investigated. For small solitons one can see the work of Soffer and Weinstein [55], [56]. For large solitons, see Busalev
and Perelman [9], [10], Cuccagna [17], Perelman [42], [43], and Rodnianski, Schlag and Soffer [48], [47].

The Schrödinger equation can show up when linearizing in other nonlinear partial differential equations. A more detailed discussion of the nonlinear Schrödinger case can be found in [22], [52]. For a more thorough review of applications to other nonlinear equations, see the survey paper [51].

We now discuss the needed spectral theory for the matrix Schrödinger operator of (2).

Lemma 2.1. Let $\beta>0$ be arbitrary in (A2), then the essential spectrum of $\mathcal{H}$ equals $(-\infty,-\mu] \cup[\mu, \infty)$. Moreover $\operatorname{spec}(\mathcal{H})=-\operatorname{spec}(\mathcal{H})=\overline{\operatorname{spec}(\mathcal{H})}=$ $\operatorname{spec}\left(\mathcal{H}^{*}\right)$, and $\operatorname{spec}(\mathcal{H}) \subset \mathbb{R} \cup i \mathbb{R}$. The discrete spectrum of $\mathcal{H}$ consists of eigenvalues $\left\{z_{j}\right\}_{j=1}^{N}, 0 \leq N \leq \infty$, of finite multiplicity. For each $z_{j} \neq 0$, the algebraic and geometric multiplicity coincide and $\operatorname{Ran}\left(\mathcal{H}-z_{j}\right)$ is closed. The zero eigenvalue has finite algebraic multiplicity, that is, the generalized eigenspace $\bigcup_{k=1}^{\infty} \operatorname{ker}\left(\mathcal{H}^{k}\right)$ has finite dimension. In fact, there is a finite $m \geq 1$ so that $\operatorname{ker}\left(\mathcal{H}^{k}\right)=\operatorname{ker}\left(\mathcal{H}^{k+1}\right)$ for all $k \geq m$.

Proof. See Lemma 3 of [23].
As in the scalar case, see [30], [20] etc., the proofs will hinge on the limiting absorption principle of Agmon [2]. We now establish such a result for ( $\mathcal{H}-$ $z)^{-1}$ for $|z|>\mu$. From the weighted $L^{2}$ space $L^{2, \sigma}\left(\mathbb{R}^{n}\right)=\langle x\rangle^{-\sigma} L^{2}\left(\mathbb{R}^{n}\right)$, we define the space

$$
X_{\sigma}:=L^{2, \sigma}\left(\mathbb{R}^{5}\right) \times L^{2, \sigma}\left(\mathbb{R}^{5}\right)
$$

It is clear that $X_{\sigma}^{*}=X_{-\sigma}$. The limiting absorption principle of Agmon is now formulated below.

Proposition 2.2. Let $\beta>1, \sigma>\frac{1}{2}$ and fix an arbitrary $\lambda_{0}>\mu$. Then

$$
\begin{equation*}
\sup _{|\lambda| \geq \lambda_{0}, \epsilon \geq 0}|\lambda|^{\frac{1}{2}}\left\|(\mathcal{H}-(\lambda \pm i \epsilon))^{-1}\right\|<\infty, \tag{4}
\end{equation*}
$$

where the norm is in $X_{\sigma} \rightarrow X_{-\sigma}$.
Proof. See Lemma 4, Proposition 5 and Corollary 6 of [23].
To establish dispersive estimates for the matrix case, we need the analogue of projection onto the continuous spectrum. Let $P_{d}$ be the Riesz projection onto the discrete spectrum of $\mathcal{H}$. Under the assumption that $\pm \mu$ are not eigenvalues of $\mathcal{H}$, we define the following projection

$$
P_{c}=I-P_{d} .
$$

This projection is more complicated in the case where $\pm \mu$ are eigenvalues, see [23]. $P_{c}$ is now analogous to the projection onto the absolutely continuous spectrum in the scalar case. We project away from the eigenspaces, this requires the assumption that there are no embedded eigenvalues. This
assumption seems to hold in the three-dimensional case as evidenced in the numerical studies [18], [38].

## 3. Born series

Assuming that there are no eigenvalues embedded in the essential spectrum, we begin with the spectral representation

$$
\begin{align*}
e^{i t \mathcal{H}}= & \frac{1}{2 \pi i} \int_{|\lambda| \geq \mu} e^{i t \lambda}\left[(\mathcal{H}-(\lambda+i 0))^{-1}-(\mathcal{H}-(\lambda-i 0))^{-1}\right] d \lambda  \tag{5}\\
& +\sum_{j} e^{i t \mathcal{H}} P_{\lambda_{j}}
\end{align*}
$$

with the sum running over the discrete spectrum $\left\{\lambda_{j}\right\}_{j}$ and $P_{\lambda_{j}}$ is the Riesz projection corresponding to $\lambda_{j}$. This representation holds as a consequence of the Hille-Yosida theorem, as shown in [23], [52]

We denote the matrix resolvent operators $R_{V}^{ \pm}(\lambda)=(\mathcal{H}-(\lambda \pm i 0))^{-1}$ and $R_{0}^{ \pm}(\lambda)=\left(\mathcal{H}_{0}-(\lambda \pm i 0)\right)^{-1}$.

We note that $P_{c}$ is analogous to projection onto the absolutely continuous spectrum in the scalar case. So that, from (5), we wish to examine the operator

$$
e^{i t \mathcal{H}} P_{c}=\frac{1}{2 \pi i} \int_{|\lambda| \geq \mu} e^{i t \lambda}\left[\left(R_{V}^{+}(\lambda)-R_{V}^{-}(\lambda)\right] d \lambda\right.
$$

We write $P_{c}=P_{c}^{+}+P_{c}^{-}$, where $P_{c}^{+}$projects onto $[\mu, \infty)$ and $P_{c}^{-}$projects onto $(-\infty,-\mu]$. Now using a finite resolvent expansion and a change of variables $\lambda \rightarrow \lambda^{2}+\mu$,

$$
\begin{align*}
& \left\langle e^{i t \mathcal{H}} P_{c}^{+} f, g\right\rangle \\
& =\frac{e^{i t \mu}}{\pi i} \int_{0}^{\infty} \lambda e^{i t \lambda^{2}}\left\langle\left[R_{V}^{+}\left(\lambda^{2}+\mu\right)-R_{V}^{-}\left(\lambda^{2}+\mu\right)\right] f, g\right\rangle d \lambda \\
& = \\
& \quad \frac{e^{i t \mu}}{\pi i}\left(\sum _ { \ell = 0 } ^ { 2 m + 1 } ( - 1 ) ^ { \ell } \int _ { 0 } ^ { \infty } \lambda e ^ { i t \lambda ^ { 2 } } \left\langle\left[R_{0}^{+}\left(\lambda^{2}+\mu\right)\left(V R_{0}^{+}\left(\lambda^{2}+\mu\right)\right)^{\ell}\right.\right.\right.  \tag{6}\\
& \left.\left.\quad-R_{0}^{-}\left(\lambda^{2}+\mu\right)\left(V R_{0}^{-}\left(\lambda^{2}+\mu\right)\right)^{\ell}\right] f, g\right\rangle d \lambda \\
& \quad+\int_{0}^{\infty} \lambda e^{i t \lambda^{2}}\left\langle\left[\left(R_{0}^{+}\left(\lambda^{2}+\mu\right) V\right)^{m+1} R_{V}^{+}\left(\lambda^{2}+\mu\right)\left(V R_{0}^{+}\left(\lambda^{2}+\mu\right)\right)^{m+1}\right.\right.  \tag{7}\\
& \left.\left.\left.\quad-\left(R_{0}^{+}\left(\lambda^{2}+\mu\right)\right)^{m+1} R_{V}^{-}\left(\lambda^{2}+\mu\right)\left(V R_{0}^{-}\left(\lambda^{2}+\mu\right)\right)^{m+1}\right] f, g\right\rangle d \lambda\right)
\end{align*}
$$

Here we are calculating the contribution of $P_{c}^{+}$, the projection onto $[\mu, \infty)$, the contribution of $P_{c}^{-}$is done in the same manner.

In odd dimensions $n \geq 3,(-\Delta-z)^{-1}$ is an integral operator with kernel

$$
\begin{equation*}
(-\Delta-z)^{-1}(x, y)=\frac{i}{4}\left(\frac{z^{\frac{1}{2}}}{2 \pi|x-y|}\right)^{\frac{n-2}{2}} H_{\frac{n-2}{2}}^{(1)}\left(z^{\frac{1}{2}}|x-y|\right) \tag{8}
\end{equation*}
$$

Here $H_{\nu}^{(1)}(\cdot)$ is a Hankel function of the first kind of order $\nu$. We use the following explicit representation for the kernel of the limiting resolvent operator $R_{0}^{ \pm}\left(\lambda^{2}\right)$ (see, e.g., [33])

$$
R_{0}^{ \pm}\left(\lambda^{2}\right)(x, y)=\mathcal{G}_{n}( \pm \lambda,|x-y|)
$$

where

$$
\begin{equation*}
\mathcal{G}_{n}(\lambda, r)=C_{n} \frac{e^{i \lambda r}}{r^{n-2}} \sum_{\ell=0}^{\frac{n-3}{2}} \frac{(n-3-\ell)!}{\ell!\left(\frac{n-3}{2}-\ell\right)!}(-2 i r \lambda)^{\ell} \tag{9}
\end{equation*}
$$

We also define

$$
\mathcal{G}_{1}(\lambda, r)=C_{1} \frac{e^{i \lambda r}}{\lambda}
$$

Lemma 3.1. For $n \geq 3$ and odd, the following recurrence relation holds.

$$
\left(\frac{1}{\lambda} \frac{d}{d \lambda}\right) \mathcal{G}_{n}(\lambda, r)=\frac{1}{2 \pi} \mathcal{G}_{n-2}(\lambda, r)
$$

Proof. The proof follows from the recurrence relations of the Hankel functions, found in [1] and the representation of the kernel given in (8). One can also prove this (with a fixed constant instead of $2 \pi$ ) directly using (9).

For the matrix operator (2), we have

$$
R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)(x, y)=\left(\begin{array}{cc}
\mathcal{G}_{n}(\lambda,|x-y|) & 0  \tag{10}\\
0 & \mathcal{J}_{n}(\lambda,|x-y|)
\end{array}\right)
$$

where $\mathcal{J}_{n}(\lambda, r)=\mathcal{G}_{n}\left(i \sqrt{2 \mu+\lambda^{2}}, r\right)$. In particular, it is worth noting that $\mathcal{J}_{n}(\lambda, r)$ is always real-valued and exponentially decaying in $r$.

Corollary 3.2. For $n \geq 3$, the following recurrence relation holds.

$$
\frac{1}{\lambda} \frac{d}{d \lambda} \mathcal{J}_{n}(\lambda, r)=\frac{1}{2 \pi} \mathcal{J}_{n-2}(\lambda, r) .
$$

We note that the five-dimensional kernel takes the form:

$$
\mathcal{G}_{5}(\lambda, r)=C_{5} e^{i \lambda r}\left(\frac{i \lambda}{r^{2}}+\frac{1}{r^{3}}\right) .
$$

We state the following lemma for the Fourier transforms of certain classes of functions which will be used throughout the paper.

Lemma 3.3. Let $\psi_{\mu}(\lambda)=\sqrt{2 \mu+\lambda^{2}}$, then for $m \in \mathbb{N}_{0}$

$$
\begin{aligned}
& \sup _{b \geq 0}\left\|\int_{\mathbb{R}} e^{-i \lambda u} \lambda \partial_{\lambda} e^{-b \psi_{\mu}(\lambda)} d \lambda\right\|_{\mathcal{M}_{u}} \\
& \quad=\sup _{\mu \geq 0}\left\|\int_{\mathbb{R}} e^{-i \lambda u} \lambda \partial_{\lambda} e^{-\sqrt{\mu+\lambda^{2}}} d \lambda\right\|_{\mathcal{M}_{u}}<\infty \\
& \sup _{b \geq 0}\left\|\int_{\mathbb{R}}\left(b \psi_{\mu}(\lambda)\right)^{m} e^{-b \psi_{\mu}(\lambda)} e^{-i \lambda u} d \lambda\right\|_{\mathcal{M}_{u}} \\
& \quad=\sup _{\mu \geq 0}\left\|\int_{\mathbb{R}}\left(\sqrt{\mu+\lambda^{2}}\right)^{m} e^{-\sqrt{\mu+\lambda^{2}}} e^{-i \lambda u} d \lambda\right\|_{\mathcal{M}_{u}}<\infty
\end{aligned}
$$

where $\|\cdot\|_{\mathcal{M}}$ stands for the total variation norm of measures.
Proof. The first bound is proven in Section 7 of [52] as well as the $m=0$ case of the second bound. The second bound follows from

$$
\begin{aligned}
\partial_{\lambda}\left(\left(\sqrt{\mu+\lambda^{2}}\right)^{m} e^{-\sqrt{\mu+\lambda^{2}}}\right)= & \lambda\left(\sqrt{\mu+\lambda^{2}}\right)^{m-2} e^{-\sqrt{\mu+\lambda^{2}}}\left(\sqrt{\mu+\lambda^{2}}+m\right) \\
\partial_{\lambda}^{2}\left(\left(\sqrt{\mu+\lambda^{2}}\right)^{m} e^{-\sqrt{\mu+\lambda^{2}}}\right)= & e^{-\sqrt{\mu+\lambda^{2}}}\left(\sqrt{\mu+\lambda^{2}}\right)^{m-4}\left[m(m-2) \lambda^{2}\right. \\
& +\sqrt{\mu+\lambda^{2}}(2 m-1) \lambda^{2}+\left(\sqrt{\mu+\lambda^{2}}\right)^{2}\left(\lambda^{2}-m\right) \\
& \left.+\left(\sqrt{\mu+\lambda^{2}}\right)^{m}\right]
\end{aligned}
$$

As for $m \in \mathbb{N}_{0}$ each of these derivatives are in $L^{1}(\mathbb{R})$ with norms uniformly bounded in $\mu>0$. It now follows that

$$
\sup _{\mu \geq 0}\left(1+u^{2}\right)\left|\int_{\mathbb{R}}\left(\sqrt{\mu+\lambda^{2}}\right)^{m} e^{-\sqrt{\mu+\lambda^{2}}} e^{-i \lambda u} d \lambda\right| \lesssim 1
$$

and the lemma is proven.

## 4. The $\kappa$ th term of the Born series

From (6), to establish Theorem 1.2, we wish to prove estimates of the form

$$
\left|\int_{0}^{\infty} e^{i t \lambda^{2}} \lambda \Im\left[R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)\left[V R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)\right]^{\kappa}\right] e_{k} d \lambda\right| \lesssim|t|^{-5 / 2}
$$

here $e_{k}$ are the unit vectors $e_{1}=(1,0)^{T}$ and $e_{2}=(0,1)^{T}$. By writing the matrix resolvent $R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)$ as a diagonal matrix whose entries are the kernels $\mathcal{J}_{n}(\lambda, r)$ and $\mathcal{G}_{n}(\lambda, r)$ as in (10), we can reduce down to integral estimates of the same form as considered by Erdoğan and the author in [20].

Let $\mathcal{I}$ and $\mathcal{I}^{*}$ form a partition of $\{0,1, \ldots, \kappa\}$. Noting that $\mathcal{J}_{n}(\lambda, r)$ is real-valued and even in $\lambda$ and the imaginary part of $\prod_{j \in \mathcal{I}} \mathcal{G}_{n}\left(\lambda, r_{j}\right)$ is even,
we extend the $\lambda$ integral to $\mathbb{R}$. We are led to proving estimates of the form

$$
\begin{align*}
& \sup _{z_{0}, z_{\kappa+1}}\left|\int_{\mathbb{R}^{5 \kappa+1}} e^{i t \lambda^{2}} \lambda \Im\left[\prod_{j \in \mathcal{I}} \mathcal{G}_{5}\left(\lambda, r_{j}\right) \prod_{j \in \mathcal{I}^{*}} \mathcal{J}_{5}\left(\lambda, r_{j}\right) \prod_{\ell=1}^{\kappa} V\left(z_{\ell}\right)\right] d \vec{z} d \lambda\right|  \tag{11}\\
& \quad \lesssim|t|^{-5 / 2}
\end{align*}
$$

where $r_{j}=\left|z_{j}-z_{j+1}\right|$ and $d \vec{z}=d z_{1} d z_{2} \ldots d z_{\kappa}$.
We note that we can immediately ignore the case of $\mathcal{I}=\emptyset$ as $\mathcal{J}_{n}$ is realvalued. Further if $\mathcal{I}^{*}=\emptyset$, we can reduce to the scalar case which is handled by Erdoğan and the author in [20] for $n=5,7$. As such, we will assume that both $\mathcal{I}$ and $\mathcal{I}^{*}$ are nonempty. We can now differ from the scalar case by omitting the large $\lambda$ cut-off function $\chi_{L}$ as $\mathcal{J}_{5}(\lambda, r)$ is exponentially decaying in $\lambda$.

As in the scalar case, we perform $\frac{n-1}{2}=2$ integration by parts in $\lambda$ and the left hand side of (11) becomes

$$
|t|^{-2} \int_{\mathbb{R}^{5 \kappa+1}} e^{i t \lambda^{2}} \lambda \Im\left[\prod_{j \in \mathcal{I}} \mathcal{G}_{5-2 \alpha_{j}}\left(\lambda, r_{j}\right) \prod_{j \in \mathcal{I}^{*}} \mathcal{J}_{5-2 \alpha_{j}}\left(\lambda, r_{j}\right) \prod_{\ell=1}^{\kappa} V\left(z_{\ell}\right)\right] d \vec{z} d \lambda
$$

with $\alpha_{0}, \ldots, \alpha_{\kappa} \in \mathbb{N}_{0}$ such that $\sum_{j=0}^{\kappa} \alpha_{j}=2$.
4.1. The first term of the Born series. We can assume without loss of generality that $\mathcal{I}=\{1\}$ and $\mathcal{I}^{*}=\{0\}$ by the assumption that both sets are nonempty. There are now three distinct cases which depend on where the $\lambda$ derivatives act.

Case 1. Consider the case when both $\lambda$ derivatives act on the kernel $\mathcal{G}_{5}(\lambda, r)$. By Lemma 3.1, we have

$$
|t|^{-2} \int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} \lambda \mathcal{J}_{5}\left(\lambda,\left|z_{0}-z_{1}\right|\right) V\left(z_{1}\right) \mathcal{G}_{1}\left(\lambda,\left|z_{1}-z_{2}\right|\right) d z_{1} d \lambda
$$

Recall we have $\psi_{\mu}(\lambda)=\sqrt{2 \mu+\lambda^{2}}$, We first note the fact that $\left\|\left[e^{i t(\cdot)^{2}}\right]^{\vee}\right\|_{\infty} \lesssim$ $|t|^{-1 / 2}$, then expanding the kernels as in (9) and ignoring constants, we have an integral of the form $|t|^{-2}$ multiplied by

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} e^{i \lambda\left|z_{1}-z_{2}\right|} e^{-\psi_{\mu}(\lambda)\left|z_{0}-z_{1}\right|}\left(\frac{\psi_{\mu}(\lambda)}{\left|z_{0}-z_{1}\right|^{2}}+\frac{1}{\left|z_{0}-z_{1}\right|^{3}}\right) V\left(z_{1}\right) d z_{1} d \lambda\right| \\
& \quad=\left|\int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} e^{i \lambda\left|z_{1}-z_{2}\right|} e^{-\psi_{\mu}(\lambda)\left|z_{0}-z_{1}\right|}\left(\frac{1+\psi_{\mu}(\lambda)\left|z_{0}-z_{1}\right|}{\left|z_{0}-z_{1}\right|^{3}}\right) V\left(z_{1}\right) d z_{1} d \lambda\right| \\
& \quad \lesssim|t|^{-1 / 2}\left\|\mathcal{F}\left(\left(1+\sqrt{\mu+\lambda^{2}}\right) e^{-\sqrt{\mu+\lambda^{2}}}\right)\right\|_{\mathcal{M}} \int_{\mathbb{R}^{5}} \frac{|V(z)|}{\left|z_{0}-z_{1}\right|^{3}} d z_{1} \lesssim|t|^{-1 / 2},
\end{aligned}
$$

where we used Plancherel, Lemma 3.3 and the assumption that $|V(x)| \lesssim$ $\langle x\rangle^{-4-}$ provides more than enough decay to ensure the $z_{1}$ integral converges.

Case 2. Consider when one $\lambda$ derivative acts on each $\mathcal{G}_{5}(\lambda, r)$ and $\mathcal{J}_{5}(\lambda, r)$. By Lemma 3.1 and Corollary 3.2, we have

$$
\begin{aligned}
& |t|^{-2}\left|\int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} \lambda \mathcal{J}_{3}\left(\lambda,\left|z_{0}-z_{1}\right|\right) V\left(z_{1}\right) \mathcal{G}_{3}\left(\lambda,\left|z_{1}-z_{2}\right|\right) d z_{1} d \lambda\right| \\
& \quad=|t|^{-2}\left|\int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} e^{i \lambda\left|z_{1}-z_{2}\right|} e^{-\sqrt{2 \mu+\lambda^{2}}\left|z_{0}-z_{1}\right|} \frac{\lambda V\left(z_{1}\right)}{\left|z_{0}-z_{1}\right|\left|z_{1}-z_{2}\right|} d z_{1} d \lambda\right|
\end{aligned}
$$

Noting that

$$
e^{i \lambda\left|z_{1}-z_{2}\right|}=\frac{i}{\lambda} \nabla_{z_{1}} e^{i \lambda\left|z_{1}-z_{2}\right|} \cdot e_{z_{2}}\left(z_{1}\right)
$$

where $e_{x}(y)$ is the unit vector in direction $x-y$. Now, we can integrate by parts in $z_{1}$ once to eliminate the $\lambda$ power. The derivative can act on the exponential, the potential, either point singularity or the unit vector.

If the derivative acts on the exponential, we gain a term of the form $\sqrt{2 \mu+\lambda^{2}} e_{z_{0}}\left(z_{1}\right)$, which we can treat as in the first case using Plancherel and Lemma 3.3. We need only bound the integral

$$
\int_{\mathbb{R}^{5}} \frac{\left|V\left(z_{1}\right)\right|}{\left|z_{0}-z_{1}\right|^{2}\left|z_{1}-z_{2}\right|} d z_{1}
$$

up to reversal of $z_{0}$ and $z_{2}$. This integral is bounded if $|V(x)| \lesssim\langle x\rangle^{-2-}$. The same analysis holds if the derivative acts on the point singularity or unit vector as

$$
\nabla_{z_{1}} \cdot e_{z_{0}}\left(z_{1}\right)=\frac{1-n}{\left|z_{0}-z_{1}\right|}, \quad \nabla_{z_{1}}\left|z_{0}-z_{1}\right|^{-1}=\frac{e_{z_{0}}\left(z_{1}\right)}{\left|z_{0}-z_{1}\right|^{2}}
$$

If the derivative acts on the potential, we need to bound

$$
\int_{\mathbb{R}^{5}} \frac{\left|\nabla V\left(z_{1}\right)\right|}{\left|z_{0}-z_{1}\right|\left|z_{1}-z_{2}\right|} d z_{1}
$$

which is bounded if $|\nabla V(x)| \lesssim\langle x\rangle^{-3-}$.
Case 3. Finally, consider when both $\lambda$ derivatives act on a $\mathcal{J}_{5}$. Here we must use that we need only bound the imaginary part of the integrand in (11). By Corollary 3.2, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} \lambda \mathcal{J}_{1}\left(\lambda,\left|z_{0}-z_{1}\right|\right) V\left(z_{1}\right) \mathcal{G}_{5}\left(\lambda,\left|z_{1}-z_{2}\right|\right) d z_{1} d \lambda \\
& =\int_{\mathbb{R}^{5+1}} e^{i t \lambda^{2}} e^{i \lambda\left|z_{1}-z_{2}\right|} e^{-\sqrt{2 \mu+\lambda^{2}}\left|z_{0}-z_{1}\right|} V\left(z_{1}\right) \\
& \quad \times\left(\frac{\lambda^{2}}{\sqrt{2 \mu+\lambda^{2}}} \frac{1}{z_{1}-\left.z_{2}\right|^{2}}+\frac{\lambda}{\sqrt{2 \mu+\lambda^{2}}} \frac{1}{\left|z_{1}-z_{2}\right|^{3}}\right) d z_{1} d \lambda .
\end{aligned}
$$

For the $\lambda^{2}$ term, we note that

$$
\left|z_{0}-z_{1}\right|^{-1} \lambda \partial_{\lambda} e^{-\sqrt{2 \mu+\lambda^{2}}\left|z_{0}-z_{1}\right|}=\frac{\lambda^{2}}{\sqrt{2 \mu+\lambda^{2}}} e^{-\sqrt{2 \mu+\lambda^{2}}\left|z_{0}-z_{1}\right|}
$$

Thus Plancherel and Lemma 3.3 will yield the desired bound if

$$
\int_{\mathbb{R}^{5}} \frac{\left|V\left(z_{1}\right)\right|}{\left|z_{0}-z_{1}\right|\left|z_{1}-z_{2}\right|^{2}} d z_{1}
$$

is bounded. This is true when $|V(x)| \lesssim\langle x\rangle^{-2-}$.
For the $\lambda$ term, we note that everything in the $z_{1}$ integral is real except the imaginary exponential, which becomes $\sin \left(\lambda\left|z_{1}-z_{2}\right|\right)$. Writing

$$
\sin \left(\lambda\left|z_{1}-z_{2}\right|\right)=\lambda \int_{0}^{\left|z_{1}-z_{2}\right|} \cos (\lambda \alpha) d \alpha
$$

we can apply Plancherel and Lemma 3.3 as long as

$$
\int_{\mathbb{R}^{5}} \frac{\left|V\left(z_{1}\right)\right|}{\left|z_{0}-z_{1}\right|\left|z_{1}-z_{2}\right|^{2}} d z_{1}
$$

is bounded. Again if $|V(x)| \lesssim\langle x\rangle^{-2-}$ the above is bounded.
This suffices to show that Theorem 1.2 holds for the first term of the Born series in (6).
4.2. Higher Born series terms. The integrals that arise from the higher Born series terms are of the same form as the $\kappa=1$ term. The strategies used in the $\kappa=1$ case can be applied to the higher $\kappa$ terms. First of all, when a $\mathcal{J}_{1}\left(\lambda, r_{j^{*}}\right)$ occurs, the lowest order $\lambda$ term can be handled as in Case 3 above, but with a series of iterated integrals of the form

$$
\int_{\mathbb{R}^{5 \kappa}} \prod_{\ell=1}^{\kappa} V\left(z_{\kappa}\right) \prod_{j \neq j^{*}} \frac{1}{\left|z_{j}-z_{j+1}\right|^{3}}
$$

When powers of $\lambda$ occur, we simply follow the integration by parts scheme for the Born series laid out in [20]. For this, we note that

$$
\begin{equation*}
\nabla_{z} e^{-\sqrt{2 \mu+\lambda^{2}}|x-z|}=\left(-\sqrt{2 \mu+\lambda^{2}}|x-z|\right) e^{-\sqrt{2 \mu+\lambda^{2}}|x-z|} \frac{x-z}{|x-z|^{2}} \tag{12}
\end{equation*}
$$

When integrating by parts in the $z_{j}$ variables, if the derivative acts as in (12), we use the following identity to perform the integration by parts

$$
e^{i \lambda|z-y|}=-\frac{i}{\lambda}\left(\nabla_{z} e^{i \lambda|z-y|}\right) \cdot \frac{y-z}{|y-z|}
$$

The above are needed for the case in which we have $\mathcal{J}_{5-2 \alpha_{j}}(\lambda,|x-z|) \times$ $\mathcal{G}_{5-2 \alpha_{j+1}}(\lambda,|z-y|)$. This case is simpler than the scalar case due to the
absence of the line singularity $E_{x z z y}$, which is replaced by the unit vector $\frac{y-z}{|y-z|}$. In [20], the following formula was used to perform the integration by parts

$$
e^{i \lambda(|x-z|+|z-y|)}=-\frac{i}{\lambda}\left(\nabla_{z} e^{i \lambda(|x-z|+|z-y|)}\right) \cdot E_{x z z y}
$$

where $E_{x z z y}=\frac{x-z}{|x-z|}-\frac{z-y}{|z-y|}$ is a superposition of two unit vectors. As seen from (12), and Lemma 3.3, integrating by parts leads to positive powers of $\sqrt{2 \mu+\lambda^{2}}$ or acts similar to the scalar case. we simply absorb them into an expression with the decaying exponential whose Fourier transform will be a measure. In effect we can treat any $r_{j}^{-2} \sqrt{2 \mu+\lambda^{2}}$ as if it were the lower order term $r_{j}^{-3}$. It was seen in [20] that the analogous $\lambda$ term of the free resolvent in the scalar case caused the high energy difficulties and necessitated the smoothness condition on the potential.

From [20], we know how to handle integrals of the form

$$
\int_{\mathbb{R}^{5 \kappa+1}} e^{i t \lambda^{2}} \lambda^{N} \frac{1}{r_{0}^{m_{0}}} \prod_{j=1}^{\kappa} \frac{V\left(z_{j}\right)}{r_{j}^{m_{j}}} d \vec{z} d \lambda
$$

for $N \leq \kappa$. This allows us to effectively reduce the matrix Born series terms to those of the scalar Born series.
4.3. Dimensions $n>5$. In the same way that the Born series terms of the five dimensional matrix case are reduced to the five dimensional scalar case, the integration by parts scheme of [20] will reduce the seven dimensional matrix case to the seven dimensional scalar case. In fact, if one can control the terms of the scalar Born series for higher dimensions as in the scheme suggested in Section 5 of [20], by the method of integration by parts show here one can also control the terms of the matrix Born series.

## 5. Tail estimates for the scalar case

In this section, we prove a sharper estimate in terms of decay rate on the tail of the Born series given below in (13). Essentially, we estimate the scalar analogue of (7) in the scalar case, and in Section 6 we extend this method to the matrix case. In [20], Erdoğan and the author proved dispersive estimates for the scalar linear Schrödinger equation with optimal smoothness assumptions on the potential $V$ in dimensions five and seven. Their analysis used tail estimates established by Goldberg and Visan in [31]. These estimates required no smoothness on $V$, but required a decay of $\langle x\rangle^{-\beta}$ for some $\beta>$ $\frac{3 n+5}{2}$, far more than the optimally conjectured decay rate of $\beta>2$. Though in [31], the decay rate was not a main concern since they were constructing a counterexample.

We note that Yajima's result [65] requires that the potential obeys $|V(x)| \lesssim$ $\langle x\rangle^{-(n+2)-}$, and its integrability requirements on the potential do not lead to sharp smoothness requirements. As mentioned in the introduction, a series of work has been done using techniques of semi-classical analysis. In [11], it is shown that dispersive estimates hold if $V \in C^{1+}\left(\mathbb{R}^{5}\right)$ and $\left|\nabla^{j} V(x)\right| \lesssim\langle x\rangle^{-5-}$ for $j=0,1$. In [40], it is shown that low-frequency dispersive estimates require only that $|V(x)| \lesssim\langle x\rangle^{-(n+2) / 2-}$, however, their extension to include high frequency requires $\hat{V} \in L^{1}$ which does not yield optimal smoothness assumptions of the potential. The method laid out here requires slightly more decay, $|V(x)| \lesssim\langle x\rangle^{-4-}$ for both the high energy and low energy portions of the evolution, but requires no smoothness of $V$.

In this section, we prove dispersive estimates on the tail of the Born series in the scalar case that require only $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$ in dimension five. The high energy argument can be extended to arbitrary odd dimensions $n>3$ assuming only that $|V(x)| \lesssim\langle x\rangle^{-\frac{n+3}{2}-}$. The low energy argument can be duplicated in dimension seven with $\beta>5$, but cannot be extended in this form to $n>7$.

In a slight bit of abuse of notation, let $R_{0}^{ \pm}\left(\lambda^{2}\right)$ be the scalar free resolvent operator with kernel given in (9). By iterating the scalar resolvent identity

$$
R_{V}(z)=R_{0}(z)-R_{0}(z) V R_{V}(z)
$$

one obtains the Born series representation

$$
\begin{align*}
R_{V}(z)= & \sum_{\kappa=0}^{2 m+1}(-1)^{\kappa} R_{0}(z)\left[V R_{0}(z)\right]^{\kappa}  \tag{13}\\
& +\left[R_{0}(z) V\right]^{m+1} R_{V}(z)\left[V R_{0}(z)\right]^{m+1}
\end{align*}
$$

Here we used that $R_{0} V R_{V}=R_{V} V R_{0}$. This approach is standard for the scalar case, see for example [20], [28], [30], [31], [46], [50]. We can control the contribution of the terms of the finite Born series in (13) as in [20]. One needs only control the tail of the Born series in (13). That is control the contribution of

$$
\left[R_{0}^{ \pm}\left(\lambda^{2}\right) V\right]^{m+1} R_{V}^{ \pm}\left(\lambda^{2}\right)\left[V R_{0}^{ \pm}\left(\lambda^{2}\right)\right]^{m+1}
$$

for some $m \in \mathbb{N}_{0}$ which depends on the dimension. In this section, we prove the following theorem.

Theorem 5.1. In dimension five, if zero is regular and $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$ and $m \geq 6$,

$$
\sup _{L \geq 1}\left|\int_{\mathbb{R}} e^{i t \lambda^{2}} \lambda \chi_{L}(\lambda) \int_{\mathbb{R}^{(2 m+3) 5}}\left(R_{0}^{ \pm} V\right)^{m+1} R_{V}^{ \pm}\left(V R_{0}^{ \pm}\right)^{m+1} d \vec{z} d \lambda\right| \lesssim|t|^{-\frac{5}{2}}
$$

We state several integral estimates which we use repeatedly in the analysis of the tail of the Born series. We restate Lemma 6.3 of [20].

Lemma 5.2. Fix $u_{1}, u_{2} \in \mathbb{R}^{n}$, and let $0 \leq k, \ell<n, \beta>0, k+\ell+\beta \geq n$, $k+\ell \neq n$. We have

$$
\int_{\mathbb{R}^{n}} \frac{\langle z\rangle^{-\beta-} d z}{\left|z-u_{1}\right|^{k}\left|z-u_{2}\right|^{\ell}} \lesssim \begin{cases}\left(\frac{1}{\left|u_{1}-u_{2}\right|}\right)^{\max (0, k+\ell-n)}, & \left|u_{1}-u_{2}\right| \leq 1 \\ \left(\frac{1}{\left|u_{1}-u_{2}\right|}\right)^{\min (k, \ell, k+\ell+\beta-n)}, & \left|u_{1}-u_{2}\right|>1\end{cases}
$$

The following consequence of Lemma 5.2 is often useful.
Corollary 5.3. Fix $u_{1}, u_{2} \in \mathbb{R}^{n}$, and let $0 \leq k, \ell<n, \beta>0, k+\ell+\beta \geq n$, $k+\ell \neq n$. We have

$$
\int_{\mathbb{R}^{n}} \frac{\langle z\rangle^{-\beta-} d z}{\left|z-u_{1}\right|^{k}\left|z-u_{2}\right|^{\ell}} \lesssim\left(\frac{1}{\left|u_{1}-u_{2}\right|}\right)^{\min (k, \ell, k+\ell+\beta-n)}
$$

We also note Lemma 3.8 of [31].
Lemma 5.4. Let $\mu$ and $\sigma$ be such that $\mu<n$ and $n<\sigma+\mu$. Then

$$
\int_{\mathbb{R}^{n}} \frac{d y}{\langle y\rangle^{\sigma}|x-y|^{\mu}} \lesssim \begin{cases}\langle x\rangle^{n-\sigma-\mu}, & \sigma<n \\ \langle x\rangle^{-\mu}, & \sigma>n\end{cases}
$$

Lemma 5.5. Let $0<\mu, \gamma$ be such that and $n<\gamma+\mu$. Then

$$
\int_{\mathbb{R}^{n}}\langle x\rangle^{-\gamma}\langle x+y\rangle^{-\mu} d x \lesssim\langle y\rangle^{-\min (\gamma, \mu, \gamma+\mu-n)}
$$

Proof. If $|y|<1$ the result is trivial, assume $|y|>1$. We divide $\mathbb{R}^{n}$ into four regions. First, on $|x|<\frac{1}{2}|y|$, we have $|x-y| \approx y$, and this contributes

$$
|y|^{-\mu} \int_{|x|<\frac{1}{2}|y|}\langle x\rangle^{-\gamma} d x \lesssim|y|^{-\mu}+|y|^{n-\gamma-\mu}
$$

by considering the regions $|x|<1$ and $|x|>1$ separately. Similarly on $|x+y|<$ $\frac{1}{2}|y|$, this region contributes

$$
|y|^{-\gamma} \int_{|x+y|<\frac{1}{2}|y|}\langle x+y\rangle^{-\mu} d x \lesssim|y|^{-\gamma}+|y|^{n-\gamma-\mu}
$$

On the complement of the above regions in $|x|<2|y|$, we have $|x| \approx|x+y| \approx|y|$ and thus this region contributes $|y|^{n-\gamma-\mu}$. Finally, on $|x|>2|y|$ we have $|x+y| \approx|y|$ and this region contributes

$$
\int_{|x|>2|y|}\langle x\rangle^{-\gamma-\mu} d x \lesssim|y|^{n-\gamma-\mu}
$$

Finally, we have the following lemma for stationary phase type estimates. This lemma is essentially Lemma 2 in [50].

Lemma 5.6. Let $\phi^{\prime}(0)=0$ and $1 \leq \phi^{\prime \prime} \leq C$. Then,

$$
\begin{aligned}
\left|\int_{-\infty}^{\infty} e^{i t \phi(\lambda)} a(\lambda) d \lambda\right| \lesssim & \int_{|\lambda|<|t|^{-\frac{1}{2}}}|a(\lambda)| d \lambda \\
& +|t|^{-1} \int_{|\lambda|>|t|^{-\frac{1}{2}}}\left(\frac{|a(\lambda)|}{\left|\lambda^{2}\right|}+\frac{\left|a^{\prime}(\lambda)\right|}{|\lambda|}\right) d \lambda .
\end{aligned}
$$

Proof. Let $\eta \in C_{c}^{\infty}$ be such that $\eta(x)=1$ if $|x|<1$ and $\eta(x)=0$ if $|x|>2$. Let $\eta_{2}(x)=\eta\left(x / 2|t|^{-1 / 2}\right)$. Writing $1=\eta_{2}+\left(1-\eta_{2}\right)$, we rewrite the integral as follows

$$
\begin{aligned}
\left|\int_{-\infty}^{\infty} e^{i t \phi(\lambda)} a(\lambda) d \lambda\right| \lesssim & \left|\int_{-\infty}^{\infty} e^{i t \phi(\lambda)} a(\lambda) \eta_{2}(\lambda) d \lambda\right| \\
& +\left|\int_{-\infty}^{\infty} e^{i t \phi(\lambda)} a(\lambda)\left(1-\eta_{2}(\lambda)\right) d \lambda\right|
\end{aligned}
$$

The first term is bounded as in the claim since $\operatorname{supp}\left(\eta_{2}\right)=\left[-|t|^{-\frac{1}{2}},|t|^{-\frac{1}{2}}\right]$. For the second term, we integrate by parts once in $\lambda$ to bound with

$$
|t|^{-1}\left|\int_{-\infty}^{\infty} e^{i t \phi(\lambda)}\left(\frac{a(\lambda)\left(1-\eta_{2}(\lambda)\right)}{\phi^{\prime}(\lambda)}\right)^{\prime} d \lambda\right| .
$$

By Taylor's theorem,

$$
\phi^{\prime}(\lambda)=\phi^{\prime}(0)+\lambda \phi^{\prime \prime}(c)=\lambda \phi^{\prime \prime}(c)
$$

for some $c$ between 0 and $\lambda$. By assumptions, we have that $\phi^{\prime \prime}$ is bounded above and below, we have

$$
\left|\phi^{\prime}(\lambda)\right| \approx|\lambda| .
$$

This completes the proof of the desired bound.
5.1. Five dimensional high energy. For the high energy portion of the evolution, we examine

$$
\begin{align*}
& \left\langle e^{i t H} \chi\left(\frac{\sqrt{H}}{L}\right)\left[1-\chi\left(\frac{\sqrt{H}}{\lambda_{0}}\right)\right] P_{a c} f, g\right\rangle  \tag{14}\\
& =\int_{0}^{\infty} e^{i t \lambda^{2}} \lambda \chi\left(\frac{\lambda}{L}\right)\left[1-\chi\left(\frac{\lambda}{\lambda_{0}}\right)\right] \\
& \quad \times\left\langle\left[R_{V}\left(\lambda^{2}+i 0\right)-R_{V}\left(\lambda^{2}-i 0\right)\right] f, g\right\rangle \frac{d \lambda}{\pi i}
\end{align*}
$$

Here $\lambda_{0}>0$ is a small constant which is determined by the analysis in Section 5.2.

We first establish some properties of iterated resolvents.

Lemma 5.7. If $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$ in dimension five, for any $\sigma>\frac{1}{2}$,

$$
\begin{array}{r}
\left\|\int_{\mathbb{R}^{5}} R_{0}^{ \pm}\left(\lambda^{2}\right)(x, z) V(z) R_{0}^{ \pm}\left(\lambda^{2}\right)(z, y) d z\right\|_{L_{x}^{2,-\sigma}} \lesssim\langle\lambda\rangle^{2}, \\
\left\|\int_{\mathbb{R}^{5}}\left(1+\frac{1}{\lambda}\right) \frac{d}{d \lambda}\left[R_{0}^{ \pm}\left(\lambda^{2}\right)(x, z) V(z) R_{0}^{ \pm}\left(\lambda^{2}\right)(z, y)\right] d z\right\|_{L_{x}^{2,-\sigma-1}} \lesssim\langle\lambda\rangle^{2}, \\
\left\|\int_{\mathbb{R}^{5}} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda}\left[R_{0}^{ \pm}\left(\lambda^{2}\right)(x, z) V(z) R_{0}^{ \pm}\left(\lambda^{2}\right)(z, y)\right] d z\right\|_{L_{x}^{2,-\sigma-2}} \lesssim\langle\lambda\rangle
\end{array}
$$

uniformly for $y \in \mathbb{R}^{5}$.
Proof. Using the explicit expansion for the kernel of $R_{0}^{ \pm}$from (9), we apply Lemma 5.2. We can see that one integration is enough to establish local $L^{2}$ behavior. Considering the slowest decaying terms that result from the integration, one can establish the weighted $L^{2}$ behavior.

Our analysis depends on estimates on the limiting absorption principle of Agmon, [2], and some estimates we establish for certain functions.

Lemma 5.8 (The limiting absorption principle). In dimension $n$, for all $\lambda>\lambda_{0}$,

$$
\begin{aligned}
& \left\|\left(\frac{d}{d \lambda}\right)^{j} R_{0}^{ \pm}\left(\lambda^{2}\right)\right\|_{L^{2, \frac{1}{2}+j+} \rightarrow L^{2,-\frac{1}{2}-j-}} \lesssim \begin{cases}\lambda^{-1}, & j=0, \\
1, & j \geq 1,\end{cases} \\
& \left\|\left(\frac{d}{d \lambda}\right)^{j} R_{V}^{ \pm}\left(\lambda^{2}\right)\right\|_{L^{2, \frac{1}{2}+j+} \rightarrow L^{2,-\frac{1}{2}-j-}} \lesssim \begin{cases}\lambda^{-1}, & j=0 \\
1, & j \geq 1\end{cases}
\end{aligned}
$$

where $0 \leq j \leq \frac{n+1}{2}$.
This result is due to Agmon, [2]. For another proof, one can see [19].
We define the following kernels

$$
\begin{equation*}
G_{ \pm, x}\left(\lambda^{2}\right)(\cdot):=e^{\mp i \lambda|x|} R_{0}\left(\lambda^{2} \pm i 0\right)(\cdot, x) \tag{15}
\end{equation*}
$$

Such kernels have been used first by Yajima, see [66], and in the threedimensional case by Goldberg and Schlag [30]. These kernels inserted in (14) will allow us to differentiate more than $\frac{n-1}{2}$ times in $\lambda$ without leading to growth in $x$. Further, this modulation merely shifts the phase when using stationary phase methods. As such, we examine

$$
\begin{align*}
& \int_{0}^{\infty} e^{i t \lambda^{2}} e^{ \pm i \lambda(|x|+|y|)} \chi(\lambda / L)\left[1-\chi\left(\lambda / \lambda_{0}\right)\right]  \tag{16}\\
& \quad \times \lambda\left\langle V R_{V}^{ \pm}\left(\lambda^{2}\right) V\left(R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, x}\left(\lambda^{2}\right),\left(R_{0}^{\mp}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, x}^{*}\left(\lambda^{2}\right)\right\rangle d \lambda
\end{align*}
$$

We now define the following.

$$
\begin{equation*}
J_{y}^{ \pm}(\lambda, \cdot):=\int_{\mathbb{R}^{5}} R_{0}^{ \pm}\left(\lambda^{2}\right)(\cdot, z) V(z) G_{ \pm, y}\left(\lambda^{2}\right)(z) d z \tag{17}
\end{equation*}
$$

We establish estimates on three $\lambda$ derivatives of $J_{y}^{ \pm}(\lambda)$.
Lemma 5.9. If $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$, the following estimates hold for $\lambda$ derivatives of $J_{y}^{ \pm}$. For $0 \leq j \leq 2$,

$$
\left|\left(\frac{d}{d \lambda}\right)^{j} J_{y}^{ \pm}(\lambda, x)\right| \lesssim\langle\lambda\rangle^{2} \begin{cases}|x-y|^{-1}, & |x-y|<1 \\ |x-y|^{j-2}, & |x-y|>1\end{cases}
$$

and

$$
\left|\frac{d^{3}}{d \lambda^{3}} J_{y}^{ \pm}(\lambda, x)\right| \lesssim\langle\lambda\rangle^{2} \begin{cases}|x-y|^{-1}, & |x-y|<1 \\ \lambda\langle x\rangle, & |x-y|>1\end{cases}
$$

Proof. We note the following inequality.

$$
\begin{aligned}
\left|\left(\frac{d}{d \lambda}\right)^{j}\left[e^{i \lambda \phi}\left(a \lambda^{2}+b \lambda+c\right)\right]\right| \lesssim & \lambda^{2}\left[a \phi^{j}\right]+\lambda\left[a \phi^{j-1}+b \phi^{j}\right] \\
& +\left[a \phi^{j-2}+b \phi^{j-1}+c \phi^{j}\right]
\end{aligned}
$$

where we take $\phi^{\ell}=0$ if $\ell<0$. Taking $\phi=|x-z|+|z-y|-|y|$ and $a, b, c$ the coefficients of the $\lambda$ powers that arise in $J_{y}^{ \pm}$. The proof now follows Lemma 5.2, the fact that $||z-y|-|y|| \lesssim\langle z\rangle$.

For $j=3$, on must use that $|\phi| \lesssim\langle x\rangle+\langle z\rangle$ at most once to avoid growth in $|x-z|$.

Corollary 5.10. If $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$, and $0 \leq j \leq 3$,

$$
\left\|\left(\frac{d}{d \lambda}\right)^{j} J_{y}^{ \pm}(\lambda, \cdot)\right\|_{L^{2,-\sigma}} \lesssim\langle\lambda\rangle^{2}
$$

for $\sigma>j+\frac{1}{2}$.
We can improve Corollary 5.10 to push forward decay in $y$ by increasing the degree of the polynomial weight.

Proposition 5.11. If $|V(x)| \lesssim\langle x\rangle^{-\beta-}$ for some $\beta>4$, then

$$
\begin{aligned}
\left\|J_{y}^{ \pm}(\lambda, z)\right\|_{L_{z}^{2,-\frac{3}{2}-}} & \lesssim \frac{\langle\lambda\rangle^{2}}{\langle y\rangle^{2}}, \\
\left\|\frac{d}{d \lambda} J_{y}^{ \pm}(\lambda, z)\right\|_{L_{z}^{2,-\frac{5}{2}-}} & \lesssim \frac{\langle\lambda\rangle^{2}}{\langle y\rangle^{2}}
\end{aligned}
$$

Proof. The statement for $j=0$ arises from the following calculations. First, consider the contribution of the $\lambda^{2}$ term of (17) to the weighted $L^{2}$ norm.

$$
\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}} \frac{\langle z\rangle^{-4-}}{|x-z|^{2}|z-y|^{2}} d z\right|^{2}\langle x\rangle^{-3-}\right]^{\frac{1}{2}}
$$

We note that

$$
\frac{1}{|x-z|^{2}|z-y|^{2}} \lesssim \frac{1}{|x-y|^{2}}\left[\frac{1}{|x-z|^{2}}+\frac{1}{|z-y|^{2}}\right]
$$

Using this fact and Lemma 5.4, we bound with

$$
\begin{aligned}
& {\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}} \frac{\langle z\rangle^{-4-}}{|x-z|^{2}|z-y|^{2}} d z\right|^{2}\langle x\rangle^{-3-} d x\right]^{\frac{1}{2}}} \\
& \quad \lesssim\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}}\langle z\rangle^{-4-}\left(\frac{1}{|x-z|^{2}}+\frac{1}{|z-y|^{2}}\right) d z\right|^{2} \frac{\langle x\rangle^{-3-}}{|x-y|^{4}} d x\right]^{\frac{1}{2}} \\
& \quad \lesssim\left[\int_{\mathbb{R}^{5}}\left(\langle x\rangle^{-2}+\langle y\rangle^{-2}\right) \frac{\langle x\rangle^{-3-}}{|x-y|^{4}} d x\right]^{\frac{1}{2}} \lesssim \frac{1}{\langle y\rangle^{2}} .
\end{aligned}
$$

We handle the $\lambda^{0}$ term of (17) similarly, we note

$$
\begin{equation*}
\frac{1}{|x-z|^{3}|z-y|^{3}} \lesssim \frac{1}{|x-y|^{2}}\left[\frac{1}{|x-z|^{4}}+\frac{1}{|z-y|^{4}}\right] \tag{18}
\end{equation*}
$$

Thus, this term contributes the following to the weighted $L^{2}$ norm.

$$
\begin{aligned}
& {\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}}\langle z\rangle^{-4-}\left(\frac{1}{|x-z|^{4}}+\frac{1}{|z-y|^{4}}\right) d z\right|^{2} \frac{\langle x\rangle^{-3-}}{|x-y|^{4}} d x\right]^{\frac{1}{2}}} \\
& \quad \lesssim\left[\int_{\mathbb{R}^{5}} \frac{\langle x\rangle^{-3-}}{|x-y|^{4}}\left(\langle x\rangle^{-6}+\langle y\rangle^{-6}\right) d x\right]^{\frac{1}{2}} \lesssim \frac{1}{\langle y\rangle^{2}}
\end{aligned}
$$

We note that the $\lambda$ coefficient of $J_{y}^{ \pm}$is bounded by the sum its $\lambda^{2}$ and $\lambda^{0}$ coefficients.

For the term with a $\lambda$ derivative, we take a bit more care. We note that in Lemma 5.9 , we bound $|\phi| \lesssim|x-z|+\langle z\rangle$, for this estimate, we wish to retain the $|x-z|$ decay, so instead we use the bound $|\phi| \lesssim\langle x\rangle+\langle z\rangle$. Again, we need only concern ourselves with the $\lambda^{2}$ and $\lambda^{0}$ terms. We bound these terms as follows,

$$
\begin{align*}
& \frac{\lambda^{2}}{|x-z|^{2}|z-y|^{2}}(\langle x\rangle+\langle z\rangle),  \tag{19}\\
& \frac{1}{|x-z|^{3}|z-y|^{3}}(\langle x\rangle+\langle z\rangle) . \tag{20}
\end{align*}
$$

We note that each bound is a sum of two terms. However, if we take the term with $\langle x\rangle$, it reduces down to the case with no derivatives since this term merely cancels out the extra weight $\sigma>\frac{5}{2}$. Let us first consider the $\lambda^{2}$ term. We need to bound the weighted $L^{2}$ norm, that is for the $\langle z\rangle$ term of (19), we use

$$
\begin{aligned}
& {\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}} \frac{\langle z\rangle^{-3-}}{|x-z|^{2}|z-y|^{2}} d z\right|^{2}\langle x\rangle^{-5-} d x\right]^{\frac{1}{2}}} \\
& \quad \lesssim\left[\int_{\mathbb{R}^{5}} \frac{\langle x\rangle^{-5-}}{|x-y|^{4}} d x\right]^{\frac{1}{2}} \lesssim \frac{1}{\langle y\rangle^{2}}
\end{aligned}
$$

Where we used Lemma 5.2 in the second to last line with $\max (0, k+\ell-n) \leq$ $\min (k, \ell, k+\ell+\beta-n)=2$ as $k=\ell=2$ and $\beta=3$, and we used Lemma 5.4 in the last line.

Turning our attention to (20), the $\lambda^{0}$ term, as in the case of no derivatives and using (18), we need to bound

$$
\begin{aligned}
& {\left[\int_{\mathbb{R}^{5}}\left|\int_{\mathbb{R}^{5}}\langle z\rangle^{-3-}\left(\frac{1}{|z-y|^{3}}+\frac{1}{|x-z|^{3}}\right) d z\right|^{2} \frac{\langle x\rangle^{-5-}}{|x-y|^{4}}\right]^{\frac{1}{2}}} \\
& \quad \lesssim\left[\int_{\mathbb{R}^{5}}\left(\langle y\rangle^{-2}+\langle x\rangle^{-2}\right) \frac{\langle x\rangle^{-5-}}{|x-y|^{4}}\right]^{\frac{1}{2}} \lesssim \frac{1}{\langle y\rangle^{2}}
\end{aligned}
$$

Where we used Lemma 5.4 throughout this calculation.
We rewrite (16) as

$$
\begin{aligned}
I_{x, y}^{ \pm}(t)= & \int_{0}^{\infty} e^{i t \lambda^{2} \pm i \lambda(|x|+|y|)} \chi_{L}(\lambda)\left(1-\chi_{0}(\lambda)\right) \\
& \times \lambda\left\langle V R_{V}^{ \pm} V\left(R_{0}^{ \pm} V\right)^{m-1} J_{y}^{ \pm}(\lambda, \cdot),\left(R_{0}^{ \pm} V\right)^{m-1} J_{x}^{ \pm}(\lambda, \cdot)\right\rangle d \lambda \\
= & \int_{0}^{\infty} e^{i t \lambda^{2} \pm i \lambda(|x|+|y|)} a_{x, y}^{ \pm}(\lambda) d \lambda
\end{aligned}
$$

For $0<t<1$, we note that by Corollary 5.10 and Lemma 5.8,

$$
\begin{aligned}
\left|a_{x, y}^{ \pm}(\lambda)\right| \lesssim & \lambda\left\|J_{x}\right\|_{L^{2,-\frac{1}{2}-}}\left\|R_{0}^{ \pm} V\right\|_{L^{2,-\frac{1}{2}-} \rightarrow L^{2,-\frac{1}{2}-}}^{2 m-2}\left\|R_{V} V\right\|_{L^{2,-\frac{1}{2}-} \rightarrow L^{2,-\frac{1}{2}-}} \\
& \times\|V\|_{L^{2,-\frac{1}{2}-} \rightarrow L^{2, \frac{1}{2}+}}\left\|J_{y}^{ \pm}\right\|_{L^{2,-\frac{1}{2}-}} \\
\lesssim & \lambda\langle\lambda\rangle^{4}\left(\lambda^{-1}\right)^{2 m-2} \lambda^{-1} \lesssim\langle\lambda\rangle^{6-2 m} .
\end{aligned}
$$

We see taking $m=4$ suffices and that

$$
\left|I_{x, y}^{ \pm}(t)\right| \lesssim \int_{0}^{\infty}\langle\lambda\rangle^{-2} d \lambda \lesssim 1
$$

When $t>1$, we note that the phase has critical point $\lambda_{1}=\mp \frac{|x|+|y|}{2 t}$. We have that $a_{x, y}^{ \pm}$has three derivatives in $\lambda$ that satisfy the following bounds

$$
\begin{aligned}
\left|a_{x, y}^{ \pm}(\lambda)\right| & \lesssim\langle\lambda\rangle^{-2}(\langle x\rangle\langle y\rangle)^{-2} & & \text { for all } \lambda>1 \\
\left|\left(\frac{d}{d \lambda}\right)^{j} a_{x, y}^{ \pm}(\lambda)\right| & \lesssim\langle\lambda\rangle^{-2} & & \text { for } j=1,2,3 \text { for all } \lambda>1
\end{aligned}
$$

In particular, this justifies taking $L=\infty$ in (16).
We note that for $I_{x, y}^{+}$, the critical point of the phase is outside of the support of $a_{x, y}^{ \pm}$. Three integration by parts in $\lambda$ yield the bound $\left|I_{x, y}^{+}(t)\right| \lesssim|t|^{-3}$.

We can similarly integrate by parts and bound $\left|I_{x, y}^{-}(t)\right| \lesssim|t|^{-3}$ away from the critical point of the phase. Further if $\lambda_{1} \ll \lambda_{0}$, we can again inegrate by parts three times. Finally, if $\lambda_{1} \gtrsim \lambda_{0}$ we can also have the bound $\max (|x|$, $|y|) \gtrsim|t|$. From Lemma 5.6 and Proposition 5.11, we see that stationary phase contributes $|t|^{-1 / 2}(\langle x\rangle\langle y\rangle)^{-2} \lesssim|t|^{-5 / 2}$, as desired.
5.2. Five dimensional low energy. We now control the low-energy portion of the evolution,

$$
\begin{align*}
& \left\langle e^{i t H} \chi\left(\sqrt{H} / \lambda_{0}\right) P_{a c} f, g\right\rangle  \tag{21}\\
& \quad=\int_{0}^{\infty} e^{i t \lambda^{2}} \lambda \chi\left(\lambda / \lambda_{0}\right)\left\langle\left[R_{V}\left(\lambda^{2}+i 0\right)-R_{V}\left(\lambda^{2}-i 0\right) f, g\right\rangle \frac{d \lambda}{\pi i} .\right.
\end{align*}
$$

We use the resolvent identity

$$
\begin{equation*}
R_{V}^{ \pm}\left(\lambda^{2}\right)=R_{0}^{ \pm}\left(\lambda^{2}\right)-R_{0}^{ \pm}\left(\lambda^{2}\right) V\left(I+R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{-1} R_{0}^{ \pm}\left(\lambda^{2}\right) \tag{22}
\end{equation*}
$$

The free resolvents in dimension five have explicit expansion

$$
\begin{equation*}
R_{0}^{ \pm}\left(\lambda^{2}\right)(x, y)=C_{5} e^{ \pm i \lambda|x-y|} \frac{1 \mp i \lambda|x-y|}{|x-y|^{3}} \tag{23}
\end{equation*}
$$

We note that in particular $R_{0}^{ \pm}\left(\lambda^{2}\right)(x, y)$ is not locally in $L^{2}\left(\mathbb{R}^{5}\right)$, so it cannot be Hilbert-Schmidt.

We follow the approach of Goldberg and Schlag in [30], in particular we establish invertibility of $S^{ \pm}(\lambda)=\left(I+R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)$ as a perturbation from zero energy. We then expand in a Neumann series in certain Hilbert-Schmidt norms.

We note the following Proposition from [31].
Proposition 5.12. Suppose $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>\frac{n+1}{2}$ and also that zero energy is neither an eigenvalue nor a resonance of $H=-\Delta+V$. Then

$$
\sup _{\lambda \geq 0}\left\|\left[S^{ \pm}\right]^{-1}(\lambda)\right\|_{L^{2,-\sigma} \rightarrow L^{2,-\sigma}}<\infty
$$

for all $\sigma \in\left(\frac{1}{2}, \beta-\frac{1}{2}\right)$.
We rewrite $R_{0}^{ \pm}\left(\lambda^{2}\right)=R_{0}^{ \pm}(0)+B_{5}^{ \pm}(\lambda)$. Then, we can write

$$
\left[I+R_{0}^{ \pm}\left(\lambda^{2}\right)\right]^{-1}=S_{0}^{-1}\left[I+B_{5}^{ \pm}(\lambda) V S_{0}^{-1}\right]^{-1}
$$

The integral kernel has form

$$
\begin{equation*}
B_{5}^{ \pm}(\lambda)=C_{5}\left(e^{i \lambda|x-y|} \frac{1 \mp i \lambda|x-y|}{|x-y|^{3}}-\frac{1}{|x-y|^{3}}\right), \tag{24}
\end{equation*}
$$

which satisfies the size estimate

$$
\begin{equation*}
\left|B_{5}^{ \pm}\left(\lambda^{2}\right)\right| \lesssim \frac{\lambda}{|x-y|^{2}} \tag{25}
\end{equation*}
$$

This follows as $\left|e^{i \theta}-1\right| \lesssim|\theta|$.
Proposition 5.13. If $\sigma, \alpha>\frac{1}{2}$, and $\sigma+\alpha>3$, then

$$
\sup _{\lambda \geq 0} \lambda^{-1}\left\|B_{5}^{ \pm}(\lambda)\right\|_{\mathrm{HS}(\sigma,-\alpha)} \leq C_{\sigma, \alpha}
$$

Proof. We note that

$$
\begin{aligned}
\left\|B_{5}^{ \pm}(\lambda)\right\|_{\mathrm{HS}(\sigma,-\alpha)}^{2} & =\lambda^{2} \iint_{\mathbb{R}^{10}} \frac{\langle x\rangle^{-2 \sigma}\langle y\rangle^{-2 \alpha}}{|x-y|^{4}} d x d y \\
& \lesssim \lambda^{2} \int_{\mathbb{R}^{5}}\langle y\rangle^{-2 \alpha-\min (4,2 \sigma-1)} d y \lesssim \lambda^{2}
\end{aligned}
$$

by Lemma 5.4.
Corollary 5.14. If $\sigma, \alpha>\frac{1}{2}$, and $\sigma+\alpha>3$, then

$$
\lim _{\lambda \rightarrow 0}\left\|B_{5}^{ \pm}(\lambda)\right\|_{\mathrm{HS}(\sigma,-\alpha)}=0
$$

Corollary 5.15. If $|V(x)| \lesssim\langle x\rangle^{-\beta}$ for some $\beta>4$, then

$$
\lim _{\lambda \rightarrow 0}\left\|B_{5}^{ \pm}(\lambda) V S_{0}^{-1}\right\|_{\operatorname{HS}(\sigma, \sigma)}=0
$$

for all $\sigma \in\left(-\frac{7}{2},-\frac{1}{2}\right)$.
Proof. We know $V S_{0}^{-1}: L^{2, \sigma} \rightarrow L^{2, \sigma+4+}$ for $-\frac{7}{2}<\sigma<-\frac{1}{2}$ from Proposition 5.12. Corollary 5.14 implies that $\left\|B_{5}^{ \pm}\right\|_{\mathrm{HS}(\sigma+4+, \sigma)} \rightarrow 0$ as $\lambda \rightarrow 0$.

For derivatives of $B_{5}^{ \pm}(\lambda)(x, y)$, we note that $\left(B_{5}^{ \pm}\right)^{\prime}(\lambda)(x, y)=C e^{ \pm i \lambda|x-y|} \times$ $\frac{\lambda}{|x-y|}$. So that $\frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{ \pm}(\lambda)(x, y)=C R_{3}\left(\lambda^{2}\right)(x, y)$ where $R_{3}\left(\lambda^{2}\right)(x, y)$ is the three-dimensional free resolvent. Further, we have that $\frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{ \pm}\left(\lambda^{2}\right)(x, y)=$ $C e^{ \pm i \lambda|x-y|}$.

CLAim. $\left\|\frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{ \pm}(\lambda)\right\|_{\operatorname{HS}(\sigma,-\alpha)} \leq C$ if $\sigma, \alpha>\frac{3}{2}$ and $\sigma+\alpha>4$.
CLAIM. $\left\|\frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{ \pm}(\lambda)\right\|_{\mathrm{HS}(\sigma,-\alpha)} \leq C$ if $\sigma, \alpha>\frac{5}{2}$.
We prove the existence of $\lambda_{0}>0$ such that for $0<\lambda<\lambda_{0}$ we can expand

$$
\tilde{B}_{5}^{ \pm}(\lambda)=\left[I+B_{5}^{ \pm}(\lambda) V S_{0}^{-1}\right]^{-1}
$$

as a Neumann series in the norms $\|\cdot\|_{\operatorname{HS}(\sigma, \sigma)}$ for $-\frac{7}{2}<\sigma<-\frac{1}{2}$. The symmetry $\tilde{B}_{5}^{-}(\lambda)=\tilde{B}_{5}^{+}(-\lambda)$ is still valid.

Define $\chi_{0}(\lambda)=\chi\left(\frac{\lambda}{\lambda_{0}}\right)$, and note that (21) and (22) lead us to bounding

$$
\begin{align*}
& \sup _{x, y \in \mathbb{R}^{5}} \mid \int_{0}^{\infty} \lambda \chi_{0}(\lambda)\left[\left(\sum_{j=0}^{3} R_{0}^{+}\left(\lambda^{2}\right)\left[-V R_{0}^{+}\left(\lambda^{2}\right)\right]^{j}\right.\right.  \tag{26}\\
& \left.\quad-R_{0}^{-}\left(\lambda^{2}\right)\left[-\left(\lambda^{2}\right) V R_{0}^{-}\left(\lambda^{2}\right)\right]^{j}\right)
\end{align*}
$$

$$
\begin{aligned}
& -\left[R_{0}^{+}\left(\lambda^{2}\right) V R_{0}^{+}\left(\lambda^{2}\right) V S_{0}^{-1} \tilde{B}_{5}^{+} R_{0}^{+}\left(\lambda^{2}\right) V R_{0}^{+}\left(\lambda^{2}\right)\right. \\
& \left.\left.-R_{0}^{-}\left(\lambda^{2}\right) V R_{0}^{-}\left(\lambda^{2}\right) V S_{0}^{-1} \tilde{B}_{5}^{-} R_{0}^{-}\left(\lambda^{2}\right) V R_{0}^{-}\left(\lambda^{2}\right)\right]\right](x, y) d \lambda \mid
\end{aligned}
$$

We note that (26) is the low-energy part of the Schrödinger evolution which is known to disperse if $\left|\nabla^{j} V(x)\right| \lesssim\langle x\rangle^{-3-}$ for $j=0,1$. This was proved in [20] and is nearly optimal with respect to decay of the potential. We bound the tail as follows.

$$
\begin{aligned}
& \sup _{x, y \in \mathbb{R}^{5}} \mid \int_{-\infty}^{\infty} e^{i t \lambda^{2}} \lambda \iint_{\mathbb{R}^{10}} A\left(\lambda,\left|x-x_{1}\right|\right) V S_{0}^{-1}\left(\chi_{0} \tilde{B}_{5}^{+}\right)(\lambda)\left(x_{1}, x_{2}\right) \\
& \quad \times A\left(\lambda,\left|x_{2}-y\right|\right) d x_{1} d x_{2} d \lambda \mid
\end{aligned}
$$

where $A=\int R_{0}^{ \pm} V R_{0}^{ \pm}$, integrated in the appropriate variable, which is seen to be in certain weighted $L^{2}$ spaces by Lemma 5.7. Following the standard approach first laid out in [46] by Rodnianski and Schlag, we integrate by parts in $\lambda$ twice and bound.

$$
\begin{align*}
& \sup _{x, y \in \mathbb{R}^{5}} \left\lvert\, \frac{1}{t^{2}} \int_{-\infty}^{\infty} e^{i t \lambda^{2}} \iint_{\mathbb{R}^{10}} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} A\left(\lambda,\left|x-x_{1}\right|\right)\right.  \tag{28}\\
& \quad \times V S_{0}^{-1}\left(\chi_{0} \tilde{B}_{5}^{+}\right)(\lambda)\left(x_{1}, x_{2}\right) A\left(\lambda,\left|x_{2}-y\right|\right) d x_{1} d x_{2} d \lambda \mid
\end{align*}
$$

There are several different cases to consider, depending on where the $\lambda$ derivatives act. We first consider when derivatives don't act on the cut-off function $\chi_{0}(\lambda)$. We estimate the resolvent and its derivatives as a mapping from $L^{2, \sigma}\left(\mathbb{R}^{n}\right)$ to $L^{2,-\alpha}\left(\mathbb{R}^{n}\right)$. We recall that the Hilbert-Schmidt norm is defined by

$$
\|R\|_{\mathrm{HS}(\sigma,-\alpha)}^{2}=\iint_{\mathbb{R}^{2 n}}\langle x\rangle^{-2 \sigma}|R(x, y)|^{2}\langle y\rangle^{-2 \alpha} d x d y
$$

Consider the term from (28) which arises when all derivative act on $\tilde{B}_{5}^{+}$, the other cases are similarly managed. Using Parseval and the fact that $\left\|\left(e^{i t(\cdot)^{2}}\right)\right\|_{L^{\infty}} \lesssim|t|^{-\frac{1}{2}}$, we need only bound

$$
\begin{align*}
& \sup _{x, y \in \mathbb{R}^{5}}|t|^{-\frac{5}{2}} \int_{-\infty}^{\infty} \left\lvert\, \iint_{\mathbb{R}^{10}} A_{x}\left(x_{1}\right) V S_{0}^{-1}\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} \widetilde{B_{5}^{+}}\right)^{\vee}(\xi)\left(x_{1}, x_{2}\right)\right.  \tag{29}\\
& \quad \times A_{y}\left(x_{2}\right) d x_{1} d x_{2} \mid d u
\end{align*}
$$

with $\xi:=u+\left|x-x_{1}\right|+\left|y-x_{2}\right|$. We note that we only use the fact that the kernels $A(\lambda, \cdot)$ are in weighted $L^{2}$ spaces. Their $\lambda$ dependence is not important to our mapping argument, see Remark 5.19 below. We now denote them as $A_{x}\left(x_{1}\right)$ and $A_{y}\left(x_{2}\right)$ since their properties with respect to $x, y$ are what we
are most interested in here. Now, using Fubini, we interchange the order of integration to bound (29) with

$$
\begin{aligned}
& \sup _{x, y \in \mathbb{R}^{5}}|t|^{-\frac{5}{2}} \iint_{\mathbb{R}^{10}} \int_{\mathbb{R}}\left|A_{x}\left(x_{1}\right) V\right|\left|S_{0}^{-1}\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} \widetilde{B_{5}^{+}}\right)^{\vee}(\xi)\left(x_{1}, x_{2}\right)\right| \\
& \quad \times\left|A_{y}\left(x_{1}\right)\right| d u d x_{1} d x_{2} . \\
& \leq \\
& \quad \sup _{x, y \in \mathbb{R}^{5}}|t|^{-\frac{5}{2}}\left\|A_{x} V\right\|_{L^{2,3+}}\left\|\int\left|S_{0}^{-1}\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} \widetilde{B_{5}^{+}}\right)^{\vee}(u)\right| d u\right\|_{\operatorname{HS}(-1-,-3-)} \\
& \quad \times\left\|A_{y}\right\|_{L^{2,-1-}}
\end{aligned}
$$

The weighted $L^{2}$ bounds follow from Lemma 5.7. We need only control the size of

$$
\left\|\int\left|S_{0}^{-1}\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} \widetilde{B_{5}^{+}}\right)^{\vee}(u)\right| d u\right\|_{\operatorname{HS}(-1-,-3-)}
$$

Using Minkowski allows us to bring the Hilbert-Schmidt norm inside the integral. By Proposition 5.12, $S_{0}^{-1}$ is a bounded operator on $L^{2,-3-}\left(\mathbb{R}^{5}\right)$ and the fact that composition of a bounded operator with a Hilbert-Schmidt operator is Hilbert-Schmidt, we can reduce to showing the existence of a value $\lambda_{0}>0$ such that

$$
\int_{\mathbb{R}}\left\|\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} \widetilde{B_{5}^{+}}\right)^{\vee}(u)\right\|_{\mathrm{HS}(-1-,-3-)} d u<\infty
$$

To this end, we establish the following estimates.
LEMMA 5.16. The inverse Fourier transform of $\chi_{0} B_{5}^{+}$in $\lambda$ satisfies

$$
\int_{-\infty}^{\infty}\left\|\left[\chi_{0} B_{5}^{+}\right]^{\vee}(u)\right\|_{\operatorname{HS}(\sigma,-\alpha)} d u<C \lambda_{0}\left(1+\lambda_{0}^{\frac{1}{2}+}\right)
$$

if $\sigma, \alpha>1$ and $\sigma+\alpha>\frac{7}{2}$.
Proof. We note that by construction of $B_{5}^{+}$, we can use Taylor's theorem to cancel out the non-locally $L^{2}$ behavior. Specifically,

$$
\left|\left[B_{5}^{+} \chi_{0}\right]^{\vee}(\xi)\right| \lesssim \frac{\lambda_{0}^{2}}{|x-y|^{2}}
$$

We use this on the region $|\xi|<\frac{2}{\lambda_{0}}$, and the fact that $|x-y|^{-2}$ has finite Hilbert-Schmidt norm under the above hypotheses. One can see with two applications of Lemma 5.4 the contribution of this region to the $\xi$ integral is bounded by $C \lambda_{0}$.

On the region $|\xi|>\frac{2}{\lambda_{0}}$, we must take some additional care. Consider the region on which $|\xi|<\frac{1}{2}|x-y|$, it then follows that $|x-y|^{-1} \lesssim \lambda_{0}$, and
$||x-y|+\xi| \approx|x-y| \gtrsim|\xi|$. Here we use

$$
\begin{aligned}
\left|\left[B_{5}^{+} \chi_{0}\right]^{\vee}(\xi)\right| & \lesssim \lambda_{0}^{2} \sum_{j=0}^{1} \frac{\lambda_{0}^{-j}}{|x-y|^{2+j}}\left(\frac{d}{d \xi}\right)^{j}\left[\chi^{\vee}\left(\lambda_{0}(\xi+|x-y|)\right)+\chi^{\vee}\left(\lambda_{0} \xi\right)\right] \\
& \lesssim \frac{\lambda_{0}^{2}}{|x-y|^{2}}\left\langle\lambda_{0} \xi\right\rangle^{-10} \lesssim \frac{\lambda_{0}^{2}}{|x-y|^{2}} \frac{1}{\lambda_{0}^{10}|\xi|^{10}}
\end{aligned}
$$

Again, the Hilbert-Schmidt norm is finite, and this region contributes $\lambda_{0}^{\frac{n-3}{2}}$ to the integral.

On the region where $|\xi|>2|x-y|$, we have that $||x-y|+\xi| \approx|\xi|$, so using Taylor's theorem on the inverse Fourier transform, we have

$$
\left|\left[B_{5}^{+} \chi_{0}\right]^{\vee}(\xi)\right| \lesssim \frac{\lambda_{0}^{2}}{|x-y|^{2}} \frac{d}{d \xi}\left[\chi^{\vee}\left(\lambda_{0} \xi\right)+\chi^{\vee}\left(\lambda_{0} c\right)\right]
$$

Here $c \in B\left(\xi, \frac{1}{2}|\xi|\right)$. So the inverse Fourier transforms of the cut-off are of comparable in size. The bound then follows as in the previous region.

Finally, one must take care in the annular region $\frac{1}{2}|x-y|<|\xi|<2|x-y|$. We do not use the bound that arises from the use of Taylor's theorem, but instead bound as in the region $|\xi|<\frac{1}{2}|x-y|$,

$$
\left|\left[B_{5}^{+} \chi_{0}\right]^{\vee}(\xi)\right| \lesssim \frac{\lambda_{0}^{2}}{|x-y|^{2}}\left[\left\langle\lambda_{0}(\xi+|x-y|)\right\rangle^{-10}+\left\langle\lambda_{0} \xi\right\rangle^{-10}\right]
$$

The second term with $\left\langle\lambda_{0} \xi\right\rangle^{-10}$ can be handled as in the previous two regions. The first term requires more care as we can have $\xi+|x-y|=0$ on this region. Let us now consider the contribution of this region to the square of the Hilbert-Schmidt norm. We wish to bound

$$
\begin{equation*}
\lambda_{0}^{2} \int_{|\xi| \gtrsim \frac{1}{\lambda_{0}}}\left[\iint_{|x-y| \approx|\xi|} \frac{\langle x\rangle^{-2 \sigma}\left\langle\lambda_{0}(\xi+|x-y|)\right\rangle^{-20}\langle y\rangle^{-2 \alpha}}{|x-y|^{4}} d x d y\right]^{\frac{1}{2}} d \xi \tag{30}
\end{equation*}
$$

By a switch to polar coordinates and scaling the $\lambda_{0}$ out of the integrals, we have

$$
\begin{aligned}
(30) & =\lambda_{0}^{\frac{1}{2}} \int_{|s| \gtrsim 1}\left[\int_{S^{4}} \int_{r \approx|s|} \int_{\mathbb{R}^{5}}\langle x\rangle^{-2 \sigma}\langle s+r\rangle^{-20}\left\langle x+\frac{r \theta}{\lambda_{0}}\right\rangle^{-2 \alpha} d x d r d \theta\right]^{\frac{1}{2}} d \xi \\
& \lesssim \lambda_{0}^{\frac{1}{2}} \int_{|s| \gtrsim 1}\left[\int_{S^{4}} \int_{r \approx|s|}\langle s+r\rangle^{-20}\left(\frac{r}{\lambda_{0}}\right)^{-q} d r d \theta\right] d \xi \\
& \lesssim \lambda_{0}^{\frac{1+q}{2}} \int_{|s| \gtrsim 1}|s|^{-\frac{q}{2}} d s \lesssim \lambda_{0}^{\frac{1+q}{2}} .
\end{aligned}
$$

As in Lemma 5.17, we use Lemma 5.5 to estimate the $x$ integral with $q=$ $\min (2 \alpha, 2 \sigma, 2 \alpha+2 \sigma-5)$. By assumption, we have $q>2$.

Lemma 5.17. The inverse Fourier transform of $\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}$in $\lambda$ satisfies

$$
\int_{-\infty}^{\infty}\left\|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right\|_{\mathrm{HS}(\sigma,-\alpha)} d u<C<\infty
$$

uniformly as $\lambda_{0} \rightarrow 0$ if $\sigma, \alpha>2$, and $\sigma+\alpha>\frac{9}{2}$.
Proof. First note that by Lemma 3.1,

$$
\frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}=C R_{3}^{+}\left(\lambda^{2}\right)=C \frac{e^{i \lambda|x-y|}}{|x-y|}
$$

It now follows that, up to a constant multiplier,

$$
\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)=\left[\chi_{0} \frac{e^{i \lambda|x-y|}}{|x-y|}\right]^{\vee}(u)=\frac{\lambda_{0} \chi^{\vee}\left(\lambda_{0}(u+|x-y|)\right)}{|x-y|}
$$

By scaling of the inverse Fourier transform and the fact that $\chi \in \mathcal{S}(\mathbb{R})$, in this case we have

$$
\begin{equation*}
\left|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right| \lesssim \frac{\lambda_{0}}{|x-y|}\left\langle\lambda_{0}(u+|x-y|)\right\rangle^{-10} \tag{31}
\end{equation*}
$$

We first consider when $|u| \leq \frac{2}{\lambda_{0}}$. Ignoring the $\left\langle\lambda_{0}(u+|x-y|)\right\rangle^{-10}$ in (31), it is clear, by Lemma 5.4, that $\sigma, \alpha>2, \sigma+\alpha>\frac{9}{2}$ is sufficient to establish

$$
\left\|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right\|_{\mathrm{HS}(\sigma,-\alpha)} \lesssim \lambda_{0} .
$$

Thus,

$$
\int_{|u| \leq \frac{2}{\lambda_{0}}}\left\|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right\|_{\operatorname{HS}(\sigma,-\alpha)} d u \lesssim \int_{|u| \leq \frac{2}{\lambda_{0}}} \lambda_{0} d u \lesssim 1
$$

Now if $|u| \geq \frac{2}{\lambda_{0}}$, we have

$$
\left|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right| \lesssim \frac{\lambda_{0}}{|x-y|}\left\langle\lambda_{0}(u+|x-y|)\right\rangle^{-10}
$$

We can further bound by

$$
\left|\left[\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right| \lesssim \begin{cases}\frac{1}{\lambda_{0}^{8}|u|^{10}|x-y|}, & |x-y| \leq \frac{1}{2}|u| \\ \frac{1}{\lambda_{0}^{8}|u|^{10}|x-y|}, & |x-y| \geq 2|u| \\ \frac{\lambda_{0}}{|u|}\left\langle\lambda_{0}(u+|x-y|)\right\rangle^{-10}, & \frac{1}{2}|u|<|x-y|<2|u|\end{cases}
$$

The first two regions, the estimates follow from the triangle inequality. The integral of the Hilbert-Schmidt norm is bounded as before,

$$
\int_{|u| \geq \frac{2}{\lambda_{0}}} \frac{1}{\lambda_{0}^{8}|u|^{10}}\left\||x-y|^{-1}\right\|_{\mathrm{HS}(\sigma,-\alpha)} d u \lesssim \frac{1}{\lambda_{0}^{8}} \int_{|u| \geq \frac{2}{\lambda_{0}}}|u|^{-10} d u \lesssim \lambda_{0}
$$

We now need only bound the function on the annular region. We change the $y$ integral to polar, $y=x+r \theta$ where $\theta \in S^{4}$, the four-dimensional sphere. We now need to bound

$$
\begin{align*}
& \lambda_{0} \int_{|u| \gtrsim \frac{1}{\lambda_{0}}}\left[\int_{S^{4}} \int_{|r| \approx|u|} \int_{\mathbb{R}^{5}}\langle x\rangle^{-2 \sigma}\left\langle\lambda_{0}(r+u)\right\rangle^{-20}\right.  \tag{32}\\
& \left.\quad \times\langle x+r \theta\rangle^{-2 \alpha} r^{4} d x d r d \theta\right]^{\frac{1}{2}} \frac{d u}{|u|}
\end{align*}
$$

Rescaling, and defining $F(x, r, s, \theta):=\langle x\rangle^{-2 \sigma}\langle r+s\rangle^{-20}\left\langle x+\frac{r \theta}{\lambda_{0}}\right\rangle^{-2 \alpha}$, we have

$$
\begin{aligned}
(32) & \lesssim \lambda_{0}^{-\frac{3}{2}} \int_{|s| \gtrsim 1}\left[\int_{S^{4}} \int_{r \approx|s|} \int_{\mathbb{R}^{5}} F(x, r, s, \theta) r^{4} d x d r d \theta\right]^{\frac{1}{2}} \frac{d s}{|s|} \\
& \lesssim \lambda_{0}^{\frac{q-3}{2}} \int_{|s| \gtrsim 1} \frac{1}{|s|}\left[\int_{r \approx|s|} r^{4-q}\langle r+s\rangle^{-20} d r\right]^{\frac{1}{2}} d s \\
& \lesssim \lambda_{0}^{\frac{q-3}{2}} \int_{|s| \gtrsim 1}|s|^{1-q} d s \lesssim \lambda_{0}^{\frac{q-3}{2}} .
\end{aligned}
$$

Where we used Lemma 5.5 with $q=\min (2 \alpha, 2 \sigma, 2 \alpha+2 \sigma-5)$ and the fact that $q-1>1$.

Lemma 5.18. The inverse Fourier transform of $\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}$in $\lambda$ satisfies

$$
\int_{-\infty}^{\infty}\left\|\left[\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right]^{\vee}(u)\right\|_{\mathrm{HS}(3+,-3-)} d u<C<\infty
$$

uniformly as $\lambda_{0} \rightarrow 0$.
Proof. This proof is identical in form to that of Lemma 15 in [30]. We note that by Lemma 3.1,

$$
\frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}(\lambda)=\left(R_{3}^{+}\right)^{\prime}\left(\lambda^{2}\right)
$$

Where $R_{3}$ is the three-dimensional free resolvent. The need for larger HilbertSchmidt weights is a consequence of the ambient space being $\mathbb{R}^{5}$ instead of $\mathbb{R}^{3}$.

We now present two cases that arise in the analysis of (28), that in which no $\lambda$ derivatives act on $\tilde{B}_{5}^{+}$and that in which all $\lambda$ derivatives act on $\tilde{B}_{5}^{+}$. The intermediate case of one derivative acting on $\tilde{B}_{5}^{+}$is handled similarly.

No derivatives act on $\tilde{B}_{5}^{+}$:
If no $\lambda$ derivatives act on $\tilde{B}_{5}^{+}(\lambda)$ in (28), they must act on the leading and trailing $A(\lambda, \cdot)$ terms. From Lemma 5.7, we see that we must establish

$$
V S_{0}^{-1}\left[\chi_{0} \tilde{B}_{5}^{+}\right]^{\vee} \in L^{1}\left(L^{2, \gamma-3-}, L^{2, \gamma+}\right)
$$

for $\frac{1}{2} \leq \gamma \leq \frac{5}{2}$. From Proposition 5.12, we need only establish that

$$
\left[\chi_{0} \tilde{B}_{5}^{+}\right]^{\vee} \in L^{1}\left(L^{2, \gamma-3-}, L^{2, \gamma-4-}\right)
$$

We define $\tilde{B}_{5}^{+}$as a convergent Neumann series

$$
\begin{equation*}
\tilde{B}_{5}^{+}(\lambda)=\left[I+B_{5}^{+}(\lambda) V S_{0}^{-1}\right]^{-1}=\sum_{n=0}^{\infty}\left(-B_{5}^{+}(\lambda) V S_{0}^{-1}\right)^{n} \tag{33}
\end{equation*}
$$

We define $\chi_{1}(\lambda)=\chi\left(\frac{\lambda}{2 \lambda_{0}}\right)$ so that $\chi_{1}^{n} \chi_{0}=\chi_{0}$ for any $n \geq 0$. We use this and (33) to define $\chi_{0} B_{5}^{+}$as a Neumann series.

$$
\begin{align*}
\chi_{0} \tilde{B}_{5}^{+}(\lambda) & =\chi_{0}\left[I+B_{5}^{+}(\lambda) V S_{0}^{-1}\right]^{-1}  \tag{34}\\
& =\chi_{0}(\lambda) \sum_{n=0}^{\infty}\left(-\chi_{1}(\lambda) B_{5}^{+}(\lambda) V S_{0}^{-1}\right)^{n}
\end{align*}
$$

Upon applying the inverse Fourier transform to (34), we note that as in the scalar case multiplication of operator-valued functions yields convolution of their inverse Fourier transforms. We can bound the $L^{1}$ norm of the repeated convolutions by the product of the $L^{1}$ norms of each piece provided the range of each operator is contained in the domain of the operator following it. So that we have

$$
\begin{align*}
& \left\|\left[\chi_{0} \tilde{B}_{5}^{+}\right]^{\vee}\right\|_{L^{1}\left(L^{2, \gamma-3-}, L^{2, \gamma-4-}\right)}  \tag{35}\\
& \leq\left\|\chi_{0}^{\vee} I\right\|_{L^{1}\left(L^{2, \gamma-3-}, L^{2, \gamma-4-}\right)} \\
& \quad+\sum_{n=1}^{\infty}\left\|\left[\chi_{0} B_{5}^{+}\right]^{\vee} V S_{0}^{-1}\right\|_{L^{1}(\operatorname{HS}(\gamma-3-, \gamma-4-))}
\end{align*}
$$

In view of Proposition 5.12 and Lemma 5.16 we see that the sum converges for $\lambda_{0}$ chosen small enough.

We check the mappings for (35) with $\gamma=\frac{5}{2}$. Here we need to establish the sum holds in $L^{1}\left(\operatorname{HS}\left(-\frac{1}{2}-,-\frac{3}{2}-\right)\right)$.

$$
\begin{aligned}
& {\left[\chi_{0} B_{5}^{+}\right]^{\vee} V S_{0}^{-1} \in L^{1}(\operatorname{HS}(-1 / 2-,-1-)),} \\
& {\left[\chi_{0} B_{5}^{+}\right]^{\vee} V S_{0}^{-1} \in L^{1}(\operatorname{HS}(-1-,-1-)),} \\
& {\left[\chi_{0} B_{5}^{+}\right]^{\vee} V S_{0}^{-1} \in L^{1}(\operatorname{HS}(-1-,-3 / 2-)) .}
\end{aligned}
$$

The other values of $\gamma$ that arise are treated similarly.
All derivatives act on $\tilde{B}_{5}^{+}$:
If all the $\lambda$ derivatives in (28) act on $\tilde{B}_{5}^{+}(\lambda)$, we have that both the leading at the trailing $A(\lambda, \cdot)$ terms are in $L^{2,-\frac{1}{2}-}\left(\mathbb{R}^{5}\right)$. We need to show that

$$
\left(\frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda}\left[V S_{0}^{-1} \chi_{0} \tilde{B}_{5}^{ \pm}(\lambda)\right]\right)^{\vee} \in L^{1}\left(L^{2,-\frac{1}{2}-}, L^{2, \frac{1}{2}+}\right)
$$

From Proposition 5.12, we need only show

$$
\left(\frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda}\left[\chi_{0} \tilde{B}_{5}^{ \pm}(\lambda)\right]\right)^{\vee} \in L^{1}\left(L^{2,-\sigma-}, L^{2, \frac{1}{2}+}\right)
$$

for $\sigma \in\left(\frac{1}{2}, \frac{7}{2}\right)$.
We defined $\tilde{B}_{5}^{+}$as a convergent Neumann series in (33), we now consider the action of derivatives on this series. If both derivatives act on $\tilde{B}_{5}^{+}$, and for the time being we assume the derivatives do not act on the cut-off $\chi_{0}$, we have the following Neumann series to consider.

$$
\begin{align*}
& \sum_{n=1}^{\infty} \sum_{m=0}^{n-1}(-1)^{n}\left[\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{m}\right.  \tag{36}\\
& \quad \times\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+} V S_{0}^{-1}\right)\left(\chi_{1} B^{+} V S_{0}^{-1}\right)^{n-(m+1)} \\
& \quad+\sum_{j=0}^{m-1}\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{j}\left(\chi_{0} \frac{d}{d \lambda} B_{5}^{+} V S_{0}^{-1}\right)\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{m-(j+1)} \\
& \quad \times\left(\chi_{1} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+} V S_{0}^{-1}\right)\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{n-(m+1)}  \tag{37}\\
& \quad+\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{m}\left(\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+} V S_{0}^{-1}\right) \\
& \quad \times \sum_{j=0}^{n-m-2}\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{j}  \tag{38}\\
& \left.\quad \times\left(\chi_{1} \frac{d}{d \lambda} B_{5}^{+} V S_{0}^{-1}\right)\left(\chi_{1} B_{5}^{+} V S_{0}^{-1}\right)^{n-(j-m-1)}\right]
\end{align*}
$$

Three subcases arise from the Neumann series above. We first present the subcase of (36), then the analysis for (37). We note that the analysis of (38) is similar to that of (37).

As in the case when no derivatives act on $\tilde{B}_{5}^{+}$, we evaluate the Neumann series in the $L^{1}$ norm, but this time it will take values in different HilbertSchmidt spaces. We note that the terms of the series in (36) are controlled by Lemmas 5.16 and 5.18 .

$$
\begin{aligned}
\left(\chi_{1} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-1 / 2-,-1-)) \\
\left(\chi_{0} \frac{d}{d \lambda} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-1-,-3-)) \\
\left(\chi_{1} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-3-,-3-))
\end{aligned}
$$

Finally, one uses $V S_{0}^{-1}: L^{2,-3-} \rightarrow L^{2, \frac{1}{2}+}$. Again, the series for (36) converges for $\lambda_{0}$ small enough.

For the series in (37), we apply the same process. This time we use Lemmas 5.16 and 5.17 to control the various terms.

$$
\begin{aligned}
\left(\chi_{1} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-1 / 2-,-1-)) \\
\left(\chi_{0} \frac{1}{\lambda} \frac{d}{d \lambda} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-1-,-2-)) \\
\left(\chi_{1} B_{5}^{+}\right)^{\vee} V S_{0}^{-1} & \in L^{1}(\operatorname{HS}(-2-,-3 / 2-)) \\
\left(\chi_{1} \frac{d}{d \lambda} B_{5}^{+}\right)^{\vee} & \in L^{1}(\operatorname{HS}(-3 / 2-,-3 / 2-)) .
\end{aligned}
$$

Now, one uses that $V S_{0}^{-1}: L^{2,-\frac{3}{2}-} \rightarrow L^{2, \frac{1}{2}+}$. Again, the series for (37) converges for $\lambda_{0}$ small enough.

REMARK 5.19. In our analysis we have not accounted for the powers of $\lambda$ that arise from terms of the leading and trailing resolvents, $A(\lambda, \cdot)$. Each contributes a sum of terms $\lambda^{2}+\lambda+1$. Our analysis concentrated only on when the zero order $\lambda$ term arose. To handle higher $\lambda$ powers, one notes that the estimates considered in Lemmas 5.16, 5.17, and 5.18 gain positive powers of $\lambda_{0}$ for each power of $\lambda$ that occurs due to scaling considerations.

Similar estimates hold when derivatives act on the cut-off $\chi_{0}$, since $\left(\frac{1}{\lambda} \frac{d}{d \lambda}\right)^{k} \chi \in \mathcal{S}(\mathbb{R})$ is supported on the annulus $|\lambda| \approx 1$. By scaling considerations, each application of a derivative or $\frac{1}{\lambda}$ multiplies the bounds in Lemmas $5.16,5.17$ and 5.18 by $\lambda_{0}^{-1}$.
5.3. Higher dimensional tail estimates. The low energy argument used in dimension five in this paper cannot be extended to dimensions $n>7$ as the kernel $R_{n}^{ \pm}\left(\lambda^{2}\right)-R_{0}^{ \pm}(0)$ is not locally $L^{2}\left(\mathbb{R}^{n}\right)$. Thus, one cannot estimate these kernels as Hilbert-Schmidt operators on weighted $L^{2}$ spaces. The $n=7$ low energy argument is essentially the same as the five dimensional argument, though one needs to take one more $\lambda$ derivative and work with larger HilbertSchmidt weights due to the ambient space being $\mathbb{R}^{7}$. By the arguments here and in Sections 4 and 6, one can prove the analogue of Theorems 1.1 and 1.2 in dimension seven if zero energy is regular and the potential and its first two derivatives decay like $\langle x\rangle^{-8-}$.

For dimensions $n>7$, we note that one can adapt the tail argument of Goldberg and Visan in Section 4 of [31]. This relies on the observation that one can bound the kernels $\frac{d^{j}}{d \lambda^{j}} R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)$ with fractional integral operators. While this will not lead to sharp results with respect to the decay rate of the potentials, the method we use here no longer applies when $n>7$.

## 6. Tail estimates for the matrix case

It now remains to transfer the tail estimates of the scalar case in Section 5 to the matrix case, (7). As this process is nearly identical to the scalar case in Section 5, as such we only provide a sketch, omitting most of the details.

First, for high energy evolution, we again need the modulated kernels. With a slight abuse of notation, we define

$$
G_{ \pm, x}\left(\lambda^{2}\right)\left(x_{1}\right):=\left[\begin{array}{cc}
e^{\mp i \lambda|x|} & 0  \tag{39}\\
0 & 1
\end{array}\right] R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)\left(x_{1}, x\right) .
$$

Here we modulated the scalar kernel to the same end as the scalar case, we need not modulate the exponentially decaying portion of the kernel. Let $\chi(\lambda)$ be a cut-off away from $\pm \mu$, as appropriate. Again, let $e_{1}=(1,0)^{T}$ and $e_{2}=(0,1)^{T}$, so that upon removing $f, g$ from (7) we wish to bound

$$
\begin{align*}
& \mid \int_{0}^{\infty} e^{i t \lambda^{2}} e^{ \pm i \lambda(|x|+|y|)} \chi(\lambda) \lambda\left\langle V R_{V}^{ \pm}\left(\lambda^{2}\right) V\left(R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, y}\left(\lambda^{2}\right) e_{1}\right.  \tag{40}\\
& \left.\quad\left(R_{0}^{\mp}\left(\lambda^{2}\right) V^{*}\right)^{m} G_{ \pm, x}^{*}\left(\lambda^{2}\right) e_{1}\right\rangle d \lambda \mid
\end{align*}
$$

as well as

$$
\begin{aligned}
& \mid \int_{0}^{\infty} e^{i t \lambda^{2}} e^{ \pm i \lambda|x|} \chi(\lambda) \lambda\left\langle V R_{V}^{ \pm}\left(\lambda^{2}\right) V\left(R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, y}\left(\lambda^{2}\right) e_{2},\right. \\
& \left.\quad\left(R_{0}^{\mp}\left(\lambda^{2}\right) V^{*}\right)^{m} G_{ \pm, x}^{*}\left(\lambda^{2}\right) e_{1}\right\rangle d \lambda \mid, \\
& \mid \int_{0}^{\infty} e^{i t \lambda^{2}} e^{ \pm i \lambda|y|} \chi(\lambda) \lambda\left\langle V R_{V}^{ \pm}\left(\lambda^{2}\right) V\left(R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, y}\left(\lambda^{2}\right) e_{1},\right. \\
& \left.\quad\left(R_{0}^{\mp}\left(\lambda^{2}\right) V^{*}\right)^{m} G_{ \pm, x}^{*}\left(\lambda^{2}\right) e_{2}\right\rangle d \lambda \mid, \\
& \mid \int_{0}^{\infty} \chi(\lambda) \lambda\left\langle V R_{V}^{ \pm}\left(\lambda^{2}\right) V\left(R_{0}^{ \pm}\left(\lambda^{2}\right) V\right)^{m} G_{ \pm, y}\left(\lambda^{2}\right) e_{2},\right. \\
& \left.\quad\left(R_{0}^{\mp}\left(\lambda^{2}\right) V^{*}\right)^{m} G_{ \pm, x}^{*}\left(\lambda^{2}\right) e_{2}\right\rangle d \lambda \mid,
\end{aligned}
$$

by $|t|^{-5 / 2}$ uniformly in $x, y \in \mathbb{R}^{5}$. Similar to the scalar case, one can easily check that

$$
\begin{align*}
& \sup _{y \in \mathbb{R}^{5}}\left\|\frac{d^{j}}{d \lambda^{j}} R_{0}^{ \pm} V G_{ \pm, y} e_{k}\right\|_{L^{2,-\sigma}} \lesssim \frac{\langle\lambda\rangle^{2}}{\langle y\rangle^{2}} \quad \text { if } \sigma>\frac{3}{2}+j, \text { and } 0 \leq j \leq 1,  \tag{41}\\
& \sup _{y \in \mathbb{R}^{5}}\left\|\frac{d^{j}}{d \lambda^{j}} R_{0}^{ \pm} V G_{ \pm, y} e_{k}\right\|_{L^{2,-\sigma}} \lesssim\langle\lambda\rangle^{2} \quad \text { if } \sigma>\frac{1}{2}+j, \text { and } 0 \leq j \leq 3
\end{align*}
$$

for $k=1,2$. As in the scalar case, we rewrite the high energy integral of (7) as

$$
I_{M}(x, y, t):=\int_{0}^{\infty} e^{i t \lambda^{2}} e^{ \pm i \lambda(|x|+|y|)} a_{x, y}^{ \pm}(\lambda) d \lambda
$$

Here we use the subscript " $M$ " to denote the matrix tail integral. Now, with the limiting absorption principle, Proposition 2.2 along with the estimates of (41) we can conclude the following bounds on three derivatives of $a_{x, y}^{ \pm}(\lambda)$.

$$
\begin{align*}
& \left|\frac{d^{j}}{d \lambda^{j}} a_{x \cdot y}^{ \pm}(\lambda)\right| \lesssim \frac{\langle\lambda\rangle^{-2}}{\langle x\rangle^{2}\langle y\rangle^{2}} \quad \text { for } j=0,1, \text { and } \lambda \geq 1 \\
& \left|\frac{d^{j}}{d \lambda^{j}} a_{x \cdot y}^{ \pm}(\lambda)\right| \lesssim\langle\lambda\rangle^{-2} \quad \text { for } j=2,3, \text { and } \lambda \geq 1 \tag{42}
\end{align*}
$$

This ensures that the integral in (40) converges. We need to take $m$ sufficiently large to ensure ample iterations of the limiting absorption principle to provide the $\lambda$ decay and $|V(x)| \lesssim\langle x\rangle^{-4-}$ as in the scalar case.

For $|t|>1, I_{M}^{+}$can be estimated by integrating by parts three times as the critical point of the phase is outside of the support of $a_{x, y}^{+}(\lambda)$. This yields a bound of $\left|I_{M}^{+}\right| \lesssim|t|^{-3}$. For $I_{M}^{-}$, one must take care as the critical point of the phase $\lambda_{1}=\frac{|x|+|y|}{2 t}$ can be in the support of $a_{x, y}^{-}(\lambda)$. Away from the critical point, one can integrate by parts three times which yields a bound of $|t|^{-3}$. If $\lambda_{1}$ is in the support of $a_{x, y}^{-}$, then the bound $\max (|x|,|y|) \gtrsim|t|$ and stationary phase contributes $|t|^{-1 / 2}(\langle x\rangle\langle y\rangle)^{-2} \lesssim|t|^{-5 / 2}$ as desired. For $|t|<1$, one sees from (42) the $\left|I_{M}^{ \pm}\right| \lesssim 1$ holds.

For the integrals following (40) with one $e_{1}$ and one $e_{2}$, the same analysis holds with the critical point being $\frac{|x|}{2 t}$ or $\frac{|y|}{2 t}$ respectively. For the case of two $e_{2} \mathrm{~s}$, one notes that the critical point is now at $\lambda=0$ which is outside of the support of the integrand. Thus, integrating by parts three times for $|t|$ large and no times for $|t|$ small establishes the desired bounds.

We now need to establish dispersive bounds for $\lambda$ near the edge of the essential spectrum, $\pm \mu$. We need to show that

$$
\begin{align*}
& \left\langle e^{i t \mathcal{H}}(1-\chi(\mathcal{H})) P_{c}^{+} f, g\right\rangle  \tag{43}\\
& \quad=\frac{e^{i t \mu}}{\pi i} \int_{0}^{\infty} e^{i t \lambda^{2}} \lambda(1-\chi)\left(\lambda^{2}+\mu\right) \\
& \quad \times\left\langle\left[R_{V}^{+}\left(\lambda^{2}+\mu\right)-R_{V}^{-}\left(\lambda^{2}+\mu\right)\right] f, g\right\rangle d \lambda
\end{align*}
$$

is bounded by $|t|^{-5 / 2}\|f\|_{1}\|g\|_{1}$. We employ the resolvent identity

$$
\begin{align*}
& R_{V}^{ \pm}\left(\lambda^{2}+\mu\right)  \tag{44}\\
& \quad=R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)-R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)\left[I+R_{0}^{ \pm}\left(\lambda^{2}+\mu\right) V\right]^{-1} R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)
\end{align*}
$$

and write $R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)=R_{0}^{ \pm}(\mu)+B^{ \pm}(\lambda)$. Then we have

$$
\left[I+R_{0}^{ \pm}\left(\lambda^{2}+\mu\right)\right]^{-1}=S_{0}^{-1}\left[I+B^{ \pm}(\lambda) V S_{0}^{-1}\right]^{-1}
$$

where here $S_{0}=I+R_{0}^{ \pm}(\mu)$. By the definition of the matrix resolvent, (10), up to a constant multiple

$$
R_{0}^{ \pm}(\mu)(x, y)=\left[\begin{array}{cc}
\frac{1}{|x-y|^{3}} & 0 \\
0 & \frac{e^{-\sqrt{2 \mu}|x-y|}}{|x-y|^{3}}(\sqrt{2 \mu}|x-y|+1)
\end{array}\right]
$$

As in the scalar case, invertibility of $S_{0}$ follows from the Fredholm alternative and the assumption that $\pm \mu$ is regular. From the fact that

$$
\lim _{\lambda \rightarrow 0}\left\|B^{ \pm}(\lambda) V S_{0}^{-1}\right\|_{\operatorname{HS}(\sigma, \sigma)}=0
$$

for all $\sigma \in\left(-\frac{7}{2},-\frac{1}{2}\right)$ where $\operatorname{HS}(\sigma, \sigma)$ is the Hilbert-Schmidt norm of $L^{2, \sigma} \times$ $L^{2, \sigma} \rightarrow L^{2, \sigma} \times L^{2, \sigma}$. This allows us to expand

$$
\widetilde{B^{ \pm}}(\lambda)=\left[I+B^{ \pm}(\lambda) V S_{0}^{-1}\right]^{-1}
$$

in a Neumann series in Hilbert-Schmidt norms. The proof of the dispersive bound now follows as in the low energy of the scalar case given in Section 5. One needs to make small adjustments for the exponentially decaying resolvent using the fact that

$$
\int_{-\infty}^{\infty} e^{i \tau \lambda} e^{-a \sqrt{2 \mu+\lambda^{2}}}\left(-a \sqrt{2 \mu+\lambda^{2}}+1\right) d \lambda:=\nu_{a}(d \tau)
$$

is a measure with mass $\sup _{a>0}\left\|\nu_{a}\right\|<\infty$. See Lemma 3.3.
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