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#### Abstract

We consider holomorphic functions on a non-singular subvariety of a smoothly bounded convex domain of finite type. A sufficient and necessary condition is proved for such a function to have an extension to a $p$-integrable holomorphic function on the whole domain. This is shown under transversallity assumption and certain non-degeneracy condition of the subvariety.


## 1. Introduction

In this paper, we study the extension problem for smoothly bounded convex finite type domains in $\mathbb{C}^{n}, n>1$. Such a domain will be denoted by $D$ and assumed to be of type $M$. Throughout the paper, $A$ stands for a complex submanifold of some open neighbourhood of $\bar{D}$. Since $D$ is convex it is pseudoconvex and, consequently, $D$ is a domain of holomorphy. Therefore, it is a consequence of the Cartan's theorems $A$ and $B$ and the Oka's Coherence theorem that for each function $f$ holomorphic in $D \cap A$, there exists a holomorphic function $F$ in $D$ such that $\left.F\right|_{D \cap A}=f$. Thus, the question whether each function holomorphic in $D \cap A$ is the restriction of a function which is holomorphic in $D$, has a positive answer in the case which we are considering.

The answer to the same question is more involved, if we impose more subtle properties on functions which are taken into account. A good example is the extension problem for bounded holomorphic functions in the same class of domains, that is, smoothly bounded convex finite type domains. Namely, it was proved recently in [1] that in this case the answer can be formulated in terms of rather delicate properties of the nonisotropic pseudodistance. It is

[^0]worthy of mentioning at this moment that these conditions are satisfied if $A$ is a complex linear affine hypersurface [11].

In [19], the author considered the case when $A$ is a complex linear affine hypersurface and the functions belong either to the Hardy space or to some weighted Bergman space. These results were used to obtain essentially sharp pointwise estimates of the Szegö kernel from below on the diagonal in $\mathbb{C}^{2}$. Also, it was proved that if the restriction operator maps the Hardy space onto the Bergman space in $D \cap A$, then $D$ is strictly pseudoconvex. Here, we intend to investigate a similar problem for a general complex submanifold $A$, which is assumed to cut transversally the boundary of $D$.

There are two results which should be mentioned as a motivation for our study. The celebrated theorem of Ohsawa [23] (cf. also [24] and [10] for an alternative proof) states that each $L^{2}$-integrable holomorphic function admits an extension to an $L^{2}$-integrable holomorphic function provided $D$ is a bounded pseudoconvex domain. On the other hand, the finite type assumption on $D$ suggests that one may expect some gain of regularity. The gain should be equal to $\frac{2}{M}$, where $M$ stands for the type of the domain, when measured in an isotropic way on weighted $L^{p}$-spaces. The word 'gain' should be understood in a correct way. Namely, under the finite type assumption one expects that there is a strictly larger class of functions than $H^{2}(D \cap A)$, which admit an extension to an $L^{2}$-integrable holomorphic function. However, the problem which we consider is not of isotropic nature, since the geometry of a domain $D$ is not isotropic. This is the reason for considering measures different from $\operatorname{dist}(\cdot, b D)^{2 / M} d V_{A}$. The second source of motivation is the manuscript [12], where the Authors investigated restrictions in the 'gain of regularity' principle in the problem of extensions of holomorphic functions.

The results of the paper hold under the following assumptions on the variety $A$ :

Assumption 1 (Non-singularity and transversallity condition). A is a nonsingular subvariety of $\tilde{V} \supset \bar{D}$ of the form

$$
A=\{z \in \tilde{V}: f(z)=0\}
$$

where $f$ is a holomorphic function in an open neighbourhood $\tilde{V}$ of $\bar{D}$ satisfying:
(i) $\partial f \neq 0$ in $\tilde{V}$,
(ii) $\partial f \wedge \partial r \neq 0$ in an open set $\tilde{U}$ containing $b D$.

The symbol $r$ stands for a defining function of $D$, which is assumed to be smooth, nondegenerate on $b D$. Also, without loss of generality, we may and will assume that $r=p_{D}-1$, where $p_{D}$ stands for Minkowski functional of $D$. We often use the symbol $\varrho$ to denote $|r(\cdot)|$, which is uniformly comparable with $\operatorname{dist}(\cdot, b D)$.

Observe that instead of assuming that $A$ is the zero set of a function $f$ we might as well assume that $A$ is a codimension one subvariety of an open neighbourhood of $\bar{D}$. Indeed, since $D$ is convex it is a domain of holomorphy, which would imply that $A$ is a complete intersection.

Assumption 2 (Nondegeneracy condition I). $A \subset \mathbb{C}^{n}$ satisfies Assumption 1 and either:
(i) $n=2$, or
(ii) $n>2$ and there exists an open set $U$ and a constant $\epsilon>0$ such that $A \cap b D \subset U$ and

$$
\left|Z_{2}^{\varepsilon} f(p)\right| \geq c>0
$$

for each $p \in U$ and $0<\varepsilon<\epsilon$.
The symbol $Z_{l}^{\varepsilon} f$ stands for the differential

$$
Z_{l}^{\varepsilon} f(p):=\left.\frac{\partial}{\partial \lambda} f\left(p+\lambda v_{l}\right)\right|_{\lambda=0}
$$

with $v_{l}$ equal to the $l$ th vector in the $\varepsilon$-extremal basis at $p$.
Assumption 3 (Nondegeneracy condition II). $A \subset \mathbb{C}^{n}$ satisfies Assumption 1 and either:
(i) $n=2$, or
(ii) $n>2$ and there exists an open neighbourhood $U$ of the set $\mathcal{N}\left(\mathcal{L}_{r}\right)$, where

$$
\mathcal{N}\left(\mathcal{L}_{r}\right):=\left\{p \in b D: \exists_{\xi \neq 0} \sum_{j, k=1}^{n} \frac{\partial^{2} r(p)}{\partial z_{j} \partial \bar{z}_{k}} \xi_{j} \bar{\xi}_{k}=0\right\}
$$

and a constant $\epsilon>0$, such that for each $p \in U \cap D \cap A$ and $2 \leq l \leq n$

$$
\begin{equation*}
\left|Z_{l}^{\varepsilon} f(p)\right| \geq c>0 \tag{1}
\end{equation*}
$$

with a uniform constant $c$ if $0<\varepsilon<\epsilon$.
To make the meaning of these assumptions clear, we recall the definition of the $\varepsilon$-extremal basis at a given point $p \in D$. The first vector of the $\varepsilon$-basis is essentially equal to the normalized complex gradient, the second vector is chosen in the following way: find a point $q_{2}$ with $r\left(q_{2}\right)=r(p)+\varepsilon$ such that $q_{2}-p$ is perpendicular to the complex gradient and such that the maximal distance from $p$ to $\{r(\zeta)=r(p)+\varepsilon\}$ is achieved at $q_{2}$. The vector $v_{2}$ is defined as a unit vector in the direction of the vector $q_{2}-p$. The procedure is continued until the basis is complete (we invite the Reader to consult [21], [22] for definitions and basic properties of the basis and to [17], [18] for a complete discussion concerning these objects, cf. also [5]).

Before we proceed observe that Assumptions 3 and 2 do not depend on a particular representation of the variety $A$. Let

$$
\begin{equation*}
A=\left\{z \in \tilde{V}: f_{1}(z)=0\right\}=\left\{z \in \tilde{V}: f_{2}(z)=0\right\} \tag{2}
\end{equation*}
$$

with functions $f_{1}$ and $f_{2}$ which satisfy Assumption 1. Assume additionally that either Assumption 3 or 2 is satisfied by the function $f_{1}$. We claim that then the same condition is satisfied by $f_{2}$. Indeed, since $\partial f_{1} \neq 0 \neq \partial f_{2}$ in $\tilde{V}$, it follows that $f_{1} / f_{2}$ is a zero free holomorphic function in $\tilde{V}$. Since $D$ is convex, we may assume that $\tilde{V}$ is simply connected. Hence, there exists a holomorphic function $h$ such that $f_{2}=e^{h} f_{1}$. Consequently, it holds

$$
\begin{aligned}
\left|Z_{l}^{\epsilon} f_{2}(p)\right| & =\left|\left(Z_{l}^{\epsilon} h\right) e^{h} f_{1}(p)+e^{h} Z_{l}^{\epsilon} f_{1}(p)\right| \\
& =\left|e^{h}\left(Z_{l}^{\epsilon} f_{1}\right)(p)\right| \geq c>0
\end{aligned}
$$

for $p \in U \cap D \cap A$, which proves the claim in both cases.
We can now formulate our main results. The symbol $R_{A}$ stands for the operator of restriction to the hypersurface $A$ and $H_{A}^{p}(D)$ is the subspace of $H^{p}(D)$ consisting of all functions which vanish on $A$.

Theorem 1. Let $D \subset \mathbb{C}^{n}, n>1$ be a smoothly bounded convex finite type domain and let $f$ be a holomorphic function in some neighbourhood of $\bar{D}$ and

$$
A=\{z \in \tilde{V} \supset \bar{D}: f(z)=0\}
$$

Assume that Assumption 2 holds.
Then, there exists a positive, finite Borel measure $\mu$ supported on $A \cap D$ such that the following sequence

$$
\begin{equation*}
0 \longrightarrow H_{A}^{p}(D) \hookrightarrow H^{p}(D) \xrightarrow{R_{A}} H^{p}(D \cap A, \mu) \longrightarrow 0 \tag{3}
\end{equation*}
$$

is exact and splits for $1 \leq p<\star$, where, as usual, $\star$ refers to the BMO space. The latter means that there exists a linear extension operator

$$
E^{N}: H^{p}(D \cap A, \mu) \rightarrow H^{p}(D)
$$

such that $R_{A} E^{N}=i d_{A \cap D}$. As a result, in the category of Banach spaces, it holds

$$
\begin{equation*}
H^{p}(D) \cong H^{p}(D \cap A, \mu) \oplus H_{A}^{p}(D), \quad 1 \leq p<\infty \tag{4}
\end{equation*}
$$

Theorem 2. Let $D \subset \mathbb{C}^{n}, n>1$ be a smoothly bounded convex finite type domain and let $f$ be a holomorphic function in some neighbourhood of $\bar{D}$ and

$$
A=\{z \in \tilde{V} \supset \bar{D}: f(z)=0\}
$$

Assume that Assumption 3 holds.
Then, there exists a positive, finite Borel measure $\mu$ supported on $A \cap D$ such that the following sequence

$$
\begin{equation*}
0 \longrightarrow H_{A}^{1}(D) \hookrightarrow H^{1}(D) \xrightarrow{R_{A}} H^{1}(D \cap A, \mu) \longrightarrow 0 \tag{5}
\end{equation*}
$$

is exact and splits, i.e. there exists a linear extension operator

$$
E^{N}: H^{1}(D \cap A, \mu) \rightarrow H^{1}(D)
$$

such that $R_{A} E^{N}=i d_{A \cap D}$. As a result, in the category of Banach spaces, it holds

$$
\begin{equation*}
H^{1}(D) \cong H^{1}(D \cap A, \mu) \oplus H_{A}^{1}(D) \tag{6}
\end{equation*}
$$

We will explain the notation now. Throughout the paper, the volume measure in $\mathbb{C}^{n}, n>1$ is denoted by $V$ and $V_{A}$ is the measure corresponding to the canonical Riemannian volume form on $A$. The latter means that this volume form is the volume form for the real part of the Hermitian metric on $A$, which is the restriction to $A$ of the euclidean metric in $\mathbb{C}^{n}$. The symbol $H^{\kappa, p}(D)$ is the weighted Bergman space, that is,

$$
H^{\kappa, p}(D):=\left\{f \in H(D): \int_{D}|f|^{p} \varrho^{\kappa} d V<\infty\right\}
$$

and $H^{p}(D \cap A, \mu)$ is by definition the space of all functions holomorphic in $D \cap A$, which are $p$-integrable with respect to the measure $\mu$. Also, $H_{A}^{p}(D)$ stands for the subspace of $H^{p}(D)$ consisting of all functions, which vanish on $A$. We shall restrict our attention mostly to the case $\kappa=0$. However, the Reader easily notices that many results which are proved in the paper hold or have a counterpart when $\kappa>-1$.

The first step in the proof of Theorem 1 is a result, which provides characterization of positive measures for which the inclusion

$$
\begin{aligned}
R_{A}\left[H^{p}(D)\right] & \subset H^{p}(D \cap A, \mu) \\
& :=\left\{g \in H(D \cap A): \int_{D \cap A}|g|^{p} d \mu<\infty\right\}
\end{aligned}
$$

holds. Importantly, the proof of neither this result nor the next one requires either Assumption 3 or Assumption 2-these results are proved solely under the transversallity condition 1.

Theorem 3. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ is a complex submanifold in some neighbourhood of $\bar{D}$ of the form

$$
A=\{z \in \tilde{V}: f(z)=0\}
$$

satisfying the nonsingularity and transversallity Assumption 1.
Denote by $R_{A}$ the restriction operator to $A$ and let $\mu$ be a positive Borel measure supported on $D \cap A$. Then

$$
R_{A}\left[H^{2}(D)\right] \subset H^{2}(D \cap A, \mu)
$$

if and only if for sufficiently small $c>0$

$$
\begin{equation*}
\sup \left\{\frac{\mu(P)}{V(P)}: P=P_{c \varrho}(\zeta), \zeta \in D\right\}<\infty \tag{7}
\end{equation*}
$$

Furthermore, if condition (7) holds, then

$$
R_{A}\left[H^{\kappa, p}(D)\right] \subset H^{p}\left(D \cap A, \varrho^{\kappa} \mu\right)
$$

for any $1 \leq p<\infty$ and $\kappa>-1$.
We will show that the measure $|\partial f|_{\kappa}^{2} d V_{A}$ satisfies condition (7). The symbol $|\cdot|_{\kappa}$ stands for a suitably defined non-isotropic norm of a (1,0)-form. This implies that

$$
\begin{aligned}
R_{A}\left[H^{p}(D)\right] & \subset H^{p}\left(D \cap A,|\partial f|_{\kappa}^{2} d V_{A}\right) \\
& =\left\{g \in H(D \cap A): \int_{D \cap A}|g|^{p}|\partial f|_{\kappa}^{2} d V_{A}<\infty\right\} .
\end{aligned}
$$

We warn the Reader at this moment that although we use the same symbol as in [4] for the non-isotropic norm, our definition differs from the one given in that paper.

Notice that if $A$ satisfies (2), that is, $A$ is the zero set of functions $f_{1}$ and $f_{2}$, each of which satisfies Assumption 1, then the Borel measures

$$
\left|\partial f_{1}\right|_{\kappa}^{2} d V_{A} \quad \text { and } \quad\left|\partial f_{2}\right|_{\kappa}^{2} d V_{A}
$$

are equivalent. Indeed, there exists a function $h \in H(\tilde{V})$ such that $f_{2}=e^{h} f_{1}$ and, as a result, on $D \cap A$

$$
\left|\partial f_{2}\right|_{\kappa}^{2} d V_{A}=\left|e^{h}\right|^{2} \cdot\left|\partial f_{1}\right|_{\kappa}^{2} d V_{A} \lesssim\left|\partial f_{1}\right|_{\kappa}^{2} d V_{A} .
$$

Naturally, the same argument shows that on $D \cap A$ it holds $\left|\partial f_{1}\right|_{\kappa}^{2} d V_{A} \lesssim$ $\left|\partial f_{2}\right|_{\kappa}^{2} d V_{A}$ and proves the claim.

Another obvious candidate for a measure $\mu$ satisfying condition (7) is $w(\zeta) d V_{A}$, where the function $w$ is equal to

$$
w(\zeta):=\sup \left\{\frac{V(P)}{V_{A}(P \cap A)}: P=P_{\varepsilon}(\zeta), \varepsilon \leq c \varrho\right\} \sim \frac{V\left(P_{\varrho}(\zeta)\right)}{V_{A}\left(P_{\varrho}(\zeta) \cap A\right)}
$$

One can easily show that this choice of the measure is actually equivalent to $|\partial f|_{\kappa}^{2} d V_{A}$. Also, it is worth of noticing that condition (7) implies that the positive Borel measure $\mu$ is finite - this fact is proved as Corollary 1 below.

Next, we prove that there always exists an extension operator of gain $\varrho^{2 / M}$ with $L^{1}(D)$ as the target space.

Theorem 4. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ is a complex submanifold in some neighbourhood of $\bar{D}$ of the form

$$
A=\{z: f(z)=0\}
$$

with holomorphic $f$ such that $\partial f \neq 0$ in $\bar{D}$ and $\partial f \wedge \partial r \neq 0$ in some neighbourhood of bD. For each sufficiently large $N$, there exists a measure $\nu_{N}$ and an extension operator

$$
E^{N}: L^{1}\left(D \cap A, \nu_{N}\right) \rightarrow L^{1}(D)
$$

Furthermore, the measure $\nu_{N}$ is equal to $|\partial f|_{\kappa}^{2} d V_{A}+\mathfrak{h}_{N} d V_{A}$ with $\mathfrak{h}_{N} \lesssim \varrho^{2 / M}$. The latter estimate is uniform with respect to $N$.

In the next step, we shall show that Assumption 3 implies that the measures $\nu_{N}$ from Theorem 4 satisfy condition (7) provided $N$ is sufficiently large.

Theorem 5. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ is a complex submanifold in some neighbourhood of $\bar{D}$ of the form

$$
A=\{z: f(z)=0\}
$$

(i) If $A$ satisfies Assumption 2, then for each $N$ the measure $\nu_{N}$ satisfies condition (7).
(ii) If $A$ satisfies Assumption 3, then there exists $N_{0} \in \mathbb{N}$ such that the measures $\nu_{N}$ defined in Theorem 4 satisfy condition (7) provided $N \geq N_{0}$.

Importantly, in both cases in Theorem 5 we prove that

$$
\nu_{N} \lesssim|\partial f|_{\kappa}^{2} d V_{A}
$$

The next step in the proof of Theorem 1 is the following theorem.
Theorem 6. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1 A$ is a complex submanifold in some neighbourhood of $\bar{D}$ of the form

$$
A=\{z: f(z)=0\}
$$

with $f$ satisfying Assumption 2. For any $N$ the operator $E^{N}$ maps continuously $L^{\infty}(D \cap A)$ into $\operatorname{BMO}(D)$.

Theorem 6 needs explanation. Namely the symbol $\operatorname{BMO}(D)$ stands for the space of all locally integrable functions $g$ for which

$$
\sup \frac{1}{V(P)} \int_{P}\left|g-g_{P}\right| d V<\infty
$$

where the supremum is taken over all polydisks $P=P_{\varepsilon}(\zeta)$ with $\varepsilon \leq c \varrho(\zeta)$ and as usual $g_{P}$ stands for the mean value of $g$ over $P$. The constant $c$ is chosen according to conditions from Assumption 4 below. The proof of Theorem 1 is completed by the interpolation argument which we recall as Theorem 9.

The fact that the real interpolating spaces between $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ and $L^{1}\left(\mathbb{R}^{n}\right)$ are isomorphic to $L^{p}\left(\mathbb{R}^{n}\right)$ is classic [16] (cf. also [6]). The case of spaces of homogeneous type was studied in [20]. Unfortunately, we cannot simply invoke this result, since we work in a domain. Consequently, in the definition of BMO we took into account only polydisks $P_{\varepsilon}(\zeta)$ with $\varepsilon \leq \varrho(\zeta)$. However, hardly surprisingly, this is not an obstacle for the interpolation result to hold true.

A Whitney type cover consisting of non-isotropic polydisks-the cover of $D \cap A$ rather than $D$-is the main tool in Theorem 3. Although the corresponding argument is rather standard, there are two aspects of the proof,
which should be emphasized. Namely, we cannot use any compactness argument, since the choice of an extremal basis is not continuous (cf. [17] for an example). Secondly, the cover should be locally finite and, as is wellknown, this depends on the doubling property or more precisely on asymptotic behaviour of volumes of $P_{\varepsilon}$ as $\varepsilon$ tends to 0 . It was proved in [18] that $V\left(P_{\varepsilon}(\zeta)\right) \sim \varepsilon^{\sum_{j=1}^{n}\left(1 / m_{j}\right)}=\varepsilon^{\nu}$, where $\left(m_{1}, \ldots, m_{n}\right)$ is the multitype of $b D_{\varrho}$ at $\zeta$ (cf. [7]). Hence, the exponent $\nu$ may change abruptly from point to point. As we shall see, both obstacles turn out to be of technical nature only.

The extension operator from Theorems 5 and 6 is the one constructed by B. Berndtsson [3] (cf. also [2]) with the support function of K. Diederich and J. E. Fornaess [8].

## 2. Preliminaries

The definition of the extremal basis was sketched in the Introduction. We will not recall definitions of non-isotropic polydisks $P_{\varepsilon}(\zeta)$ or directional distances $\tau$, since they can be found in many places - most notably in [21], [22], where they were defined or in [4], where their importance was established. We refer the Reader to [17] and [18] for a complete discussion of properties of these objects. We emphasize only that once they are defined $D$ turns into a space of homogeneous type (this statement should be taken with some care, since there exist different notions of this object in the literature). We will keep to the notation introduced in these papers. For instance, $\tau_{k}(\zeta, \varepsilon)$ stands as usual for $\tau\left(\zeta, v_{k}, \varepsilon\right)$, where $v_{k}$ is the $k$ th vector of the $\varepsilon$-basis at $\zeta$. Recall that with this notation

$$
\begin{equation*}
\varepsilon \sim \tau_{1}(\zeta, \varepsilon) \leq \tau_{n}(\zeta, \varepsilon) \leq \cdots \leq \tau_{2}(\zeta, \varepsilon) \lesssim \varepsilon^{1 / M} \tag{8}
\end{equation*}
$$

with uniform constants. The estimate explains, at least to some degree, the meaning of Assumption 3.

Let $\delta: \bar{D} \times \bar{D} \rightarrow \mathbb{R}_{+}$be defined in the following way

$$
\delta(z, \zeta):=\inf \left\{\varepsilon>0: \zeta \in P_{\varepsilon}(z)\right\}
$$

The function $\delta$ is a pseudodistance, that is,

$$
\begin{align*}
& \delta(z, \zeta)=0, \quad \text { if and only if } \quad z=\zeta \\
& \delta(z, \zeta) \sim \delta(\zeta, z)  \tag{9}\\
& \delta(z, \zeta) \lesssim \delta(z, \xi)+\delta(\xi, \zeta)
\end{align*}
$$

with uniform constants. These properties play an important role in the construction of the Whitney cover. Importantly, properties stated in (9) hold up to some uniform constant.

We will make use of the properties of the pseudoballs $P_{\varepsilon}(\zeta)$, often without explicitly referring to them. More specifically, for each $c$ there exists $b=b(c)$ such that

$$
P_{c \varepsilon}(z) \subset b P_{\varepsilon}(z), \quad c P_{\varepsilon}(z) \subset P_{b \varepsilon}(z)
$$

for $z \in D$ and $\varepsilon>0$.
If $P_{\varepsilon}(w) \cap P_{\varepsilon}(z) \neq \emptyset$, then

$$
\begin{equation*}
P_{\varepsilon}(w) \subset C P_{\varepsilon}(z) \tag{10}
\end{equation*}
$$

with a uniform constant $C$ for each $\varepsilon>0$. There exists $c_{6}>0$ such that

$$
\begin{equation*}
P_{c_{6} \varrho(z)}(z) \subset \subset D \tag{11}
\end{equation*}
$$

for each $z \in D$. In order to simplify the notation, we will assume that this constant is equal to 1 . Also,

$$
\tau(w, v, \varepsilon) \sim \tau(z, v, \varepsilon)
$$

uniformly for $w \in P_{\varepsilon}(z)$. Since $\tau_{1}(\zeta, \varepsilon) \sim \varepsilon$, it follows from (11) that if $z \in$ $P_{c_{6} \varrho(\zeta)}(\zeta)$, then $\varrho(z) \sim \varrho(\zeta)$.

Another important fact is that

$$
\begin{equation*}
V\left(P_{\varepsilon}(w)\right) \sim V\left(P_{\varepsilon}(z)\right) \tag{12}
\end{equation*}
$$

if $w \in P_{\varepsilon}(z)$. Naturally, $V\left(P_{\varepsilon}(z)\right)$ stands for the euclidean volume of $P_{\varepsilon}(z)$.
REmARK 1. In general, it is not true that if $\delta<\varepsilon$, then $P_{\delta}(z) \subset P_{\varepsilon}(z)$. This is the reason for a specific construction of a cover $\left\{P^{i}\right\}_{i \in \mathbb{N}}$ below. This fact is also important in the proof of Theorem 6 below.

Recall that $\mathrm{BMO}(D)$ is the space of all locally integrable functions in $D$ such that

$$
\sup _{P} \frac{1}{V(P)} \int_{P}\left|g-g_{P}\right|<\infty
$$

where the supremum above is taken over the family of all polydisks $P=P_{\varepsilon}(\zeta)$ centred at $\zeta \in D$ with $\varepsilon \leq c \varrho(\zeta)$.

Assumption 4. Given $P=P_{\varepsilon}(\zeta)$ we denote by $P^{*}$ the polydisk $P_{b(2) \varepsilon}(\zeta)$, where $b(2)$ is the constant which satisfies the following property

$$
2 P_{\varepsilon}(\zeta) \subset P_{b(2) \varepsilon}(\zeta)
$$

We will assume that $c$ in the definition of the space BMO is chosen in such a way that:
(i) for any $P=P_{\varepsilon}(\zeta)$, it holds $P^{*} \subset \subset D$,
(ii) for any $P=P_{\varepsilon}(\zeta)$ and $z \in P$, it holds $C P_{\varepsilon}(z) \subset \subset D$, where $C$ here stands for the constant in the engulfing property (10).

Next, we recall the concept of the multitype from [7]. Let $\Gamma_{n}$ be the set of all $n$-tuples $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ of elements of closed real line such that:
(1) $-\infty<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n} \leq \infty$,
(2) for each $k$ either $\lambda_{k}$ is infinite, or there is a set of nonnegative integers $\left\{a_{1}, \ldots, a_{n}\right\}$ with $a_{k}>0$, such that

$$
\sum_{j=1}^{k} \frac{a_{j}}{\lambda_{j}}=1
$$

The set $\Gamma_{n}$ is called the set of weights. It can be ordered lexicographically. A weight $\Lambda \in \Gamma_{n}$ is called distinguished if there exist holomorphic coordinates $\left(z_{1}, \ldots, z_{n}\right)$ about $p$ such that $p$ is mapped to the origin and such that

$$
\sum_{j=1}^{n} \frac{\alpha_{j}+\beta_{j}}{\lambda_{j}}<1 \quad \Longrightarrow \quad \frac{\partial^{|\alpha|+|\beta|} r(p)}{\partial z_{1}^{\alpha_{1}} \partial \bar{z}_{1}^{\beta_{1}} \cdots \partial z_{n}^{\alpha_{n}} \partial \bar{z}_{n}^{\beta_{n}}}=0
$$

Definition 1. The multitype $\mathcal{M}(b D, p)$ of a point $p$ is defined to be the lexicographically smallest weight

$$
\mathcal{M}=\left(m_{1}(p), \ldots, m_{n}(p)\right) \in \Gamma_{n}
$$

such that $\mathcal{M} \geq \Lambda$ for every distinguished weight $\Lambda$.
The following fact was proved in [18].
Theorem 7 (Corollary 2.21 in [18]). Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $\left(m_{1}, \ldots, m_{n}\right)$ is the multitype of $b D$ at $\zeta$, then

$$
V\left(P_{\varepsilon}(\zeta)\right) \sim \varepsilon^{\sum_{j=1}^{n}\left(2 / m_{j}\right)}
$$

with uniform constants.
Crucial to our analysis is the construction of support functions from [8]. Although we shall rather make use of estimates on $S$ and the corresponding Leray decomposition, we recall the result below.

Theorem 8 (Diederich, Fornaess). Let $D \subset \subset \mathbb{C}^{n}$ be a smooth convex domain of finite type $M$ and $r$ a convex defining function of $D$ in a neighbourhood $U$ of $b D$. Then the function $S(z, \zeta) \in C^{\infty}(\bar{D} \times U)$, holomorphic in $z$, constructed in [9], has the following property:

Let, for $\zeta \in U, n_{\zeta}$ denote the outer unit normal to the level set $\{r=r(\zeta)\}$ and let $v$ be any unit vector complex tangential to this level set at $\zeta$.

Define

$$
a_{\alpha \beta}(\zeta, v):=\left.\frac{\partial^{\alpha+\beta}}{\partial \lambda^{\alpha} \partial \bar{\lambda}^{\beta}} r(\zeta+\lambda v)\right|_{\lambda=0}
$$

Then there are constants $K, c, d>0$, such that one has for all points $z$ written as $z=\zeta+\mu n_{\zeta}+\lambda v$ with $\mu, \lambda \in \mathbb{C}$ the estimate

$$
\begin{aligned}
\Re S(z, \zeta) \leq & -\left|\frac{\Re \mu}{2}\right|-\frac{K}{2}(\Im \mu)^{2}-c \sum_{j=2}^{M} \sum_{\alpha+\beta=j}\left|a_{\alpha \beta}(\zeta, v)\right||\lambda|^{j} \\
& +d \sup \{0, r(z)-r(\zeta)\} .
\end{aligned}
$$

Next, one defines $C^{\infty}$ functions $Q_{j}: \bar{D} \times \bar{D} \rightarrow \mathbb{C}$ such that

$$
S(z, \zeta)=\sum_{j=1}^{n} Q_{j}(z, \zeta)\left(z_{j}-\zeta_{j}\right)
$$

and $Q_{j}$ are holomorphic in the first variable. We will denote the corresponding Leray form by $Q$, that is,

$$
\begin{equation*}
Q=\sum_{j=1}^{n} Q_{j} d \zeta_{j} \tag{13}
\end{equation*}
$$

Making use of the non-isotropic polydisks $P_{\varepsilon}(\zeta)$ one constructs suitable covers. Namely, there exist uniform constants $C, c>0$ such that

$$
P^{i}=P_{\varepsilon}^{i}(\zeta):=C P_{2^{i} \varepsilon}(\zeta) \backslash c P_{2^{i-1} \varepsilon}(\zeta)
$$

$i \in \mathbb{Z}, i \lesssim\left\lceil\log _{2} \frac{\varepsilon_{0}}{\varepsilon}\right\rceil$ is a cover of $P_{\varepsilon_{0}}(\zeta)$. Also, the following estimate was proved first in [9] but we repeat the formulation after [13] in a form more appropriate for our study.

Lemma 1 (Lemma 3.2 in [13]). For all $z, \zeta \in U$, where $U$ stands for some open neighbourhood of $b D$, it holds

$$
|S(z, \zeta)| \gtrsim \varepsilon
$$

for $\zeta \in P_{\varepsilon}^{0}(z)$ or $z \in P_{\varepsilon}^{0}(\zeta)$.
We will make heavy use of estimate on $\bar{\partial} Q$ in the $\varepsilon$-extremal coordinates. Such estimates were obtained in [9] for the first time (Theorem 5.1 ibid.), also in [13] (Lemma 3.3, Lemma 3.4 ibid.). However, since in our case both variables may change, we shall refer to Lemma 3.1 in [14] most often.

Lemma 2 (Lemma 3.1 in [14]). Let $Q$ be the form defined in (13) and $\zeta_{0} \in D$ sufficiently close to $b D$. Assume that the $\varepsilon$-extremal coordinates have been chosen at $\zeta_{0}$ and that $\Phi^{*}$ is the unitary transformation such that $w^{*}=$ $\Phi^{*}\left(z-\zeta_{0}\right)$. Also, let $\eta^{*}=\Phi^{*}\left(\zeta-\zeta_{0}\right)$ and define

$$
\begin{equation*}
Q^{*}\left(w^{*}, \eta^{*}\right):=\bar{\Phi}^{*} Q\left(\zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} w^{*}, \zeta_{0}+\left(\bar{\Phi}^{*}\right)^{T} \eta^{*}\right) \tag{14}
\end{equation*}
$$

There exists a uniform constant $C$ such that

$$
\begin{aligned}
\left|Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial}{w_{i}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial}{\partial \bar{\eta}_{j}} Q_{k}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial^{2}}{\partial w_{i}^{*} \partial \eta_{j}^{*}} Q_{k}^{*}\left(w^{*}, \eta^{*}\right)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right) \tau_{i}\left(\zeta_{0}, \varepsilon\right) \tau_{j}\left(\zeta_{0}, \varepsilon\right)}
\end{aligned}
$$

provided $\left|\eta_{j}\right| \leq C \tau_{j}\left(\zeta_{0}, \varepsilon\right)$ for all $j,\left|w_{1}^{*}\right| \leq C$ and $\left|w_{j}\right| \leq C \tau_{j}\left(\zeta_{0}, \varepsilon\right)$ for $j=$ $2, \ldots, n$.

This lemma was proved in [14] under the assumption that $\zeta_{0} \in b D$. However, the proof works also for $\zeta_{0}$ sufficiently close to $b D$. We shall refer to estimates for $Q$ given in Lemma 2 as estimates of $Q$ at a point $\zeta_{0}$.

## 3. Proofs and auxiliary results

As was stated in the Introduction, we need to construct a Whitney type cover of $A \cap D$ consisting of the non-isotropic polydisks.

Proposition 1. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ is a subvariety satisfying Assumption 1.

For each $C_{3}>0$ and for each $c_{2}, C_{2}, c_{5}, C_{5}$ there exists a family of nonisotropic polydisks $\mathfrak{P}$ and positive constants $C_{1}, C_{4}>0$ such that:
(i) The polydisks $P \in \mathfrak{P}$ are disjoint.
(ii) The polydisks $C_{1} P, P \in \mathfrak{P}$ form a cover of $A \cap D$ and $100 C_{1}<C_{3}$.
(iii) For any $P=P_{\varepsilon}(z) \in \mathfrak{P}$

$$
c_{2} \varepsilon \leq \operatorname{dist}(z, b(D \cap A)) \sim \operatorname{dist}(P, b(D \cap A)) \leq C_{2} \varepsilon
$$

$$
\begin{equation*}
\sup _{\eta \in D} \#\left\{P \in C_{3} \mathfrak{P}: P \ni \eta\right\}<C_{4} . \tag{iv}
\end{equation*}
$$

(v) For any $P=P_{\varepsilon}(z) \in \mathfrak{P}$

$$
c_{5} \varepsilon \leq \operatorname{dist}(z, b(D \cap A)) \sim \operatorname{dist}\left(C_{3} P, b(D \cap A)\right) \leq C_{5} \varepsilon
$$

Proof. Fix now $C_{3}>0$ and define a family of all polydisks

$$
\begin{equation*}
P_{c \varrho(z)}(z) \tag{15}
\end{equation*}
$$

with $z \in D \cap A$ and $c$ small enough to guarantee that $C_{3} P_{c \varrho(z)}(z) \subset \subset D$. Let $\overline{\mathfrak{P}}$ be a family of all those polydisks. Notice that we can choose $c$ small enough in order to guarantee that for any $c_{5}, C_{5}$

$$
c_{5} \varepsilon \leq \operatorname{dist}\left(C_{3} P, b(D \cap A)\right) \leq C_{5} \varepsilon
$$

for any $P=P_{\varepsilon} \in \overline{\mathfrak{P}}$. This follows from comments which appear in Preliminaries after (11). As a result, the constant $c$ in the definition of $P_{c \varrho(z)}(z)$ can be chosen in such a way that for any $c_{2}, C_{2}$

$$
c_{2} \varepsilon \leq \operatorname{dist}\left(P_{\varepsilon}(z), b(D \cap A)\right) \leq C_{2} \varepsilon
$$

Next, we pick a subcollection $\mathfrak{P} \subset \overline{\mathfrak{P}}$ in the following way. Define

$$
s_{0}=\sup \left\{\varepsilon: P=P_{\varepsilon} \in \overline{\mathfrak{P}}\right\}
$$

and choose $P^{0}=P_{\varepsilon_{0}}$ in such a way that $\varepsilon_{0} \geq s_{0} / 2$. Assuming that $P^{0}, \ldots, P^{k-1}$ have been chosen define

$$
s_{k}=\sup \left\{\varepsilon: P=P_{\varepsilon} \in \overline{\mathfrak{P}}, P \cap \bigcup_{i \leq k-1} P^{i}=\emptyset\right\}
$$

and choose $P^{k}=P_{\varepsilon}$ with $\varepsilon \geq s_{k} / 2$. This completes the construction of the family

$$
\mathfrak{P}=\left\{P_{\varepsilon_{1}}\left(z_{1}\right), P_{\varepsilon_{2}}\left(z_{2}\right), \ldots\right\} .
$$

Notice that properties (i), (iii) and (v) are satisfied automatically.
We will show that there exists $C_{1}$ such that $C_{1} P$ is a cover of $D \cap A$. In order to prove this pick $z \in D \cap A$ and consider the polydisk $P:=P_{c \varrho(z)}(z)$ with $c$ exactly the same as in (15) and denote $\rho=c \varrho(z)$. Pick the largest natural number $k$ such that $\varepsilon_{k} \geq \rho / 2$. Such a number $k$ does exist since $\varepsilon_{k}$ tends to 0 , since

$$
V(D) \geq \sum_{i=1}^{\infty} V\left(P_{\varepsilon_{i}}\left(z_{i}\right)\right) \gtrsim \sum_{i=1}^{\infty} \varepsilon_{i}^{n+1}
$$

Here, we made use of the fact that $V\left(P_{\varepsilon}(z)\right) \sim \prod_{i=1}^{n} \tau_{i}^{2}(z, \varepsilon)$ and the estimates $\tau_{1}(z, \varepsilon) \sim \varepsilon, \tau_{i}(z, \varepsilon) \lesssim \varepsilon^{1 / 2}, i \geq 2$.

With this choice of $k$, it must hold

$$
\begin{equation*}
P \cap \bigcup_{i=1}^{k} P^{i} \neq \emptyset \tag{16}
\end{equation*}
$$

Indeed, if (16) does not hold, then

$$
\varepsilon_{k+1} \geq \frac{s_{k+1}}{2} \geq \frac{\rho}{2}
$$

the latter inequality being a consequence of definition of $s_{k+1}$ and (16). This is impossible in view of definition of the number $k$.

This implies that there exists $\zeta$ and $P_{\varepsilon_{i}}\left(z_{i}\right)$ such that

$$
\begin{aligned}
\delta\left(z_{i}, \zeta\right) & \leq \varepsilon_{i} \\
\delta(z, \zeta) & \leq \rho
\end{aligned}
$$

As a result,

$$
\begin{equation*}
\delta\left(z, z_{i}\right) \leq C\left(\rho+\varepsilon_{i}\right) \leq 3 C \varepsilon_{i} \tag{17}
\end{equation*}
$$

which means that there exists $C_{1}$ such that $z \in C_{1} P^{i}$. This completes the proof of (ii). Notice that we may assume that for instance $100 C_{1}<C_{3}$ changing if necessary $c$ in (15), since the constant $C$ in (17) is uniform.

To complete the proof, it suffices that to show (iv). In order to accomplish this task, observe that

$$
\begin{equation*}
\delta(z) \sim \operatorname{dist}(z, b(D \cap A)) \sim \operatorname{dist}(z, b D) \tag{18}
\end{equation*}
$$

where

$$
\delta(z):=\inf \{\delta(z, \zeta), \zeta \in b D\}
$$

One should notice that it is here where we make use of Assumption 1.
Indeed, there exist constants $c_{6}$ and $C_{6}$ such that for any $z \in D$

$$
P_{c_{6} \varrho(z)}(z) \cap b D=\emptyset \quad \text { and } \quad P_{C_{6} \varrho(z)}(z) \cap b D \neq \emptyset .
$$

Both statements are consequences of (11) and comments which follow after (11).

The first property implies that for any $\zeta \in b D$, it holds $\delta(z, \zeta) \geq c_{6} \varrho(z)$. Thus, obviously $\delta(z) \geq c_{6} \varrho(z)$. As for the second, if $\zeta \in P_{C_{6} \varrho(z)}(z) \cap b D$, then

$$
\begin{aligned}
\delta(z) & \leq \delta(z, \zeta)=\inf \left\{\varepsilon>0: P_{\varepsilon}(z) \ni \zeta\right\} \\
& \leq C_{6} \varrho(z) .
\end{aligned}
$$

This justifies (18).
We intend now to complete the proof of (iv). Fix $\eta \in D \cap A$ and denote $t=\operatorname{dist}(\eta, b(D \cap A))$. Let $P=P_{\rho}(z) \in \mathfrak{P}$ satisfy $\eta \in C_{3} P$. We have

$$
c_{2} \rho \leq d\left(P_{\rho}(z), b(D \cap A)\right) \sim d(z, b(D \cap A)) \leq C \delta(z) \leq C \delta(z, \xi)
$$

for any $\xi \in b D$. Thus,

$$
c_{2} \rho \leq C \delta(z, \xi) \leq C(\delta(z, \eta)+\delta(\eta, \xi))
$$

and, as a result,

$$
\begin{aligned}
c_{2} \rho & \leq C(\delta(z, \eta)+\delta(\eta)) \leq C \delta(z, \eta)+C \operatorname{dist}(\eta, b(D \cap A)) \\
& \leq C C_{3} \rho+C t
\end{aligned}
$$

Also,

$$
t=\operatorname{dist}(\eta, b(D \cap A)) \leq C \delta(\eta) \leq C \delta(\eta, z)+C \delta(z, \xi)
$$

with $\xi \in b D$, and

$$
t \leq C C_{3} \rho+C \operatorname{dist}(z, b(D \cap A)) \leq C C_{3} \rho+C C_{2} \rho
$$

Thus, if $\eta \in C_{3} P_{\rho}(z)$, then

$$
\begin{equation*}
\rho \geq\left(C C_{3}+C C_{2}\right)^{-1} t \tag{19}
\end{equation*}
$$

Observe that for any $\zeta \in P=P_{\rho}(z)$ with $\eta \in C_{3} P$

$$
\delta(\zeta, \eta) \leq C \delta(\zeta, z)+C \delta(z, \eta) \leq C \rho+C C_{3} \rho
$$

and $C^{-1}\left(c_{2}-C C_{3}\right) \rho \leq t$. Recall at this moment that we can make $c_{5}, C_{5}$ and also $c_{2}$ arbitrary large without affecting $C_{3}$ whatsoever.

Denote

$$
I=\left\{i \in \mathbb{N}: \eta \in P^{i}=P_{\varepsilon_{i}}\left(z_{i}\right) \in \mathfrak{P}\right\}
$$

and notice that we have proved so far that for any $i, j \in I$

$$
\delta\left(z_{i}, z_{j}\right) \leq C \delta\left(z_{i}, \eta\right)+C \delta\left(\eta, z_{j}\right) \leq C\left(1+C_{3}\right) \varepsilon_{i}+C\left(1+C_{3}\right) \varepsilon_{j} \leq C t
$$

This means that for a universal constant $C$ and any $i, j \in I$

$$
P_{\varepsilon_{i}}\left(z_{i}\right) \subset P_{C t}\left(z_{j}\right)
$$

As a result, for any $j \in I$

$$
\sum_{i \in I} V\left(P_{\varepsilon_{i}}\left(z_{i}\right)\right) \leq V\left(P_{C t}\left(z_{j}\right)\right)
$$

because $P_{\varepsilon_{i}}\left(z_{i}\right), \varepsilon_{i}=c \varrho\left(z_{i}\right)$ were chosen in Proposition 1 to be disjoint. It is worth repeating at this moment that while $C$ depends on $C_{3}$, it does not depend on $\eta$.

For any $j \in I$, it holds

$$
\begin{equation*}
\sum_{i \in I} V\left(P_{\varepsilon_{i}}\left(z_{i}\right)\right) \leq V\left(P_{C t}\left(z_{j}\right)\right) \sim(C t)^{\sum_{k=1}^{n}\left(2 / m_{k}^{j}\right)} \tag{20}
\end{equation*}
$$

where $\left(m_{1}^{j}, \ldots, m_{n}^{j}\right)$ stands for the multitype at $z_{j}$. This implies that

$$
\sum_{i \in I} V\left(P_{\varepsilon_{i}}\left(z_{i}\right)\right) \leq C \inf \left\{(C t)^{\sum_{k=1}^{n}\left(2 / m_{k}^{j}\right)}: j \in I\right\} \leq C(C t)^{s}
$$

where

$$
\begin{equation*}
s:=\sup \left\{\sum_{k=1}^{n} \frac{2}{m_{k}^{j}}: j \in I\right\} . \tag{21}
\end{equation*}
$$

As for the left-hand side of (20), observe

$$
\sum_{i \in I} V\left(P_{\varepsilon_{i}}\left(z_{i}\right)\right) \gtrsim C \sum_{i \in I} \varepsilon_{i}^{\sum_{k}\left(2 / m_{k}^{i}\right)} \gtrsim \sum_{i \in I} t^{\sum_{k}\left(2 / m_{k}^{i}\right)}
$$

in view on estimates on $\rho$ proved in (19). Notice that for any $c>0$ there exists $C>0$ such that $x^{s} \leq C x^{\tilde{s}}$ for any $x \in[0, c]$ and $\tilde{s} \geq 2+\frac{2(n-1)}{M}$ - the number $s$ was defined in (21). Therefore, since $D$ is bounded we may write

$$
C(C t)^{s} \geq \operatorname{card} I \cdot(\varepsilon)^{s} \gtrsim \operatorname{card} I \cdot t^{s} .
$$

This implies that

$$
\operatorname{card} I \lesssim C^{s}
$$

with uniform constants, where as above

$$
s=\sup \left\{\sum_{k=1}^{n} \frac{2}{m_{k}^{j}}: j \in I\right\} .
$$

Therefore, as might have been expected card $I \lesssim C^{n+1}$.
Before we prove Theorem 3, we use Proposition 1 to show the following easy observation.

Corollary 1. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ satisfies Assumption 1. Let $\mu$ be a positive Borel measure supported on $D \cap A$, which satisfies condition (7) from Theorem 3. Then $\mu$ is a finite measure.

Proof. Choose a Whitney cover $\mathfrak{P}$ as in Proposition 1 and observe that

$$
\mu(D \cap A) \leq C \sum_{P \in C_{1} \mathfrak{P}} \mu(P) \leq C \sum_{P \in C_{1} \mathfrak{P}} V(P) \leq C V(D)
$$

which proves the claim.
Proof of Theorem 3. Let $1 \leq p<\infty$ and consider a cover $\mathfrak{P}=$ $\left\{P_{c \varrho\left(z_{k}\right)}\left(z_{k}\right)\right\}_{k \in \mathbb{N}}$ from Proposition 1. Without loss of generality, we may assume that $c$ in the definition of $\mathfrak{P}$ is small enough to guarantee that for $P \in C_{1} \mathfrak{P}$ condition (7) holds true, that is,

$$
\sup \left\{\frac{\mu(P \cap A)}{V(P)}: P \in C_{1} \mathfrak{P}\right\}<\infty
$$

For $g=R_{A} G$, we have

$$
\begin{aligned}
\int_{D \cap A}|g|^{p} \varrho^{\kappa} d \mu & =\int_{D \cap A}|G|^{p} \varrho^{\kappa} d \mu \leq C \sum_{P \in C_{1} \mathfrak{P}} \int_{P \cap A}|G|^{p} \varrho^{\kappa} d \mu \\
& \leq C \sum_{P \in C_{1} \mathfrak{P}} \sup \left\{\frac{1}{\varrho^{\kappa}(\tilde{P}) V(\tilde{P})} \int_{\tilde{P}}|G|^{p} \varrho^{\kappa} d V\right\} \mu_{\kappa}(P \cap A)
\end{aligned}
$$

where the supremum for a given $P \in C_{1} \mathfrak{P}$ is taken over all polydisks $\tilde{P}$ centred at a point $\zeta \in P$ with radius equal to $\tilde{\tilde{c}} \varrho(P)$. This time the constant $\tilde{c}$ is chosen in such a way that $\tilde{P} \subset \subset D$ and $\tilde{P} \subset C_{3} P$, where $C_{3}$ is a constant from Proposition 1. The symbol $\tilde{\mathfrak{P}}(P)$ below with $P \in \mathfrak{P}$ stands for the family of all polydisks $\tilde{P}=P_{\varepsilon}(\zeta)$ with $\zeta \in P$ and $\varepsilon=\tilde{c} \varrho(P)$. Thus, if condition (7) holds, then

$$
\begin{align*}
& \int_{D \cap A}|g|^{p} \varrho^{\kappa} d \mu  \tag{22}\\
& \quad \leq C \sup \left\{\frac{\mu(P \cap A)}{V(\tilde{P})}: P \in \mathfrak{P}, \tilde{P} \in \tilde{\mathfrak{P}}(P)\right\} \sum_{P \in C_{1} \mathfrak{P}} \int_{C_{3} P}|G|^{p} \varrho^{\kappa} d V \\
& \quad \leq C \sup \left\{\frac{\mu(P \cap A)}{V(P)}: P \in \mathfrak{P}\right\} \int_{D}|G|^{p} \varrho^{\kappa} d V \\
& \quad \leq C \int_{D}|G|^{p} \varrho^{\kappa} d V
\end{align*}
$$

with uniform constants. The second inequality is a consequence of Proposition 1. Also, for any $\zeta \in P_{\varepsilon}(z)$, it holds $V\left(P_{\varepsilon}(z)\right) \sim V\left(P_{\varepsilon}(\zeta)\right)$ and, as a result, if $\zeta \in P \in \mathfrak{P}$ and $P=P_{\varepsilon}$, then

$$
V\left(P_{\varepsilon}(\zeta)\right) \sim V(P)
$$

On the other hand, $V\left(P_{\varepsilon}(z)\right) \sim V\left(P_{c \varepsilon}(z)\right)$ with constants which depend only on $c$-this follows from Theorem 7. This shows that $V(\tilde{P}) \sim V(P)$ for any $P \in \mathfrak{P}$ and explains the second inequality in (22). We proved that condition (7) implies that

$$
R_{A}\left[H^{\kappa, p}(D)\right] \subset\left\{g \in H(D \cap A): \int_{D \cap A}|g|^{p} \varrho^{\kappa} d \mu<\infty\right\} .
$$

Now we intend to show the inverse implication provided $p=2$ and $\kappa=0$. Assume that $R_{A}\left[H^{2}(D)\right] \subset H^{2}(D \cap A, \mu)$ for a positive Borel measure $\mu$ on $D \cap A$. This implies, by the closed graph theorem that $R_{A}$ maps continuously $H^{2}(D)$ into $H^{2}(D \cap A, \mu)$. The proof of this part of the theorem will be completed once we know that there exist constants $c_{1}, c_{2}>0$ such that for each $\zeta \in D$ there is a function $G \in H^{2}(D)$ of norm 1 such that

$$
\begin{equation*}
|G(z)|^{2} \geq c_{1} \frac{1}{V\left(P_{\varrho}(\zeta)\right)} \tag{23}
\end{equation*}
$$

for each $z \in P_{c_{2} \varrho(\zeta)}(\zeta)$. Indeed, if such functions exist then for each $\zeta \in D$

$$
c_{1} \frac{\mu\left(P_{c_{2} \varrho}(\zeta) \cap A\right)}{V\left(P_{\varrho}(\zeta)\right)} \leq \int_{P_{c_{2} \varrho}(\zeta) \cap A}|G|^{2} d \mu \leq \int_{D \cap A}|G|^{2} d \mu \leq C \int_{D}|G|^{2} d V \leq C
$$

with uniform $C>0$, which completes the proof. Thus, it suffices to show existence of functions satisfying (23). An obvious candidate is the Bergman kernel $B(\cdot, \zeta)$. Namely, define for a fixed $\zeta \in D$ the function $G$ as

$$
G(z):=\frac{B(z, \zeta)}{\sqrt{B(\zeta, \zeta)}}
$$

Obviously $G$ is of norm 1 in $H^{2}(D)$. Also, it is a consequence of Theorem 3.4 in [22] that $G$ satisfies (23) when $z=\zeta$. Theorem 5.2 ibid. gives a bound for derivatives of $B$, which suffices to prove existence of $c_{1}, c_{2}$ for which (23) holds on $P_{c_{2} \varrho}$.

Now we intend to prove Theorems 4 and 6 . First, decompose $f$ as

$$
\begin{equation*}
f(z)-f(\zeta)=\sum_{i=1}^{n} h_{i}(\zeta, z)\left(z_{i}-\zeta_{i}\right) \tag{24}
\end{equation*}
$$

with holomorphic functions $h_{i}$. Since $D$ is convex in order to obtain functions $h_{i}$, we may simply write

$$
\begin{aligned}
f(z)-f(\zeta) & =\int_{0}^{1} \frac{d}{d t} f(\zeta+t(z-\zeta)) d t \\
& =\sum_{i=1}^{n} \int_{0}^{1} \partial_{i} f(\zeta+t(z-\zeta)) d t \cdot\left(z_{i}-\zeta_{i}\right)
\end{aligned}
$$

Obviously, functions $h_{i}$ are smooth in both variables in $\bar{D}$. Denote by $S$ the support function constructed in [8]. Also, let $\phi$ be a smooth cut-off function supported in some compact subset of $D$ and identically equal to 0 outside a larger compact subset of $D$. Define

$$
\mathcal{Q}(\zeta, z)=\frac{1}{r(\zeta)}\left((1-\phi(\zeta)) \sum_{i=1}^{n} Q_{i}(z, \zeta) d \zeta_{i}+\phi(\zeta) \sum_{i=1}^{n} \frac{\partial r}{\partial \zeta_{i}}(\zeta) d \zeta_{i}\right)
$$

With this notation, one has the following result.
Proposition 2 ([3]). For any $N>1$ the integral operator $E^{N}$ defined on any function $g \in H^{\infty}(D \cap A)$ for any $z \in D$ by

$$
\begin{array}{rl}
E^{N} & g(z) \\
:= & \int_{D \cap A} g(\zeta) \\
& \times\left[(d V)^{\#}\right\rfloor \frac{r^{N+n-1}(\zeta)}{\left(r(\zeta)+(1-\phi(\zeta)) S(z, \zeta)+\phi(\zeta) \sum_{i=1}^{n} \frac{\partial r}{\partial \zeta_{i}}(\zeta)\left(\zeta_{i}-z_{i}\right)\right)^{N+n-1}} \\
& \left.\times(\bar{\partial} \mathcal{Q}(\zeta, z))^{n-1} \wedge \frac{\overline{\partial f(\zeta)} \wedge \sum_{i=1}^{n} h_{i}(\zeta, z) d \zeta_{i}}{|\partial f|^{2}}\right] d V_{A}(\zeta)
\end{array}
$$

is a linear extension operator. Furthermore, the function $E^{N} g$ is continuous on $\bar{D} \backslash(b D \cap A)$.

We repeated the formulation after [11]. The symbol」above stands for the interior multiplication. Also, \# has the same meaning here as in differential geometry, that is, $d V^{\#}$ is the unique element of the exterior power $\Lambda T D$ of the tangent bundle such that $\left(d V^{\#}, d V\right)=1$, where here $(\cdot, \cdot)$ stands for the duality between $\Lambda T D$ and $\Lambda^{*} T D$ induced by the standard Euclidean metric.

Observe that $g$ in Proposition 2 is assumed to be bounded, which is not the case in our situation. Obviously, this is not an obstacle if $A$ is affine, since we may assume that $0 \in D \cap A$ and consider functions $g_{t}(\zeta):=g(t \zeta), t<1$. This suffices to complete the proof in that case, since $D$ is convex and $g_{t} \rightarrow g$ in $L^{p}(\nu), p<\infty$ for the measures which we will consider. This argument does not work in case of a general variety $A$.

Instead, we may shrink the domain only, without changing $A$ or $g$, in order to be able to apply results from [3]. This is why we will divide the proof of Theorem 4 into two steps. First, we will show that $E^{N}$ from Proposition 4 maps boundedly $L^{1}\left(D \cap A, \nu_{N}\right)$ into $L^{1}(D)$. This fact will be used in the next step to prove that $R_{A} E^{N}=$ id on $H^{1}\left(D \cap A, \nu_{N}\right)$, which also implies that $R_{A} E^{N}=\mathrm{id}$ on $H^{p}\left(D \cap A, \nu_{N}\right)$ for $1<p<\infty$ since the measures $\nu_{N}$ are finite (cf. Corollary 1). It is worth mentioning that this argument works because the assumption $g \in H^{1}\left(D \cap A, \nu_{N}\right)$ and the fact

$$
H^{1}\left(D \cap A, \nu_{N}\right) \subset H^{1}\left(D \cap A, \varrho^{2 / M} d V_{A}\right)
$$

provides us with a bound on the growth of $g$ in terms of $\varrho$.
Proof of Theorem 4. We will show that the operator $E^{N}$ maps boundedly $L^{1}\left(D \cap A, \nu_{N}\right)$ into $L^{1}(D)$ for a suitably defined measure $\nu_{N}$. Importantly, at this moment we do not claim that $E^{N}$ is an extension operator on $H^{1}(D \cap$ $A, \nu_{N}$ ) with values in $H^{1}(D)$.

We have

$$
\begin{aligned}
& \int_{D}\left|\int_{D \cap A} g(\zeta) E^{N}(\zeta, z) d V_{A}(\zeta)\right| d V(z) \\
& \leq \sum_{i=0}^{\infty} \int_{D \cap A}|g(\zeta)| \int_{P^{-i}(\zeta)}\left|E^{N}(\zeta, z)\right| d V(z) d V_{A}(\zeta) \\
& \quad+\int_{D \cap A}|g(\zeta)| \sum_{i=1}^{C\left\lceil\log _{2}(1 / \varrho)\right\rceil} \int_{P^{i}(\zeta)}\left|E^{N}(\zeta, z)\right| d V(z) d V_{A}(\zeta)
\end{aligned}
$$

where $P^{i}=P^{i}(\zeta):=C P_{2^{i} \varrho}(\zeta) \backslash c P_{2^{i-1} \varrho}(\zeta), i \in \mathbb{N}$ and, as usually, $\varrho=\varrho(\zeta)$. For a fixed $\zeta \in D \cap A$ the kernel $E^{N}$ can be estimated in the following way

$$
\begin{align*}
\left|E^{N}(\zeta, z)\right| \lesssim & \sum_{l, k} \frac{\varrho^{N}}{\left(\varrho+2^{i} \varrho\right)^{N+n-1}}  \tag{25}\\
& \times \frac{\left(2^{i} \varrho\right)^{n-1}}{\prod_{\alpha \neq l} \tau_{\alpha}\left(\zeta, 2^{i} \varrho\right) \prod_{\beta \neq k} \tau_{\beta}\left(\zeta, 2^{i} \varrho\right)}\left|\overline{Z_{l}^{\zeta, i} f(\zeta)} h_{k}(\zeta, z)\right| \\
\lesssim & \frac{1}{2^{i N}} \sum_{l}\left(\frac{\left|Z_{l}^{\zeta, i} f(\zeta)\right|^{2}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\zeta, 2^{i} \varrho\right)}+\frac{\left|h_{l}(\zeta, z)\right|^{2}}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{i} \varrho\right)}\right)
\end{align*}
$$

provided $z \in P^{i}(\zeta)$. The symbol $Z_{l}^{\zeta, i}$ stands for the derivative

$$
Z_{l}^{\zeta, i} f(\zeta):=\left.\frac{\partial}{\partial \lambda} f\left(\zeta+\lambda v_{l}\right)\right|_{\lambda=0}
$$

where $v_{l}$ is the $l$ th vector of the $\left(2^{i} \varrho\right)$-extremal basis at $\zeta$. Notice that $h_{l}$ in (25) is again the $l$ th coordinate in the decomposition (24) of $f$ in the ( $\left.2^{i} \varrho\right)$ extremal basis.

Remark 2 (Technical assumption). In order to simplify the notation, we will suppress denoting dependence of derivatives either on $\zeta$ or $i$. Thus, we will often simply write $\partial_{l}$ below instead of $Z_{l}^{\zeta, i}$ once $\zeta$ and $i$ are fixed.

In order to obtain estimate (25), one needs to express the kernel in ( $\left.2^{i} \varrho\right)$ extremal coordinates at $\zeta$ choosing a suitable unitary transformation as in (14) and invoke Lemma 1 and Lemma 2. We will proceed in a similar way in other estimates from below without an explicit reference either to Lemma 1 or Lemma 2.

We obtain

$$
\begin{aligned}
& \int_{P^{i}}\left|E^{N}(\zeta, z)\right| d V \\
& \quad \leq \frac{1}{2^{i N}} \sum_{l}\left(\frac{\left|\partial_{l} f(\zeta)\right|^{2} V\left(P^{i}\right)}{\prod_{\alpha \neq l} \tau_{\alpha}\left(\zeta, 2^{i} \varrho\right)}+\frac{1}{\prod_{\beta \neq l} \tau_{\beta}\left(\zeta, 2^{i} \varrho\right)} \int_{P^{i}}\left|h_{l}(\zeta, z)\right|^{2} d V\right)
\end{aligned}
$$

As for the first term, we may write

$$
\frac{1}{2^{i N}} \sum_{l} \frac{\left|\partial_{l} f(\zeta)\right|^{2} V\left(P^{i}\right)}{\prod_{\alpha \neq l} \tau_{\alpha}\left(\zeta, 2^{i} \varrho\right)} \leq \frac{1}{2^{i N}} \sum_{l}\left|\partial_{l} f(\zeta)\right|^{2} \tau_{l}^{2}\left(\zeta, 2^{i} \varrho\right) \lesssim \frac{1}{2^{i(N-2 / M)}}|\partial f|_{\kappa}^{2}
$$

where $|\omega|_{\kappa}$ stands for the non-isotropic norm of $(1,0)$-covector $\omega$, which is defined in the following way

$$
\left|\sum \omega_{k}\left(Z_{k}^{\zeta, \varrho(\zeta)}\right)^{*}\right|_{\kappa}(\zeta):=\left(\sum\left|\omega_{\kappa}\right|^{2} \tau_{k}^{2}(\zeta, \varrho)\right)^{1 / 2}
$$

where the symbol $\left(Z_{k}^{\zeta, \varrho(\zeta)}\right)^{*}$ stands for the covector dual to $Z_{k}^{\zeta, \varrho(\zeta)}$.
If we denote

$$
d \mathfrak{h}_{+}:=\left[\sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{1}{2^{i N}} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{i} \varrho\right)} \int_{P^{i}}\left|h_{k}(\zeta, z)\right|^{2} d V\right] d V_{A},
$$

then we obtain the following estimate

$$
\begin{aligned}
& \quad \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \int_{D \cap A}|g(\zeta)| \int_{P^{i}}\left|E^{N}(\zeta, z)\right| d V d V_{A} \\
& \quad \leq \int_{D \cap A}|g(\zeta)| \cdot|\partial f|_{\kappa}^{2} d V_{A}+\int_{D \cap A}|g(\zeta)| d \mathfrak{h}_{+}
\end{aligned}
$$

In $P^{-i}:=C P_{2^{-i} \varrho}(\zeta) \backslash c P_{2^{-i-1} \varrho}(\zeta)$, we can estimate the kernel $E^{N}$ in a similar way. Namely,

$$
\begin{aligned}
\left|E^{N}(\zeta, z)\right| & \leq \sum_{l} \frac{\varrho^{N}}{\varrho^{N+n-1}} \frac{\left(2^{-i} \varrho\right)^{n-1}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\zeta, 2^{-i} \varrho\right)}\left(\left|\partial_{l} f(\zeta)\right|^{2}+\left|h_{l}(\zeta, z)\right|^{2}\right) \\
& \lesssim \frac{1}{2^{i(n-1)}} \sum_{l} \frac{\left|\partial_{l} f(\zeta)\right|^{2}+\left|h_{l}(\zeta, z)\right|^{2}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\zeta, 2^{-i} \varrho\right)}
\end{aligned}
$$

and, as a result,

$$
\begin{aligned}
& \int_{P^{-i}(\zeta)}\left|E^{N}(\zeta, z)\right| d V \\
& \quad \leq \frac{1}{2^{i(n-1)}} \sum_{l}\left(|\partial f(\zeta)|_{\kappa}^{2}+\frac{1}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\zeta, 2^{-i} \varrho\right)} \int_{P^{-i}}\left|h_{l}(\zeta, z)\right|^{2} d V\right)
\end{aligned}
$$

To sum this up, we have proved

$$
\int_{D}\left|E^{N} g(z)\right| d V \leq C \int_{D \cap A}|g(\zeta)||\partial f|_{\kappa}^{2}(\zeta) d V+\int_{D \cap A}|g(\zeta)| \mathfrak{h} d V_{A}
$$

where,

$$
\mathfrak{h}:=\mathfrak{h}_{+}+\left[\sum_{i=0}^{\infty} \frac{1}{2^{i(n-1)}} \sum_{l} \frac{1}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\zeta, 2^{-i} \varrho\right)} \int_{P^{-i}(\zeta)}\left|h_{l}(\zeta, z)\right|^{2} d V(z)\right] d V_{A} .
$$

In other words, $E^{N}: L^{1}(D \cap A, \nu) \rightarrow L^{1}(D)$, where $d \nu:=|\partial f|_{\kappa}^{2} d V_{A}+\mathfrak{h} d V_{A}$.
We shall prove the claims concerning the measure $\nu$. For future reference, we single out the following lemma.

Lemma 3. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}, n>1$ and $A$ satisfies Assumption 1. Then

$$
\sup \left\{\frac{\mu_{f}(P \cap A)}{V(P)}: P=P_{\varrho(\zeta)}(\zeta), \zeta \in D \cap A\right\}<\infty
$$

where $d \mu_{f}=|\partial f|_{\kappa}^{2} d V_{A}$.
Proof. Fix $P$ and notice that

$$
\begin{equation*}
|\partial f|_{\kappa}^{2}(\zeta) \sim \max \left\{\left|\partial_{l} f(\zeta)\right|^{2} \tau_{l}^{2}(\zeta, \varrho): 1 \leq l \leq n\right\} \tag{26}
\end{equation*}
$$

Recall that (26) is written according to the convention from Remark 2 and $\partial_{l}$ in (26) is actually equal to $Z_{l}^{\zeta, \varrho(\zeta)}$.

Recall that at a given point $z$ with $f(z)=0$ the volume form $d V_{A}$ can be estimated by

$$
\begin{equation*}
d V_{A} \lesssim \frac{d x_{1} d y_{1} \cdots \widehat{d x_{i} d y_{i}} \cdots d x_{n} d y_{n}}{\left|\bigwedge_{j \neq i}\left(d x_{j} \wedge d y_{j}\right) \wedge d \Re\left(f \circ \Phi^{*}\right) \wedge d \Im\left(f \circ \Phi^{*}\right)\right|} \tag{27}
\end{equation*}
$$

where $v_{j}^{*}=d x_{j}+\sqrt{-1} d y_{j}$ are the $\varepsilon$-extremal coordinates and $\Phi^{*}$ is the corresponding unitary change of coordinates. The same estimate was used in [11] in the proof of extension of $H^{\infty}$ functions.

We will denote by $P_{j}$ a subset of $P$ consisting of all $z \in P$ such that

$$
0<\max \left\{\left|\partial_{l} f(z)\right|^{2} \tau_{l}^{2}(z, \varrho(z)): 1 \leq l \leq n\right\}=\left|\partial_{j} f(z)\right|^{2} \tau_{j}^{2}(z, \varrho(z))
$$

The first inequality is a consequence of Assumption 1.
Observe that with this notation (27) implies the following estimate

$$
\begin{aligned}
& \int_{P}|\partial f|_{\kappa}^{2} d V_{A} \\
& \quad=\sum_{i=1}^{n} \int_{P_{i}}|\partial f|_{\kappa}^{2} d V_{A}
\end{aligned}
$$

$$
\begin{aligned}
& \lesssim \sum_{i=1}^{n} \int_{\substack{\left|v_{j}^{*}\right| \leq \tau_{j}(\zeta,,) \\
j \neq i, v^{*}=v^{*}(z), z \in P_{j}}} \frac{\left|\partial_{i} f(z)\right|^{2} \tau_{i}^{2}(z, \varrho(z)) d x_{1} d y_{1} \cdots \widehat{d x_{i} d y_{i}} \cdots d x_{n} d y_{n}}{\left|\bigwedge_{j \neq i}\left(d x_{j} \wedge d y_{j}\right) \wedge d \Re\left(f \circ \Phi^{*}\right) \wedge d \Im\left(f \circ \Phi^{*}\right)\right|} \\
& \leq n C \prod_{i=1}^{n} \tau_{i}^{2}(\zeta, \varrho) \sim V(P) .
\end{aligned}
$$

This proves the lemma.
At this moment, it suffices to show that $\mathfrak{h} \lesssim \varrho^{2 / M}$.

$$
\begin{aligned}
\mathfrak{h}(\zeta)= & \sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{1}{2^{i N}} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{i} \varrho\right)} \int_{P^{i}}\left|h_{l}(\zeta, z)\right|^{2} d V(z) \\
& +\sum_{l} \sum_{i=0}^{\infty} \frac{1}{2^{i(n-1)}} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{-i} \varrho\right)} \int_{P^{-i}}\left|h_{l}(\zeta, z)\right|^{2} d V(z) \\
\leq & C \sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{\tau_{l}^{2}\left(\zeta, 2^{i} \varrho\right)}{2^{i N}}+C \sum_{l} \sum_{i=0}^{\infty} \frac{\tau_{l}^{2}\left(\zeta, 2^{-i} \varrho\right)}{2^{i(n-1)}} \leq C \varrho^{2 / M} .
\end{aligned}
$$

Thus, we have shown that $E^{N}$ maps $L^{1}\left(D \cap A, \nu_{N}\right)$ into $L^{1}(D)$ and the measure $\nu_{N}$ constructed in the proof satisfies the required estimates. We also need to show that $E^{N}$ is an extension operator on $H^{1}\left(D \cap A, \nu_{N}\right)$, that is, that $R_{A} E^{N}=$ id on $H^{1}\left(D \cap A, \nu_{N}\right)$. We intend to prove this fact now. The Reader may want to skip this part of the proof. However, the author feels it is reasonable at least to sketch the argument.

The main motivation behind the integral representations constructed in [3] and [2] was to have kernels, which vanish on the boundary. Not surprisingly, the equality

$$
\begin{equation*}
\left.R_{A} E^{N}\right|_{H^{1}\left(D \cap A, \nu_{N}\right)}=\left.\mathrm{id}\right|_{H^{1}\left(D \cap A, \nu_{N}\right)} \tag{28}
\end{equation*}
$$

follows from the fact that for sufficiently large $N$ a function $\varrho^{N} g$ is bounded in $D \cap A$ for any $g \in H^{1}\left(D \cap A, \nu_{N}\right)$.

It order to prove (28), we need to recall the setup from [3] and [11]. First, let $D_{t}=\{z: r(t z)<0\}$ for $t>1$ and define the following forms

$$
\begin{aligned}
s(\zeta, z) & =-r(z) \sum_{i=1}^{n}\left(\bar{\zeta}_{i}-\bar{z}_{i}\right) d \zeta_{i}+(1-\phi(z)) \overline{S(\zeta, z)} \sum_{i=1}^{n} Q_{i}(\zeta, z) d \zeta_{i} \\
\mathcal{Q}^{1}(\zeta, z) & =\frac{1}{r(\zeta)}\left((1-\phi(\zeta)) \sum_{i=1}^{n} Q_{i}(z, \zeta) d \zeta_{i}+\phi(\zeta) \sum_{i=1}^{n} \frac{\partial r}{\partial \zeta_{i}}(\zeta) d \zeta_{i}\right), \\
\mathcal{Q}_{\varepsilon}^{2}(\zeta, z) & =\frac{\overline{f(\zeta)} \sum_{i=1}^{n} h_{i}(\zeta, z) d \zeta_{i}}{|f|^{2}+\varepsilon}
\end{aligned}
$$

With these definitions for any $g \in C^{1}\left(\bar{D}_{t}\right)$ and $z \in D_{t}$, it holds

$$
\begin{equation*}
g(z)=c_{n}\left(\int_{b D_{t}} g(\zeta) K_{0}^{\varepsilon}(\zeta, z)-\int_{D_{t}} \bar{\partial} g(\zeta) \wedge K_{0}^{\varepsilon}(\zeta, z)-\int_{D_{t}} g(\zeta) P_{0}^{\varepsilon}(\zeta, z)\right) \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{0}^{\varepsilon}(\zeta, z)= & C_{n} \frac{1}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n}} \frac{f(z) \overline{f(\zeta)}+\varepsilon}{|f(\zeta)|^{2}+\varepsilon}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n} \\
& +D_{n} \frac{1}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n-1}}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge\left(\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}\right) \\
= & P_{0}^{0, \varepsilon}(\zeta, z)+P_{0}^{1, \varepsilon}(\zeta, z),
\end{aligned}
$$

$$
\begin{aligned}
& K_{0}^{\varepsilon}(\zeta, z) \\
&:= \sum_{k=0}^{n-1} A_{n, k} \frac{1}{\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right)^{N+k}} \frac{f(z) \overline{f(\zeta)}+\varepsilon}{|f(\zeta)|^{2}+\varepsilon}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{k} \wedge \frac{s \wedge(\overline{\partial s})^{n-k-1}}{\langle s, \zeta-z\rangle^{n-k}} \\
&+\sum_{k=0}^{n-2} B_{n, k} \frac{1}{\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right)^{N+k}}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{k} \wedge \frac{s \wedge(\overline{\partial s})^{n-k-2}}{\langle s, \zeta-z\rangle^{n-k-1}} \wedge\left(\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}\right) \\
&:= K_{0}^{0, \varepsilon}(\zeta, z)+K_{0}^{1, \varepsilon}(\zeta, z) .
\end{aligned}
$$

This corresponds to the choice $G_{1}(z)=z^{-N}$ and $G_{2}(z)=z$ in [3].
Consider now a function $g \in H^{1}(D \cap A, \nu)$, where

$$
H^{1}(D \cap A, \nu)=\left\{g \in H(D \cap A): \int_{D \cap A}|g| d \nu<\infty\right\}
$$

We construct now its extension $g_{\gamma}$ to a function which is smooth on $D$. This task is accomplished as follows. It is a consequence of Assumption 1 that we may treat $f$ at each point $p \in b D$ as one of the variables. Taking an appropriate partition of unity, we may also assume, without loss of generality, that $f$ is the last variable $z_{n}$. From the fact that $\partial f \wedge \partial r \neq 0$ and convexity of $D$, it follows that there exits a uniform $a>0$ such that the lense

$$
L_{a}:=\left\{z:\left|z_{n}\right| \leq a \varrho(z),\left(z_{1}, \ldots, z_{n-1}\right) \in D \cap A\right\}
$$

is contained in $D$. The function $g$, defined on $D \cap A$ is now extended to a function on $L_{a}$ simply by putting $g(z):=g\left(z_{1}, \ldots, z_{n-1}\right)$. Next, we choose a family of cut-off functions $\pi_{\gamma}$ such that $\pi_{\gamma}=1$ on $\{x \leq \gamma / 2\}$ and $\pi_{\gamma}=0$ if $x \geq \gamma$ and define for sufficiently small $\gamma, g_{\gamma}(z)=\pi\left(\frac{\left|z_{n}\right|^{2}}{r^{2}(z)}\right) g(z)$.

Thus, the representation formula holds for $g_{\gamma}$ and $t>1, \varepsilon>0$. Therefore,

$$
\begin{aligned}
& \left|g_{\gamma}(z)-\int_{D_{t}} \bar{\partial} g_{\gamma}(\zeta) \wedge K_{0}^{\varepsilon}(\zeta, z)-\int_{D_{t}} g_{\gamma}(\zeta) P_{0}^{\varepsilon}(\zeta, z)\right| \\
& \quad \leq C \int_{b D_{t}}\left|g_{\gamma}(\zeta) K_{0}^{\varepsilon}(\zeta, z)\right| \leq \frac{C_{\gamma}}{\varepsilon}\|g\|_{H^{1}\left(D \cap A, \nu_{N}\right)} \mathcal{O}(t-1)
\end{aligned}
$$

The last estimate follows from the fact that the assumption

$$
g \in H^{1}\left(D \cap A, \nu_{N}\right) \subset H^{1}\left(D \cap A, \varrho^{2 / M} d V_{A}\right)
$$

gives a bound on growth of $g_{\gamma}$ and $\bar{\partial} g_{\gamma}$ in terms of $\varrho$, which is smaller than the order of vanishing of $K_{0}^{\varepsilon}(\zeta, z)$ for $z \in D \cap A$ and $\zeta$ approaching $b D$. The constant $C_{\gamma}$ tends to $\infty$ when $\gamma \rightarrow 0$.

As a result, for these $\varepsilon$

$$
\begin{aligned}
& \left|\left|g(z)-E^{N} g_{\gamma}(z)\right|-\left|E^{N} g_{\gamma}(z)-\int_{D_{t}} \bar{\partial} g_{\gamma}(\zeta) \wedge K_{0}^{\varepsilon}(\zeta, z)-\int_{D_{t}} g_{\gamma}(\zeta) P_{0}^{\varepsilon}(\zeta, z)\right|\right| \\
& \quad \leq \frac{C_{\gamma}}{\varepsilon}\|g\|_{H^{1}\left(D \cap A, \nu_{N}\right)} \mathcal{O}(t-1)
\end{aligned}
$$

Now, let $\varepsilon_{m}=\frac{1}{m}$ and $t_{m}=1+\frac{1}{m^{2}}, m \in \mathbb{N}$ and notice that with this choice we obtain

$$
\begin{aligned}
& \left|g(z)-E^{N} g_{\gamma}(z)\right| \\
& \quad=\lim _{m \rightarrow \infty}\left|E^{N} g_{\gamma}(z)-\int_{D_{t_{m}}} \bar{\partial} g_{\gamma}(\zeta) \wedge K_{0}^{\varepsilon_{m}}(\zeta, z)-\int_{D_{t_{m}}} g_{\gamma}(\zeta) P_{0}^{\varepsilon_{m}}(\zeta, z)\right| .
\end{aligned}
$$

On the other hand, for $z \in D$, it holds

$$
\lim _{m \rightarrow \infty} \int_{D_{t_{m}}} g_{\gamma}(z) P_{0}^{\varepsilon_{m}}(\zeta, z)=\int_{D} g_{\gamma}(\zeta) P_{0}(\zeta, z)
$$

where

$$
\begin{aligned}
P_{0}(\zeta, z)= & C_{n} \frac{1}{\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right)^{N+n}} \frac{f(z)}{f(\zeta)}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n} \\
& \left.+D_{n} d V^{\#}\right\rfloor\left[\frac{1}{\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right)^{N+n-1}}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1}\right. \\
& \left.\wedge \frac{\overline{\partial f(\zeta)} \wedge \sum_{i=1}^{n} h_{i}(\zeta, z)}{|\partial f|^{2}}\right] d V_{A} \\
:= & P_{0}^{0}(\zeta, z)+P_{0}^{1}(\zeta, z) .
\end{aligned}
$$

Indeed, the fact that

$$
\begin{aligned}
& \int_{D_{t_{m}}} g_{\gamma}(z) C_{n} \frac{1}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n}} \frac{f(z) \overline{f(\zeta)}+\varepsilon}{|f(\zeta)|^{2}+\varepsilon}\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n} \\
& \quad \longrightarrow \int_{D} g_{\gamma}(\zeta) P_{0}^{0}(\zeta, z)
\end{aligned}
$$

as $\varepsilon \rightarrow 0$, follows from the Lebesgue theorem, since $\partial f \neq 0$ in $D$. Also, the growth restriction on $g$, which is a consequence of the fact that $g \in H^{1}(D \cap$ $\left.A, \varrho^{2 / M} d V_{A}\right)$, guarantees that $r^{N}(\zeta) g_{\gamma}(\zeta)$ vanishes as $\zeta \rightarrow b D$ provided $N$ is
large enough. As for the second term, the proof in [3] relies on the following fact. Namely, it holds

$$
\begin{equation*}
\frac{\varepsilon}{\left(|f|^{2}+\varepsilon\right)^{2}} \rightarrow \frac{d V_{A}}{|\partial f|^{2}} \tag{30}
\end{equation*}
$$

weakly as distributions, as $\varepsilon \rightarrow 0$. This implies that

$$
\begin{equation*}
\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}=\varepsilon C \frac{\overline{\partial f} \wedge \sum_{i=1}^{n} h_{i} d \zeta_{i}}{\left(|f|^{2}+\varepsilon\right)^{2}} \rightarrow c \frac{\sum_{i=1}^{n} h_{i} d \zeta_{i} \wedge \overline{\partial f}}{|\partial f|^{2}} d V_{A} \tag{31}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, this time weakly as currents. This means that for a fixed $z \in D$ we also have that

$$
\left.\left.d V^{\#}\right\rfloor\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge\left(\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}\right) \rightarrow d V^{\#}\right\rfloor\left[\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge \frac{\sum_{i=1}^{n} h_{i} d \zeta_{i} \wedge \overline{\partial f}}{|\partial f|^{2}}\right] d V_{A}
$$

weakly as distributions. Therefore, for any compactly supported cut-off function $\psi$

$$
\begin{aligned}
&\left.\left(d V^{\#}\right\rfloor\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge\left(\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}\right), \frac{\psi g_{\gamma}}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n-1}}\right) \\
& \varepsilon \rightarrow 0\left(d V^{\#}\right\rfloor\left[\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge \frac{\sum_{i=1}^{n} h_{i} d \zeta_{i} \wedge \overline{\partial f}}{|\partial f|^{2}}\right] d V_{A} \\
&\left.\times \frac{\psi g_{\gamma}}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n-1}}\right)
\end{aligned}
$$

where this time the bracket stands for duality between distributions and test functions. Now we can find a cut-off function $\psi$ such that

$$
\begin{equation*}
\left.\left(d V^{\#}\right\rfloor\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1} \wedge\left(\bar{\partial} \mathcal{Q}_{\varepsilon}^{2}\right), \frac{\psi g_{\gamma}}{\left.\left(\left\langle\mathcal{Q}^{1}, z-\zeta\right\rangle+1\right\rangle\right)^{N+n-1}}\right) \tag{32}
\end{equation*}
$$

is as close as we please to

$$
\int_{D} g_{\gamma}(\zeta) P_{0}^{1, \varepsilon}(\zeta, z)
$$

uniformly with respect to $\varepsilon>0$, while the right-hand side of (32) is close to $E^{N} g_{\gamma}(z)$. Both statements follow from the first part of the proof and are again consequences of the fact that the growth of $g_{\gamma}$ can be controlled in terms of $\varrho$. In the proof of the former one also makes use of the fact that the growth of $\bar{\partial} g_{\gamma}$ can also be controlled in terms of $\varrho$. Also, for $z \in D \cap A$

$$
\int_{D} \bar{\partial} g_{\gamma}(\zeta) \wedge K_{0}^{0, \varepsilon}(\zeta, z) \rightarrow 0
$$

by Lebesgue theorem, since $A=\{f(z)=0\}$ and

$$
\int_{D} \bar{\partial} g_{\gamma}(\zeta) \wedge K_{0}^{1, \varepsilon}(\zeta, z) \rightarrow 0
$$

because on $D \cap A$, it holds $\bar{\partial} g_{\gamma}=0$. Therefore, we have

$$
\left|g(z)-E^{N} g_{\gamma}(z)\right|=\lim _{m \rightarrow 0}\left|E^{N} g_{\gamma}(z)-\int_{D_{t_{m}}} g_{\gamma}(\zeta) P_{0}^{\varepsilon_{m}}(\zeta, z)\right|=0
$$

Therefore, letting $\gamma \rightarrow 0$ we obtain that $g(z)=E^{N} g(z)$ provided $z \in D \cap A$ and $g \in H^{1}\left(D \cap A, \varrho^{2 / M} d V_{A}\right)$. This completes the proof of Theorem 4.

Proposition 3. Assume that $D$ is a smoothly bounded convex and strictly pseudoconvex domain in $\mathbb{C}^{n}, n>1$. Then

$$
\sup \left\{\frac{\mathfrak{h}(P)}{V(P)}: P=P_{\varrho}(\zeta), \zeta \in D \cap A\right\}<\infty
$$

where $\mathfrak{h}(P)$ stands for $\int_{P} \mathfrak{h} d V_{A}$.
Proof. Under the assumption that $D$ is strictly pseudoconvex one has $\tau_{\alpha}(\zeta, \varrho) \sim \varrho^{1 / 2}$ if $\alpha>1$. Therefore, we have

$$
\mathfrak{h}(P) \lesssim \int_{P \cap A}\left(\varrho^{2}+\varrho\right) d V_{A} .
$$

Also, since $f=0$ cuts the boundary transversally $\partial f \wedge \partial r \neq 0$ in some neighbourhood $U$ of $b D$. This implies that for each $\zeta \in U$ there exists $2 \leq j \leq n$ such that $\left|\partial_{j} f(\zeta)\right| \geq c$ with a uniform positive constant $c$. Hence, the method of Lemma 3 proves this proposition, as well.

Proof of Theorem 5. We will prove (ii) first. Assume first that $n=2$ and transversallity condition 1 holds. Then for each $p \in U$, it holds $T f(p) \neq 0$, where $L$ is defined in the following way

$$
T:=\frac{\partial r}{\partial z_{1}} \frac{\partial}{\partial z_{2}}-\frac{\partial r}{\partial z_{2}} \frac{\partial}{\partial z_{1}} .
$$

Indeed, notice that $\partial f \wedge \partial r=(T f) T^{*} \wedge \partial r$ with $T^{*}$ denoting the $(1,0)$-form dual to $T$. Hence, Assumption 1 implies that $T f \neq 0$ in some open neighbourhood of $b D$. Denote this neighbourhood by $U$-the same symbol will stand for the neighbourhood from Assumption 3 in case $n>2$.

Therefore, in both cases, that is, when $n=2$ and $n>2$ under Assumption 3, there exists $t_{0}<1$ such that

$$
\begin{aligned}
& \left\{\zeta \in D \cap A: \varrho(\zeta)<t_{0}\right. \\
& \left.\quad \mathcal{L}_{r}(\zeta ; \xi)=\sum_{j, k=1}^{n} \frac{\partial^{2} r(\zeta)}{\partial z_{j} \partial \bar{z}_{k}} \xi_{j} \bar{\xi}_{k}=0 \text { for some } \xi \in \mathbb{C}^{n}, \xi \neq 0\right\} \subset U .
\end{aligned}
$$

This follows from the assumption that $r$ is of the form $p_{D}-1$.

Thus, if $\zeta \in D \cap A$ and the null space of $\mathcal{L}_{r}(\zeta, \cdot)$ is of positive dimension, then either $\zeta \in U$ or $\varrho(\zeta) \geq t_{0}>0$. Observe that if $\varrho(\zeta) \geq t_{0}$, then $\mathfrak{h}(\zeta) \leq C$ for some positive constant $C$. As a result, we obtain in this case

$$
\sup \left\{\frac{\nu_{N}(P)}{V(P)}: P=P_{\varrho}, \varrho \geq t_{0}\right\} \geq c>0
$$

Hence, we may assume that $\varrho(\zeta)<t_{0}$. There are two possibilities: either $\zeta \in U$ or $\zeta \notin U$. In the latter case, it holds $\tau_{l}(\zeta, \varrho) \sim \varrho^{1 / 2}$ with a uniform constant. The fact that constants are uniform is a consequence of the following formula

$$
\begin{equation*}
\tau(z, v, \varepsilon) \sim \min _{1 \leq k \leq M}\left\{\left(\frac{\varepsilon}{\sum_{i+j=k}\left|a_{i j}(z, v)\right|}\right)^{1 / k}\right\} \tag{33}
\end{equation*}
$$

where

$$
a_{i j}(z, v)=\left.\frac{\partial^{i+j}}{\partial \lambda^{i} \partial \bar{\lambda}^{j}} r(z+\lambda v)\right|_{\lambda=0}
$$

Therefore, if $\varrho(\zeta)<t_{0}$ and $\zeta \notin U$ then we can proceed as in Proposition 3.
Thus, we may assume that $\zeta \in U$. We will show that for sufficiently large $N$, it holds $\mathfrak{h}_{N}(\zeta) \lesssim|\partial f|_{\kappa}^{2}(\zeta)$. In view of Lemma 3, this suffices to complete the proof. Consider first the term $\mathfrak{h}_{+}$

$$
\begin{aligned}
\mathfrak{h}_{+}(\zeta) & =\sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{1}{2^{i N}} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{i} \varrho\right)} \int_{P^{i}}\left|h_{l}(\zeta, z)\right|^{2} d V(z) \\
& \leq C \sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{1}{2^{i N}} \frac{V\left(P^{i}\right)}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{i} \varrho\right)} \leq C \sum_{l} \sum_{i=1}^{\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{\tau_{l}^{2}\left(\varrho, 2^{i} \varrho\right)}{2^{i N}} \\
& \leq C \frac{1}{2^{N}} \sum_{l=1}^{n} \tau_{l}^{2}(\zeta, \varrho) \leq n C \frac{\tau_{2}^{2}(\zeta, \varrho)}{2^{N}} .
\end{aligned}
$$

In the estimates, we made use of the fact that

$$
\left|h_{k}(\zeta, z)\right|^{2} \leq \sup _{z \in D}\left|\partial_{k} f(z)\right|^{2} \leq C
$$

since $f$ is holomorphic in some neighbourhood of $D$. Thus, we need to choose $N_{0}$ in such a way that $n C 2^{-N} \leq \sqrt{c}$, where $c$ denotes the constant in (1) from Assumption 3. With such a choice, we obtain for $\zeta \in U$

$$
\mathfrak{h}_{+}(\zeta) \leq\left|Z_{2} f(\zeta)\right|^{2} \tau_{2}^{2}(\zeta, \varrho) \leq|\partial f|_{\kappa}^{2}(\zeta)
$$

As for the term $\mathfrak{h}_{-}$, notice that

$$
\left|Z_{l}^{\zeta, 0} f(z)\right| \leq\left|Z_{l}^{\zeta, 0} f(\zeta)\right|+\sum_{k=1}^{n}\left|Z_{k}^{\zeta, 0} Z_{l}^{\zeta, 0} f\left(\xi_{l}\right)\right| \tau_{l}(\zeta, \varepsilon) \leq\left|Z_{l}^{\zeta, 0} f(\zeta)\right|+C \varepsilon^{1 / M}
$$

for $z \in P_{\varepsilon}(\zeta)$ and some $\xi_{1}, \ldots, \xi_{n} \in P_{\varepsilon}(\zeta)$. Choose $\varepsilon>0$ here in such a way that it satisfies the condition $C \varepsilon^{1 / m} \leq c$ with $c$ as in (1). Also, there exists $j$
such that $2^{j} \varepsilon \geq t_{0}$. Consequently, for $z \in P(\zeta)$ with $\zeta \in U$ and $\varrho(\zeta)<t_{0}$ we obtain

$$
\left|Z_{l} f(z)\right| \leq C\left|Z_{l} f(\zeta)\right|
$$

for $z \in P(\zeta)$. We are now ready to complete the proof of (ii).

$$
\begin{aligned}
\mathfrak{h}_{-}(\zeta) & =\sum_{i=0}^{\infty} \frac{1}{2^{i(n-1)}} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}^{2}\left(\zeta, 2^{-i} \varrho\right)} \int_{P^{-i}}\left|h_{l}(\zeta, z)\right|^{2} d V(z) \\
& \lesssim \sum_{i=0}^{\infty} \sum_{l} \frac{\tau_{l}^{2}\left(\zeta, 2^{-i} \varrho\right)}{2^{i(n-1)}}\left|Z_{l}^{\zeta, 0} f(\zeta)\right|^{2} \leq|\partial f|_{\kappa}^{2}(\zeta) .
\end{aligned}
$$

Now, we intend to prove (i). Actually, the situation under Assumption 2 is easier. We will show that $\mathfrak{h} d V_{A}$ satisfies condition (7). For future reference, we single out the method as a lemma.

Lemma 4. Assume that $D$ is a smoothly bounded convex domain of finite type and $A$ satisfies Assumptions 1 and 2. Then for any $\zeta \in A \cap D$ and $\varepsilon>0$, it holds

$$
\sum_{l=1}^{n} V_{A}(A \cap P \cap D) \tau_{l}^{2}(\zeta, \varepsilon) \leq C V(P)
$$

where $P=P_{\varepsilon}(\zeta)$.
Proof. We can assume that $\varepsilon$ here is small enough to guarantee that $P_{\varepsilon}(\zeta) \subset$ $U$, where $U$ is the neighbourhood from Assumption 2. Indeed, the statement is trivial for $\varepsilon$ bounded from below. Also, for each $l$, it holds $\tau_{l}(\zeta, \varepsilon) \lesssim \tau_{2}(\zeta, \varepsilon)$ and

$$
\begin{aligned}
& V_{A}(A \cap P \cap D) \\
& \quad \lesssim \int_{\substack{\left|v_{j}^{*}(z)\right| \leq \tau_{j}(\zeta, \varepsilon) \\
j \neq 2}} \frac{d x_{1} d y_{1} \widehat{d x_{2} d y_{2}} \cdots d x_{n} d y_{2}}{\left|\bigwedge_{j \neq 2}\left(d x_{j} \wedge d y_{j}\right) \wedge d \Re\left(f \circ \Phi^{*}\right) \wedge d \Im\left(f \circ \Phi^{*}\right)\right|} \\
& \quad \lesssim \prod_{j \neq 2} \tau_{j}^{2}(\zeta, \varepsilon) .
\end{aligned}
$$

This proves the lemma, since $\prod_{j=1}^{n} \tau_{j}^{2}(\zeta, \varepsilon) \sim V(P)$.
Notice that

$$
\mathfrak{h}(\zeta) \leq C \sum_{i=1}^{C\left\lceil\log _{2}(1 / \varrho)\right\rceil} \frac{1}{2^{i N}} \sum_{l} \tau_{l}^{2}\left(\zeta, 2^{i} \varrho\right)+C \sum_{i=0}^{\infty} \frac{1}{2^{i(n-1)}} \sum_{l} \tau_{l}\left(\zeta, 2^{-i} \varrho\right)
$$

and, as a result, for $P=P_{\varepsilon}(z)$ with $\varepsilon \leq c \varrho(z)$

$$
\int_{A \cap P} \mathfrak{h}(\zeta) d V_{A} \leq C \int_{A \cap P} \sum_{l} \tau_{l}^{2}(\zeta, \varepsilon) d V_{A} \leq C \sum_{l} \tau_{l}^{2}(z, \varepsilon) V_{A}(A \cap P)
$$

and application of Lemma 4 completes the proof of $(i)$ and the proof of the whole Theorem 5.

Proof of Theorem 6. Fix $P=P_{\varepsilon}(\xi)$ and notice that we have

$$
\begin{aligned}
& \frac{1}{V(P)} \int_{P}\left|E^{N} g(z)-\left(E^{N} g\right)_{P}\right| d V(z) \\
& \quad \leq \frac{1}{V(P)^{2}} \int_{P \times P}\left|E^{N} g(z)-E^{N} g(\zeta)\right| d V(z) d V(\zeta) \\
& \quad \leq \frac{2\|g\|_{L^{\infty}}}{V(P)^{2}} \\
& \quad \times \sum_{i=0}^{C\left\lceil\log _{2}(1 / \varepsilon)\right\rceil} \int_{P \times P} \int_{D \cap A \cap P^{i}}\left|E^{N}(\eta, \zeta)-E^{N}(\eta, z)\right| d V_{A}(\eta) d V(z) d V(\zeta)
\end{aligned}
$$

where $P^{i}:=C P_{2^{i+1} \varepsilon}(\xi) \backslash c P_{2^{i} \varepsilon}(\xi), i=1, \ldots$ and $P^{0}=P^{*}$. Naturally, for any $\eta, \zeta, z \in D$

$$
\left|E^{N}(\eta, \zeta)-E^{N}(\eta, z)\right| \leq\left|E^{N}(\eta, \zeta)-E^{N}(\eta, \xi)\right|+\left|E^{N}(\eta, \xi)-E^{N}(\eta, z)\right|
$$

Hence,

$$
\begin{aligned}
& \int_{P \times P} \int_{D \cap A \cap P^{i}}\left|E^{N}(\eta, \zeta)-E^{N}(\eta, z)\right| d V_{A}(\eta) d V(z) d V(\zeta) \\
& \quad \leq 2 V(P) \int_{P} \int_{D \cap A \cap P^{i}}\left|E^{N}(\eta, \zeta)-E^{N}(\eta, \xi)\right| d V_{A}(\eta) d V(\zeta)
\end{aligned}
$$

As a result, for any sequence $\xi_{i} \in D$ with $i \in \mathbb{N}_{0}$, it holds

$$
\begin{align*}
& \frac{1}{V(P)} \int_{P}\left|E^{N} g(z)-\left(E^{N} g\right)_{P}\right| d V  \tag{34}\\
& \quad \leq \frac{4\|g\|_{L^{\infty}}}{V(P)} \\
& \quad \times \sum_{i=0}^{C\left\lceil\log _{2}(1 / \varepsilon)\right\rceil} \int_{D \cap A \cap P^{i}} \int_{P}\left|E^{N}(\eta, \zeta)-E^{N}\left(\eta, \xi_{i}\right)\right| d V_{A}(\eta) d V(\zeta) .
\end{align*}
$$

Now we need to choose points $\xi_{i}$. As for the case of integral over $P^{*} \cap A$, we proceed as follows: if $P^{*} \cap A=\emptyset$, then there is nothing to prove, otherwise let $\xi_{0} \in P^{*} \cap A$. Recall that the engulfing property (10) ensures that in this case there is a uniform $C$ such that $P^{*} \subset C P_{\varepsilon}\left(\xi_{0}\right)$ and $V(P) \sim V\left(C P_{\varepsilon}\left(\xi_{0}\right)\right)$ by (20). Therefore,

$$
\begin{aligned}
& \mathcal{I}: \\
&=\frac{1}{V(P)} \int_{P} \int_{D \cap A \cap P^{*}}\left|E^{N}(\zeta, z)-E^{N}\left(\zeta, \xi_{0}\right)\right| d V(\zeta) d V(z) \\
& \leq \frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)} \int_{C P\left(\xi_{0}\right)}\left|E^{N}(\zeta, z)-E^{N}\left(\zeta, \xi_{0}\right)\right| d V(z) d V_{A}(\zeta)
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)} \int_{C P\left(\xi_{0}\right)}\left|E^{N}(\zeta, z)\right| d V(z) d V_{A}(\zeta) \\
& +\frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)} \int_{C P\left(\xi_{0}\right)}\left|E^{N}\left(\zeta, \xi_{0}\right)\right| d V(z) d V_{A}(\zeta)
\end{aligned}
$$

It follows from Lemma 2 and Lemma 1 that we have the following estimate for the kernel in $C P_{\varepsilon}\left(\xi_{0}\right)$

$$
\begin{aligned}
E^{N}(\zeta, z) & \lesssim \sum_{l} \frac{1}{\varrho^{n-1}(\zeta)} \frac{\varepsilon^{n-1}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\xi_{0}, \varepsilon\right)}\left(\left|\partial_{l} f(\zeta)\right|^{2}+\left|h_{l}(\zeta, z)\right|\right) \\
& \leq \sum_{l} \frac{1}{\varrho^{n-1}(\zeta)} \frac{\varepsilon^{n-1}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\xi_{0}, \varepsilon\right)}\left(\left|\partial_{l} f(\zeta)\right|^{2}+\sup _{C P_{\varepsilon}\left(\xi_{0}\right)}\left|\partial_{l} f\right|^{2}\right)
\end{aligned}
$$

There are two cases, which should be taken into account. Namely,

$$
\begin{aligned}
& \frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)} \int_{C P\left(\xi_{0}\right)} \sum_{l} \frac{\left|\partial_{l} f(\zeta)\right|^{2}}{\varrho^{n-1}(\zeta)} \frac{\varepsilon^{n-1}}{\prod_{\alpha \neq l} \tau_{\alpha}^{2}\left(\xi_{0}, \varepsilon\right)} d V_{A}(\zeta) d V(z) \\
& \quad \leq \frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)} \sum_{l}\left|\partial_{l} f(\zeta)\right|^{2} \tau_{l}^{2}\left(\xi_{0}, \varepsilon\right) d V_{A} \\
& \quad \lesssim \frac{1}{V(P)} \int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)}|\partial f(\zeta)|_{\kappa}^{2} d V_{A}
\end{aligned}
$$

since $\tau\left(\xi_{0}, \varepsilon\right) \sim \tau(\zeta, \varepsilon)$ in $C P^{*}\left(\xi_{0}\right)$. Recall that according to Lemma 3 the measure $|\partial f|_{\kappa}^{2} d V_{A}$ satisfies condition (7). This completes the argument in this case, since

$$
\int_{A \cap D \cap C P^{*}\left(\xi_{0}\right)}|\partial f(\zeta)|_{\kappa}^{2} d V_{A} \lesssim V\left(C P^{*}\left(\xi_{0}\right)\right) \sim V(P)
$$

The estimate of terms involving the functions $h_{l}$ follows from Lemma 4.
Hence, under Assumption 3, we obtain

$$
\frac{1}{V(P)} \int_{D \cap A \cap C P^{*}\left(\xi_{0}\right)} \int_{C P\left(\xi_{0}\right)}\left|E^{N}(\zeta, z)-E^{N}\left(\zeta, \xi_{0}\right)\right| d V \lesssim 1
$$

We have not used any cancellation property so far. This plays a role in $P^{i}=C P_{2^{i+1} \varepsilon}(\xi) \backslash c P_{2^{i} \varepsilon}(\xi)$, where in (34) we simply take $\xi_{i}=\xi$. Again, if there exists $\zeta_{i}$ belonging to $A \cap D \cap P^{i}$, then there is $C>0$ such that $P^{i} \subset$ $C P_{2^{i+1} \varepsilon}\left(\zeta_{i}\right)$ and we estimate the kernel in $C P_{2^{i+1} \varepsilon}\left(\zeta_{i}\right)$. The latter statement means that we choose $\left(2^{i+1} \varepsilon\right)$-basis at $\zeta_{i}$, find the unitary transformation $\Phi^{*}$ and refer to Lemma 2 as far as estimates of $\left(\bar{\partial} \mathcal{Q}^{1}\right)^{n-1}$ are concerned. However, the terms $S(z, \zeta)$ and $S(\xi, \zeta)$ in the denominator will be estimated under the assumption that $\zeta \in P^{i}(\xi)$.

One easily observes that one of the terms, which appear in $\mid E^{N}(\zeta, z)$ $E^{N}(\zeta, \xi) \mid$-and we will restrict our attention to a typical term - can be estimated by the following expression

$$
\begin{align*}
\mathcal{J}= & \sum_{j+l=N+n-2} \frac{\varrho^{N+n-1}(\zeta)|S(z, \zeta)-S(\xi, \zeta)|}{(r(\zeta)+S(z, \zeta))^{N+n-1-l}(r(\zeta)+S(\zeta, \zeta))^{N+n-1-j}}  \tag{35}\\
& \times\left|\left(\bar{\partial} \mathcal{Q}^{1}(\zeta, z)\right)^{n-1} \wedge \overline{\partial f(\zeta)} \wedge \sum_{k=1}^{n} h_{k}(\zeta, z) d \zeta_{k}\right|
\end{align*}
$$

Observe that

$$
|S(z, \zeta)-S(\xi, \zeta)|=\left|\sum_{\alpha} \partial_{\alpha} S\left(z^{\prime}, \zeta\right)\left(z_{\alpha}-\xi_{\alpha}\right)\right|
$$

with $z^{\prime} \in P_{\varepsilon}(\xi)$

$$
\begin{aligned}
& =\left|\sum_{\alpha} \partial_{\alpha}\left[\sum_{\beta} Q_{\beta}\left(z^{\prime}, \zeta\right)\left(z_{\beta}^{\prime}-\zeta_{\beta}\right)\right]\left(z_{\alpha}-\xi_{\alpha}\right)\right| \leq 2^{i+1} \varepsilon \sum_{\alpha} \frac{\tau_{\alpha}(\xi, \varepsilon)}{\tau_{\alpha}\left(\xi, 2^{i+1} \varepsilon\right)} \\
& \lesssim 2^{i+1} 2^{-i / M} \varepsilon
\end{aligned}
$$

since $z \in P_{\varepsilon}(\xi)$ and $\zeta \in P_{2^{i+1} \varepsilon}(\xi)$. The corresponding decomposition of $S$ is with respect to the ( $2^{i+1} \varepsilon$ )-basis at $\xi$ and the estimate follows from Lemma 2.

Thus, for the term (35), we have the following estimate in $C P_{2^{i} \varepsilon}\left(\zeta_{i}\right)$

$$
\mathcal{J} \leq C 2^{-i / M} \sum_{l} \frac{\varrho^{N}}{\varrho^{N}} \frac{1}{\left(2^{i} \varepsilon\right)^{n}} \frac{\left(2^{i} \varepsilon\right)^{n}}{\prod_{\beta \neq l}^{\tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)}}\left(\left|\partial_{l} f(\zeta)\right|^{2}+\left|h_{l}(\zeta, z)\right|^{2}\right) .
$$

This follows again from Lemma 1 and Lemma 2. Therefore,

$$
\begin{aligned}
& \frac{1}{V(P)} \sum_{i=1}^{C\left\lceil\log _{2}(1 / \varepsilon)\right\rceil} \int_{A \cap P^{i}} \int_{P} \mathcal{J}(z, \zeta, \xi) d V_{A}(\zeta) d V(z) \\
& \leq \sum_{i=1}^{C\left\lceil\log _{2}(1 / \varepsilon)\right\rceil} 2^{-i / M} \int_{A \cap C P_{2^{i+1}}\left(\zeta_{i}\right)} \sum_{l} \frac{\left|\partial_{l} f(\zeta)\right|^{2}+\sup _{C P_{2^{i+1}}\left(\zeta_{i}\right)}\left|\partial_{l} f\right|^{2}}{\prod_{\beta \neq l} \tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)} d V_{A}(\zeta) \\
& \lesssim \sum_{i=1}^{C\left\lceil\log _{2} \frac{1}{\varepsilon}\right\rceil} 2^{-i / M}\left(1+\sum_{l} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)} \int_{A \cap C P_{2^{i+1}}\left(\zeta_{i}\right)} d V_{A}\right),
\end{aligned}
$$

by (27) and the method of Lemma 3.
Now it is a consequence of Assumption 2 and estimate (27) that

$$
\sum_{l} \frac{1}{\prod_{\beta \neq l} \tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)} \int_{A \cap C P_{2^{i}+1_{\varepsilon}}\left(\zeta_{i}\right)} d V_{A} \leq C \sum_{l} \frac{\prod_{\beta \neq 2} \tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)}{\prod_{\beta \neq l} \tau_{\beta}\left(\zeta_{i}, 2^{i} \varepsilon\right)} \lesssim 1,
$$

by the method of Lemma 4 . This completes the proof for (35) and the whole proof, since similar estimates hold for other terms, as well.

As was stated in the Introduction the proof of Theorem 1 is based on interpolation. We formulate the result, which we need below

Theorem 9. Assume that $D$ is a smoothly bounded convex domain of finite type in $\mathbb{C}^{n}$ and let $\nu$ be a positive measure on $D \cap A$, where $A$ is a complex submanifold satisfying Assumption 1. Assume that $T$ is a bounded operator on the following pairs of spaces

$$
\begin{aligned}
T: L^{1}(D \cap A, \nu) & \rightarrow L^{1}(D), \\
T: L^{\infty}(D) & \rightarrow \operatorname{BMO}(D) .
\end{aligned}
$$

Then, $T$ maps boundedly $L^{p}(\nu)$ into $L^{p}(D)$ for $1<p<\infty$.
From the Riesz-Thorin theorem it follows that the interpolation spaces between $L^{1}$ and $L^{\infty}$ constructed by means of the real method are isomorphic to $L^{p}$ spaces. Thus, in order to prove the theorem is suffices to prove that $\left[L^{1}(D), \mathrm{BMO}(D)\right]_{\theta} \cong L^{p}$ with $\frac{1}{p}=1-\theta$. Since the proof follows a well-known pattern, instead of writing down details we refer the reader to [16] and [20] for proofs in a standard situation (one may also want to consult [15] for a different approach). The first method boils down to computing the $K$ functional, while the second reduces the problem to constructing a Whitney type cover in the spirit of Proposition 1 and the Marcinkiewicz interpolation theorem.

Proof of Theorem 1. We proved that under Assumption 2 for sufficiently large $N$, the operator $E^{N}$ is a continuous operator between the following pairs of spaces

$$
\begin{aligned}
E^{N}: L^{1}\left(D \cap A, \nu_{N}\right) & \rightarrow L^{1}(D), \\
E^{N}: L^{\infty}(D) & \rightarrow \operatorname{BMO}(D) .
\end{aligned}
$$

Theorem 9 implies that $E^{N}$ maps $L^{p}\left(D \cap A, \nu_{N}\right)$ into $L^{p}(D)$ for $1<p<\infty$. Consequently, for each $1 \leq p<\infty$

$$
R_{A}\left[H^{p}(D)\right]=H^{p}(D \cap A, \nu),
$$

which shows that the sequence (3) is exact. Indeed, for any $f \in H^{p}(D \cap A, \nu)$, it holds $E^{N} f \in H^{p}(D)$. This implies that $f=R_{A} E^{N} f \in R_{A}\left(H^{p}(D)\right)$. In other words, we have $R_{A}\left[H^{p}(D)\right]=H^{p}(D \cap A, \nu)$. Obviously, the rest follows from this easily.

Proof of Theorem 2. Following immediately from Theorem 3 and Theorem 5 by arguments similar to those which prove Theorem 1.
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