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#### Abstract

We develop methodology and theory for a mean field variational Bayes approximation to a linear model with a spike and slab prior on the regression coefficients. In particular we show how our method forces a subset of regression coefficients to be numerically indistinguishable from zero; under mild regularity conditions estimators based on our method consistently estimate the model parameters with easily obtainable and (asymptotically) appropriately sized standard error estimates; and select the true model at an exponential rate in the sample size. We also develop a practical method for simultaneously choosing reasonable initial parameter values and tuning the main tuning parameter of our algorithms which is both computationally efficient and empirically performs as well or better than some popular variable selection approaches. Our method is also faster and highly accurate when compared to MCMC.
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## 1. Introduction

Variable selection is one of the key problems in statistics as evidenced by papers too numerous to mention all but a small subset. Major classes of model selection approaches include criteria based procedures [1, 43, 59], penalized regression [64, 17, 20] and Bayesian modeling approaches [7, 28, 38, 62]. Despite the amount of research in the area there is yet no consensus on how to perform model selection even in the simplest case of linear regression with more observations than predictors. One of the key forces driving this research is model selection for large scale problems where the number of candidate variables is large or where the model is nonstandard in some way. Good overviews of the latest approaches to model selection are $[34,19,47,9,33]$.

Bayesian model selection approaches have the advantage of being able to easily incorporate simultaneously many sources of variation, including prior knowledge. However, care needs to be taken in specification of the priors. From a computational perspective a careful choice of priors leads to closed form expressions for the marginal likelihood for a given model. Zellner's $g$-prior for the regression coefficients is usually used for this purpose [74]. The hyperparameter $g$ for Zellner's $g$-prior also needs to be carefully specified in order to avoid Bartlett's paradox [4] or the information paradox [39]. For careful choices of prior on $g$, closed form expressions are available for the marginal likelihood for a given model (see for example 39 ; or 46). If the size of the model space is small then all models can be enumerated and exact Bayesian inference can be performed, otherwise Markov Chain Monte Carlo (MCMC) methods are employed. MCMC for moderate to large scale problems can be computationally inefficient. For this reason an enormous amount of effort has been put into developing MCMC and similar stochastic search based methods which can be used to explore the model space in a computationally efficient manner $[51,28,52,7,38,62]$.

Despite this research, MCMC can still be deemed to be too slow in practice for sufficiently large scale problems. Further drawbacks to these methods include sensitivity to prior choices, and for models with discrete random variables there are no available diagnostics to determine whether the MCMC chain has either converged or explored a sufficient proportion of highest posterior probability models in the model space.

Recently Bayesian-like methods such as the empirical Bayes approach of [44, 45] and generalized fiducial inference [36] have also been proposed. The empirical Bayes approach of [44] explores the space of models using MCMC and so can still suffer the same aforementioned drawbacks. The approach of [36] uses a combination of the sure independence screening (SIS) procedure of [18] and the Lasso [64]. However, this can fail in situations when SIS fails (if the predictors are sufficiently correlated) or the Lasso path does not contain the true model.

Mean field variational Bayes (VB) is a computationally efficient but approximate alternative to MCMC for Bayesian inference [5, 53]. While fair comparison between MCMC and VB is difficult (for reasons discussed in Section 5.1), in general VB is typically a much faster, deterministic alternative to stochastic search algorithms. However, unlike MCMC, methods based on VB cannot achieve an arbitrary accuracy in its estimation of the posterior distribution. Nevertheless, VB has shown to be an effective approach to several practical problems including document retrieval [35], functional magnetic resonance imaging [23, 50], and cluster analysis for gene-expression data [63]. Furthermore, the speed of VB in such settings gives it an advantage for exploratory data analysis where many models are typically fit to gain some understanding of the data.

A criticism often leveled at VB methods is that they often fail to provide reliable estimates of various inferential quantities, particularly posterior variances. Such criticism can be made on empirical [68, 11], or theoretical grounds [71, 58]. However, as previously shown in [73] such criticism does not hold for VB methods in general, at least in an asymptotic sense. Furthermore, variational approximation has been shown to be useful in frequentist settings [26, 27].

In this paper we consider a Bernoulli-Gaussian model to select regression coefficients [see 60]. This entails using VB to approximate the posterior distribution of indicator variables to select which variables are to be included in the model. We consider this modification to be amongst the simplest such modifications to the standard Bayesian linear model (using conjugate priors) leading to variable selection. Our main new contributions are as follows:
(i) We show how VB, for our chosen model, induces sparsity upon the regression coefficients;
(ii) We show, under mild assumptions, that our estimators for the model parameters are consistent with easily obtainable and asymptotically appropriately sized standard error estimates;
(iii) Under these same assumptions we prove that our VB method selects the true model at an exponential rate in $n$; and
(iv) We develop a practical method for simultaneously choosing reasonable initial parameter values and tuning the main tuning parameter of our algorithms.

Contributions (i), (ii) and (iii) are the first results of their kind for VB approaches to model selection and suggest that our approach is promising and that extensions to more complicated settings should enjoy similar properties. The VB method used in (i) is standard. Result (ii) is in keeping with consistency results of Bayesian inferential procedures [12]. However, as VB methods are inexact these results are not applicable to VB-type approximations. Contribution (iii) gives the rate of convergence, but only holds for the case where $n>p$ and $p$ is fixed (but still possibly very large). For situations where $p>n$, our method in (iv) is empirically competitive to other methods in the simulation settings we considered. We believe that our approach will have the greatest impact for cases where $n>p$, but where it is not computationally feasible to enumerate all possible models using exact Bayesian approaches. Our empirical results also suggest that this translates to at least some problems when $p>n$.

Most papers in the literature do not consider analysis of the rates of convergence of model inclusion indicator variables, but instead consider the rate of convergence for the probability that the true model dominates a given model selection criteria. For example, [13, 44, 3], and [14] showed that the convergence to the true model is power of $p$ or at an exponential rate in $\log p$, where the number of variables $p$ is allowed to grow exponentially in $n$. [49] is one exception who also showed that model inclusion indicator variables approach their true values at an exponential rate with the sample size $n$ and where again the number of variables $p$ is allowed to grow exponentially in $n$. However, all these methods rely on a MCMC search over the parameter space and may suffer from the drawbacks of MCMC, particularly for large scale problems.

We are by no means the first to consider model selection via the use of model indicator variables within the context of variational approximation. Earlier papers which use either expectation maximization (which shares similarities with VB) or VB include [32], [55], [40], [11], [67] and [57]. However, apart from [57], there was no contribution to understand how sparsity was achieved and the
later reference did not analyze the rates of convergence for their estimators. Furthermore, each of these papers considered slightly different models and tuning parameter selection approaches to those here.

Perhaps the most promising aspect of VB methodology in practice is the potential to handle non-standard complications. Examples of the flexibility of VB methods to handle such complications are contained in [42]. For example, it is not difficult to extend the methodology developed here to handle responses from elaborate distributions [68], missing data [16] or measurement error [54]. This contrasts with criteria based procedures, penalized regression and some Bayesian procedures [for example 39, 46, where the models are chosen carefully so that an exact expression for the marginal likelihood is obtainable]. For these approaches their handling of such complications will have a large computational overhead. Here we will consider the simple extension of our VB method from using Gaussian errors to Laplace distributed errors to demonstrate the flexibility of the approach.

The paper is organized as follows. Section 2 considers model selection for a linear model using a spike and slab prior on the regression coefficients and provides a motivating example from real data. Section 3 summarizes our main results which are proved in Appendix A. Section 4 discusses initialization and hyperparameter selection. Numerical examples are shown in Section 5 and illustrate the good empirical properties of our methods. We discuss our results and conclude in Section 7.

## 2. Bayesian linear model selection

Suppose that we have observed data $\left(y_{i}, \mathbf{x}_{i}\right), 1 \leq i \leq n$, and hypothesize that $y_{i} \stackrel{\text { ind. }}{\sim} N\left(\mathbf{x}_{i}^{T} \boldsymbol{\beta}, \sigma^{2}\right), 1 \leq i \leq n$ for some coefficients $\boldsymbol{\beta}$ and noise variance $\sigma^{2}$ where $\mathbf{x}_{i}$ is $p$-vector of predictors. Using a binary mask, a Bayesian version of the linear regression model with conjugate prior on $\sigma^{2}$ may be written as,

$$
\begin{gather*}
\mathbf{y} \mid \boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma} \sim N\left(\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}, \sigma^{2} \mathbf{I}\right), \quad \sigma^{2} \sim \operatorname{Inverse-Gamma}(A, B) \\
\beta_{j} \sim N\left(0, \sigma_{\beta}^{2}\right) \quad \text { and } \quad \gamma_{j} \sim \operatorname{Bernoulli}(\rho), j=1, \ldots, p \tag{1}
\end{gather*}
$$

where $\mathbf{X}$ is a $n \times p$ design matrix whose $i$ th row is $\mathbf{x}_{i}^{T}$ (possibly including an intercept), $\boldsymbol{\beta}=\left(\boldsymbol{\beta}_{1}, \ldots, \boldsymbol{\beta}_{p}\right)^{T}$ is a $p$-vector of regression coefficients, $\boldsymbol{\Gamma}=$ $\operatorname{diag}\left(\gamma_{1}, \ldots, \gamma_{p}\right)$, and Inverse-Gamma $(A, B)$ is the inverse Gamma distribution with shape parameter $A$ and scale parameter $B$. The parameters $\sigma_{\beta}^{2}, A$ and $B$ are fixed prior hyperparameters, and $\rho \in(0,1)$ is also a hyperparameter which controls sparsity. Contrasting with [57] we use $\rho$ rather than $\sigma_{\beta}^{2}$ as a tuning parameter to control sparsity. The selection of $\rho$ (or $\sigma_{\beta}^{2}$ for that matter) is particularly important and is a point which we will discuss later.

In the signal processing literature this is sometimes called the BernoulliGaussian [60] and is closely related to $\ell_{0}$ regularization (see 48, Section 13.2.2) and the spike and slab prior [67]. [67] also considered what they call the Laplacezero model where the normal distributed slab in the spike and slab is replaced
with a Laplace distribution. Using their naming convention this model might also be called a normal-zero or Gaussian-zero model.

Note that the Bernoulli-Gaussian model is slightly different than the linear model with spike and slab prior. The key difference is that if $\gamma_{j}=0$ for the Bernoulli-Gaussian model then $\beta_{j} \mid \mathbf{y}, \gamma_{j} \sim N\left(0, \sigma_{\beta}^{2}\right)$. In contrast for the spike and slab prior if $\gamma_{j}=0$ then $\beta_{j} \mid \mathbf{y}, \gamma_{j}$ is a point mass at zero.

VB methodology is based on minimizing the Kullback-Leibler distance between the true posterior distribution and a factorized approximation to the posterior. Let $\boldsymbol{\theta}$ be the set of all model parameters and $\mathbf{d}$ be a vector of data then $p(\boldsymbol{\theta} \mid \mathbf{d})$ is approximated by $q(\boldsymbol{\theta})=\prod_{k=1}^{K} q_{k}\left(\boldsymbol{\theta}_{k}\right)$ where $\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{K}\right)$ is a partition of $\boldsymbol{\theta}$. Then it can be shown that the optimal $q_{k}$ densities, called $q$-densities, satisfy

$$
\begin{equation*}
q_{k}\left(\boldsymbol{\theta}_{k}\right) \propto \exp \left[\mathbb{E}_{-q_{k}\left(\boldsymbol{\theta}_{k}\right)}\{\log p(\mathbf{d}, \boldsymbol{\theta})\}\right] \tag{2}
\end{equation*}
$$

where $\mathbb{E}_{-q_{k}\left(\boldsymbol{\theta}_{k}\right)}$ is the expectation with respect to all densities except $q_{k}\left(\boldsymbol{\theta}_{k}\right)$. For any choice of the $q$-densities a lower bound for the marginal likelihood for d can be obtained by

$$
\log \underline{p}(\mathbf{d})=\mathbb{E}_{q}\left[\log \left\{\frac{p(\mathbf{d}, \boldsymbol{\theta})}{q(\boldsymbol{\theta})}\right\}\right]
$$

where the underline is used to indicate the quantity is a lower bound. It can be shown that updating $q_{k}$ via (2) for fixed values of the remaining $q$-densities results in an increase in the lower bound $\log \underline{p}(\mathbf{d})$. Cycling through the update for each $k$ results in a monotonic increase in $\log \underline{p}(\mathbf{d})$. The resulting scheme can be interpreted as a coordinate ascent method which, under mild regularity conditions, will converge to a local maximizer of the lower bound [41].

Thus the VB approximation depends on the choice of factorization which we will now discuss. A non-exhaustive list of choices for the factorization of $q\left(\boldsymbol{\beta}, \sigma^{2}, \gamma\right)$ include:
(A) $q\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}\right)=q(\boldsymbol{\beta}, \boldsymbol{\gamma}) q\left(\sigma^{2}\right)$;
(B) $q\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}\right)=q\left(\sigma^{2}\right) \prod_{j=1}^{p} q\left(\beta_{j}, \gamma_{j}\right)$; and
(C) $q\left(\boldsymbol{\beta}, \sigma^{2}, \gamma\right)=q(\boldsymbol{\beta}) q\left(\sigma^{2}\right) \prod_{j=1}^{p} q\left(\gamma_{j}\right)$.

We have dropped subscripts from the $q$ 's for ease of reading.
Choice (A) leads to

$$
q(\boldsymbol{\beta}, \boldsymbol{\gamma}) \propto \exp \left[\lambda \mathbf{1}^{T} \boldsymbol{\gamma}-\frac{1}{2} \boldsymbol{\beta}^{T}\left(\tau \boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}+\sigma_{\beta}^{-2} \mathbf{I}\right) \boldsymbol{\beta}+\tau \boldsymbol{\beta}^{T} \boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{y}\right]
$$

where $\lambda=\operatorname{logit}(\rho)=\log (\rho /(1-\rho))$ and $\tau=\mathbb{E}_{q}\left(1 / \sigma^{2}\right)$. Hence

$$
\begin{aligned}
q(\boldsymbol{\beta} \mid \boldsymbol{\gamma}) & \sim \mathcal{N}(\boldsymbol{\mu}(\boldsymbol{\gamma}), \boldsymbol{\Sigma}(\boldsymbol{\gamma})) \text { and } \\
q(\boldsymbol{\gamma}) & \propto \int q(\boldsymbol{\beta}, \boldsymbol{\gamma}) d \boldsymbol{\beta}=|\boldsymbol{\Sigma}(\boldsymbol{\gamma})|^{1 / 2} \exp \left[\lambda \mathbf{1}^{T} \boldsymbol{\gamma}+\frac{1}{2} \boldsymbol{\mu}(\boldsymbol{\gamma})^{T} \boldsymbol{\Sigma}(\boldsymbol{\gamma})^{-1} \boldsymbol{\mu}(\gamma)\right] \\
& =f(\gamma)
\end{aligned}
$$

where $\boldsymbol{\Sigma}(\gamma)=\left(\tau \boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}+\sigma_{\beta}^{-2} \mathbf{I}\right)^{-1}$ and $\boldsymbol{\mu}(\boldsymbol{\gamma})=\boldsymbol{\Sigma}(\boldsymbol{\gamma}) \boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{y}$. It follows that $q(\gamma)=f(\gamma) / \sum_{\widetilde{\gamma} \in\{0,1\}^{p}} f(\widetilde{\gamma})$, where $\sum_{\widetilde{\gamma} \in\{0,1\}^{p}}$ is a combinatorial sum over all $2^{p}$ possible values of $\widetilde{\boldsymbol{\gamma}}$. Then $q(\boldsymbol{\beta})$ is a mixture of normals with $2^{p}$ components given by

$$
q(\boldsymbol{\beta})=\sum_{\boldsymbol{\gamma} \in\{0,1\}^{p}} q(\boldsymbol{\gamma}) \phi(\boldsymbol{\beta} ; \boldsymbol{\mu}(\boldsymbol{\gamma}), \boldsymbol{\Sigma}(\boldsymbol{\gamma}))
$$

where $\phi(\boldsymbol{\beta} ; \boldsymbol{\mu}, \boldsymbol{\Sigma})$ is a multivariate Gaussian density with mean $\boldsymbol{\mu}$ and covariance $\boldsymbol{\Sigma}$. Calculating a combinatorial sum over $2^{p}$ terms is not computationally feasible for large $p$. If the sum were computationally feasible, exact Bayesian methods such as those proposed by [39] or [46] would be feasible and there would be no point in using VB. For this reason we do not pursue choice (A) here.

Choice (B) has been used by [11] who used spike and slab priors for the regression coefficients. This choice is computationally feasible for large $p$ but underestimates the posterior variances for the regression coefficients. For this reason we will not pursue this choice of approximation here.

Choice (C) does not involve a computational sum over $2^{p}$ terms but will do better job at estimating the posterior variances of the regression coefficients by keeping all of the regression coefficients in the same partition. The remainder of the paper will explore this choice. For choice (C) the optimal $q$-densities are of the form

$$
\begin{gathered}
\quad q^{*}(\boldsymbol{\beta}) \text { is a } N(\boldsymbol{\mu}, \boldsymbol{\Sigma}) \text { density, } \\
\quad q^{*}\left(\sigma^{2}\right) \text { is a Inverse- } \operatorname{Gamma}(A+n / 2, s) \text { density } \\
\text { and } \quad q^{*}\left(\gamma_{j}\right) \text { is a } \operatorname{Bernoulli}\left(w_{j}\right) \text { density for } j=1, \ldots, p,
\end{gathered}
$$

where a necessary (but not sufficient) condition for optimality is that the following system of equations hold:

$$
\begin{align*}
\boldsymbol{\Sigma}= & {\left[\tau\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{\Omega}+\sigma_{\beta}^{-2} \mathbf{I}\right]^{-1}=\left(\tau \mathbf{W X}^{T} \mathbf{X} \mathbf{W}+\mathbf{D}\right)^{-1} }  \tag{3}\\
\boldsymbol{\mu}= & \tau\left(\tau \mathbf{W} \mathbf{X}^{T} \mathbf{X} \mathbf{W}+\mathbf{D}\right)^{-1} \mathbf{W X}^{T} \mathbf{y}  \tag{4}\\
s= & B+\frac{1}{2}\left[\|\mathbf{y}\|^{2}-2 \mathbf{y}^{T} \mathbf{X} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left\{\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\mathbf{\Sigma}\right)\right\}\right]  \tag{5}\\
\tau= & \frac{2 A+n}{2 s}  \tag{6}\\
\eta_{j}= & \lambda-\frac{\tau}{2}\left(\mu_{j}^{2}+\Sigma_{j, j}\right)\left\|\mathbf{X}_{j}\right\|^{2} \\
& +\tau\left[\mu_{j} \mathbf{X}_{j}^{T} \mathbf{y}-\mathbf{X}_{j}^{T} \mathbf{X}_{-j} \mathbf{W}_{-j}\left(\boldsymbol{\mu}_{-j} \mu_{j}+\boldsymbol{\Sigma}_{-j, j}\right)\right]  \tag{7}\\
w_{j}= & \operatorname{expit}\left(\eta_{j}\right) \tag{8}
\end{align*}
$$

where $1 \leq j \leq p, \operatorname{expit}(x)=\operatorname{logit}^{-1}(x)=\exp (x) /(1+\exp (x)), \mathbf{w}=\left(w_{1} \ldots w_{p}\right)^{T}$, $\mathbf{W}=\operatorname{diag}(\mathbf{w}), \boldsymbol{\Omega}=\mathbf{w} \mathbf{w}^{T}+\mathbf{W}(\mathbf{I}-\mathbf{W})$, the symbol $\odot$ denotes the Hadamard product between two matrices and $\mathbf{D}=\tau\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W} \odot(\mathbf{I}-\mathbf{W})+\sigma_{\beta}^{-2} \mathbf{I}$. Note that $\mathbf{D}$ is a diagonal matrix. Algorithm 1 below describes an iterative process for
finding parameters satisfying this system of equations via a coordinate ascent scheme whose derivation can be found in Appendix A.

Note that we use the notation that for a general matrix $\mathbf{A}, \mathbf{A}_{j}$ is the $j$ th column of $\mathbf{A}, \mathbf{A}_{-j}$ is $\mathbf{A}$ with the $j$ th column removed. We write $A_{i, j}$ to be the value of the component corresponding to the $i$ th row and $j$ th column of $\mathbf{A}, \mathbf{A}_{i,-j}$ to be the vector corresponding to the $i$ th row of $\mathbf{A}$ with the $j$ th component removed and similarly $\mathbf{A}_{-i, j}$ to be the vector corresponding to the $j$ th column of $\mathbf{A}$ with the $i$ th component removed. The $w_{j}$ 's can be interpreted as an approximation to the posterior probability of $\gamma_{j}=1$ given $\mathbf{y}$, that is, $p\left(\gamma_{j}=1 \mid \mathbf{y}\right)$. Using this, our data based decision for including the $j$ th covariate is $w_{j}$ and if $w_{j}>0.5$, say, we include the $j$ th covariate in the model.

The VB approach gives rise to the lower bound

$$
\log p(\mathbf{y} ; \rho) \geq \sum_{\boldsymbol{\gamma}} \int q\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}\right) \log \left\{\frac{p\left(\mathbf{y}, \boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}\right)}{q\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}\right)}\right\} d \boldsymbol{\beta} d \sigma^{2} \equiv \log \underline{p}(\mathbf{y} ; \rho)
$$

where the summation is interpreted as a combinatorial sum over all possible binary configurations of $\gamma$. At the bottom of Algorithm 1 the lower bound of $\log p(\mathbf{y} ; \rho)$ simplifies to

$$
\begin{aligned}
\log \underline{p}(\mathbf{y} ; \rho)= & \frac{p}{2}-\frac{n}{2} \log (2 \pi)-\frac{p}{2} \log \left(\sigma_{\beta}^{2}\right)+A \log (B)-\log \Gamma(A) \\
& +\log \Gamma\left(A+\frac{n}{2}\right)-\left(A+\frac{n}{2}\right) \log (s)+\frac{1}{2} \log |\boldsymbol{\Sigma}| \\
& -\frac{1}{2 \sigma_{\beta}^{2}} \operatorname{tr}\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)+\sum_{j=1}^{p}\left[w_{j} \log \left(\frac{\rho}{w_{j}}\right)+\left(1-w_{j}\right) \log \left(\frac{1-\rho}{1-w_{j}}\right)\right] .
\end{aligned}
$$

Let $\log \underline{p}^{(t)}(\mathbf{y} ; \rho)$ denote the value of the lower bound at iteration $t$. Algorithm 1 is terminated when the increase of the lower bound log-likelihood is negligible, that is,

$$
\begin{equation*}
\left|\log \underline{p}^{(t)}(\mathbf{y} ; \rho)-\log \underline{p}^{(t-1)}(\mathbf{y} ; \rho)\right|<\epsilon \tag{9}
\end{equation*}
$$

where $\epsilon$ is a small number. In our implementation we chose $\epsilon=10^{-6}$. Note that Algorithm 1 is only guaranteed to converge to a local maximizer of this lower bound. For the $n<p$ case Algorithm 1 is efficiently implemented by calculating $\|\mathbf{y}\|^{2}, \mathbf{X}^{T} \mathbf{y}$ and $\mathbf{X}^{T} \mathbf{X}$ only once outside the main loop of the algorithm. Then each iteration of the algorithm can be implemented with cost $O\left(p^{3}\right)$ and storage $O\left(p^{2}\right)$.

To illustrate the effect of $\rho$ on the sparsity of the VB method we consider the prostate cancer dataset originating from a study by [61]. The data consists of $n=97$ samples with variables lcavol, lweight (log prostate weight), age, lbph (log of benign prostate hyperplasia amount), svi (seminal vesicle invasion), lcp (log of capsular penetration), gleason (Gleason score), pgg45 (percent of Gleason scores 4 or 5), and lpsa (log of prostate specific antigen). [24] illustrate the effect of tuning parameter selection for ridge regression and Lasso for a linear response model using $l p s a$ as the response variable and the remaining variables as predictors. We also consider the regularization paths produced by the SCAD

```
Algorithm 1 Iterative scheme to obtain optimal \(q^{*}(\boldsymbol{\theta})\) for our model.
    : Input: \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho, \mathbf{w}\right)\)
    where \(\mathbf{y} \in \mathbb{R}^{n}, \mathbf{X} \in \mathbb{R}^{n \times p}, \sigma_{\beta}^{2}>0, A>0, B>0, \tau^{(0)}>0, \rho \in(0,1)\) and
\(\mathbf{w}^{(1)} \in[0,1]^{p}\).
\(: t \leftarrow 1 \quad ; \quad \lambda \leftarrow \operatorname{logit}(\rho)\)
4: Cycle:
    \(\mathbf{W}^{(t)} \leftarrow \operatorname{diag}\left(\mathbf{w}^{(t)}\right) \quad ; \quad \boldsymbol{\Omega}^{(t)} \leftarrow \mathbf{w}^{(t)} \mathbf{w}^{(t)^{T}}+\mathbf{W}^{(t)}\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\)
    \(\boldsymbol{\Sigma}^{(t)} \leftarrow\left[\tau^{(t-1)}\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}^{(t)}+\sigma_{\beta}^{-2} \mathbf{I}\right]^{-1} ; \quad \boldsymbol{\mu}^{(t)} \leftarrow \tau^{(t-1)} \boldsymbol{\Sigma}^{(t)} \mathbf{W}^{(t)} \mathbf{X}^{T} \mathbf{y}\)
    \(s \leftarrow B+\frac{1}{2}\left[\|\mathbf{y}\|^{2}-2 \mathbf{y}^{T} \mathbf{X} \mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}+\operatorname{tr}\left\{\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}^{(t)}\right)\left(\boldsymbol{\mu}^{(t)} \boldsymbol{\mu}^{(t)^{T}}+\boldsymbol{\Sigma}^{(t)}\right)\right\}\right]\)
    \(\tau^{(t)} \leftarrow(A+n / 2) / s\)
    \(\mathbf{w}^{*}=\left[w_{1}^{*}, \ldots, w_{p}^{*}\right] \leftarrow \mathbf{w}^{(t)}\)
    For \(j=1, \ldots, p\)
        \(\eta_{j} \leftarrow \lambda-\frac{1}{2} \tau^{(t)}\left[\left(\mu_{j}^{(t)}\right)^{2}+\Sigma_{j, j}^{(t)}\right]\left\|\mathbf{X}_{j}\right\|^{2}\)
        \(+\tau^{(t)} \mathbf{X}_{j}^{T}\left[\mathbf{y} \mu_{j}^{(t)}-\mathbf{X}_{-j} \operatorname{diag}\left(\mathbf{w}_{-j}^{*}\right)\left(\boldsymbol{\mu}_{-j}^{(t)} \mu_{j}^{(t)}+\mathbf{\Sigma}_{-j, j}^{(t)}\right)\right]\)
            \(w_{j}^{*} \leftarrow \operatorname{expit}\left(\eta_{j}\right)\)
        \(\mathbf{w}^{(t+1)} \leftarrow \mathbf{w}^{*} \quad ; \quad t \leftarrow t+1\)
    until the increase of \(\log \underline{p}(\mathbf{y} ; \rho)\) is negligible.
```

penalty as implemented by the $R$ package ncvreg [8]. These regularization paths as a function of $\lambda$ are illustrated in Figure 1 where for our VB method the values of $\boldsymbol{\mu}$ (which serve as point estimates for $\boldsymbol{\beta}$ ).

From Figure 1 we make several observations about the VB estimates:
(A) the estimated components of $\boldsymbol{\beta}$ appear to be stepwise functions of $\lambda$ with components being either zero or constant for various ranges of $\lambda$; and
(B) large negative values of $\lambda$ tend to give rise to simpler models and positive values tend to give rise to more complex models.
Note (A) holds only approximately but illustrates empirically the model selection properties of estimators obtained through Algorithm 1. This contrasts with the Lasso and other penalized regression methods where the analogous penalty parameter enforces shrinkage, and hence, bias for the estimates of non-zero coefficients. Observation (B) highlights that care is required for selecting $\rho$ (or equivalently $\lambda$ ).

## 3. Theory

The properties of $\boldsymbol{\mu}, \boldsymbol{\Sigma}, \tau$ and $\left\{w_{j}\right\}_{1 \leq j \leq p}$ when the system of equations (3)-(8) hold simultaneously are difficult to analyze. Instead we will analyze Algorithm 1 by examining the limiting properties of the estimators from one iteration to the next. In Appendix B we will show, under certain assumptions, the following two main results. The first result concerns the behavior of VB estimates when particular $w_{j}$ 's are small.


Fig 1. Top left panel: An illustration the final values of the components of $\boldsymbol{\mu}$ for multiple runs of Algorithm 1 over a grid of $\lambda=\operatorname{logit}(\rho)$ values where we have used $w_{j}^{(1)}=1, j=1, \ldots, p$, $\tau=1000$ and hyperparameters selected as described in Section 4 on the prostate cancer dataset originating in [61]. Remaining panels: The regularization paths for Ridge, Lasso and SCAD penalized regression fits.

Main Result 1 (Proof in Appendix B.1). Suppose that $w_{j}^{(t)} \ll 1,1 \leq j, k \leq p$. Then for observed $\mathbf{y}$ and $\mathbf{X}$ the updates in Algorithm 1 satisfy

$$
\begin{gathered}
\tau^{(t)}=O(1), \quad \mu_{j}^{(t)}=O\left(w_{j}^{(t)}\right), \quad \Sigma_{j, k}^{(t)}= \begin{cases}\sigma_{\beta}^{2}+O\left(w_{j}^{(t)}\right) & \text { if } j=k \\
O\left(w_{j} w_{k}\right)=O\left(w_{j}^{(t)}\right) & \text { if } j \neq k,\end{cases} \\
\text { and } \quad w_{j}^{(t+1)} \leftarrow \operatorname{expit}\left[\lambda-\frac{1}{2} \tau^{(t)}\left\|\mathbf{X}_{j}\right\|^{2} \sigma_{\beta}^{2}+O\left(w_{j}^{(t)}\right)\right] .
\end{gathered}
$$

Lemma 1 (Proof in Appendix B). Let a be a real positive number, then the quantities $\operatorname{expit}(-a)=\exp (-a)+O(\exp (-2 a))$ and $\operatorname{expit}(a)=1-\exp (-a)+$ $O(\exp (-2 a))$ as $a \rightarrow \infty$.
Remark: As a consequence of Main Result 1 and Lemma 1 we have that in Algorithm 1, if $w_{j}^{(t)}$ is small, updated value $w_{j}^{(t+1)}$ is approximately equal to $\exp \left(\lambda-\tau^{(t)}\left\|\mathbf{X}_{j}\right\|^{2} \sigma_{\beta}^{2} / 2\right)$. Thus, when $\sigma_{\beta}^{2}$ is sufficiently large, when implemented on a computer, numerical underflow occurs and $w_{j}^{(t+1)}$ is represented on the
computer as 0 . This explains why Algorithm 1 provides sparse estimates of $\mathbf{w}$ and $\boldsymbol{\beta}$. Furthermore, all successive values of $w_{j}^{(T)}, T>t$ remain either small or numerically zero and may be removed safely from the algorithm, reducing the computational cost of the algorithm.

In order to establish various asymptotic properties in Main Result 2, we use the following assumptions [which are similar to those used in 73] and treat $y_{i}$ and $\mathbf{x}_{i}$ as random quantities (only) in Main Result 2 and the proof of Main Result 2 in Appendix B.2:
(A1) for $1 \leq i \leq n$ the $y_{i} \mid \mathbf{x}_{i}=\mathbf{x}_{i}^{T} \boldsymbol{\beta}_{0}+\varepsilon_{i}$ where $\varepsilon_{i}$ and $\varepsilon_{j}$ are independent if $i \neq j, \mathbb{E}\left(\varepsilon_{i}\right)=0, \operatorname{Var}\left(\varepsilon_{i}\right)=\sigma_{0}^{2}$ and $0<\sigma_{0}^{2}<\infty, \boldsymbol{\beta}_{0}$ are the true values of $\boldsymbol{\beta}$ and $\sigma^{2}$ with $\boldsymbol{\beta}_{0}$ being element-wise finite;
(A2) for $1 \leq i \leq n$ the random variables $\mathbf{x}_{i} \in \mathbb{R}^{p}$ are independent and identically distributed with $p$ fixed;
(A3) the $p \times p$ matrix $\mathbf{S} \equiv \mathbb{E}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)$ is element-wise finite and $\mathbf{X}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{p}\right]$ where $\operatorname{rank}(\mathbf{X})=p$; and
(A4) for $1 \leq i \leq n$ the random variables $\mathbf{x}_{i}$ and $\varepsilon_{i}$ are independent.
We view these as mild regularity conditions on the $y_{i}$ 's, $\varepsilon_{i}$ 's and the distribution of the covariates. Note that Assumption (A3) implicitly assumes that $n \geq p$. In addition to these we will assume:
(A5) for $1 \leq j, k \leq p$ the $\operatorname{Var}\left(x_{j} x_{k}\right)<\infty$;
(A6) $\lambda \equiv \lambda_{n}$ varies with $n, \rho_{n} \equiv \operatorname{expit}\left(\lambda_{n}\right)$ and satisfies $\lambda_{n} / n \rightarrow 0$ and $n \rho_{n} \rightarrow 0$ as $n \rightarrow \infty$.

Assumption (A5) will simplify later arguments, whereas Assumption (A6) is necessary for our method to identify the true model.

We now define some notation to simplify later proofs. For an indicator vector $\gamma$ the square matrix $\mathbf{W}_{\gamma}\left(\mathbf{W}_{-\gamma}\right)$ is the principal submatrix of $\mathbf{W}$ by distinguishing (removing) rows and columns specified in $\gamma$. The matrix $\mathbf{D}_{\gamma}\left(\mathbf{D}_{-\gamma}\right)$ is defined in the same manner. The matrix $\mathbf{X}_{\boldsymbol{\gamma}}\left(\mathbf{X}_{-\gamma}\right)$ is the submatrix of $\mathbf{X}$ by distinguishing (removing) columns specified in $\gamma$. For example, suppose the matrix $\mathbf{X}$ has 4 columns, $\boldsymbol{\gamma}=(1,0,0,1)^{T}$ then $\mathbf{X}_{\boldsymbol{\gamma}}$ is constructed using the first and forth columns of $\mathbf{X}$ and $\mathbf{W}_{\boldsymbol{\gamma}}$ is the submatrix of $\mathbf{W}$ consisting first and forth rows, and first and forth columns of $\mathbf{W}$. Similar notation, when indexing through a vector of indices $\mathbf{v}$, for example, if $\mathbf{v}=(1,4)$, then $\mathbf{X}_{\mathbf{v}}$ is constructed using the first and the forth column of $\mathbf{X}$ and $\mathbf{W}_{\mathbf{v}}$ is the submatrix of $\mathbf{W}$ consisting of the first and forth rows, and the first and forth columns of $\mathbf{W}$. We rely on context to specify which notation is used. We denote $\mathbf{O}_{p}^{v}(\cdot)$ be a vector where each entry is $O_{p}(\cdot), \mathbf{O}_{p}^{m}(\cdot)$ to be a matrix where each entry is $O_{p}(\cdot)$ and $\mathbf{O}_{p}^{d}(\cdot)$ be a diagonal matrix where diagonal elements are $O_{p}(\cdot)$. We use similar notation for $o_{p}(\cdot)$ matrices and vectors.

Main Result 2 (Proof in Appendix B.2). If $\mathbf{w}^{(1)}=\mathbf{1}$ and assumptions (A1)-
(A5) hold then

$$
\begin{gather*}
\boldsymbol{\mu}^{(1)}=\boldsymbol{\beta}_{0}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right), \quad \boldsymbol{\Sigma}^{(1)}=\frac{1}{n \tau^{(0)}}\left[\mathbb{E}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right]^{-1}+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right),  \tag{10}\\
\tau^{(1)}=\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)
\end{gather*}
$$

and for $1 \leq j \leq p$ we have

$$
w_{j}^{(2)}=\operatorname{expit}\left(\eta_{j}^{(2)}\right)= \begin{cases}\operatorname{expit}\left[\lambda_{n}+\frac{n}{2 \sigma_{0}^{2}} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}+O_{p}\left(n^{1 / 2}\right)\right] & j \in \boldsymbol{\gamma}_{0},  \tag{11}\\ \operatorname{expit}\left[\lambda_{n}+O_{p}(1)\right] & j \notin \boldsymbol{\gamma}_{0} .\end{cases}
$$

If, in addition to the aforementioned assumptions, Assumption (A6) holds, then for $t=2$ we have

$$
\begin{gather*}
\boldsymbol{\mu}_{\boldsymbol{\gamma}_{0}}^{(2)}=\boldsymbol{\beta}_{0, \boldsymbol{\gamma}_{0}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right), \quad \boldsymbol{\mu}_{-\boldsymbol{\gamma}_{0}}^{(2)} \leq \exp \left(\lambda_{n} \mathbf{1}+\mathbf{O}_{p}^{v}(\log n)\right), \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma}_{0}, \boldsymbol{\gamma}_{0}}^{(2)}=\frac{\sigma_{0}^{2}}{n}\left[\mathbb{E}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right]_{\boldsymbol{\gamma}_{0}, \boldsymbol{\gamma}_{0}}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right), \quad \boldsymbol{\Sigma}_{-\boldsymbol{\gamma}_{0},-\boldsymbol{\gamma}_{0}}^{(2)}=\sigma_{\beta}^{2} \mathbf{I}+\mathbf{E}^{(2)}  \tag{12}\\
\text { and } \quad \boldsymbol{\Sigma}_{\boldsymbol{\gamma}_{0},-\boldsymbol{\gamma}_{0}}^{(2)} \leq \exp \left(\lambda_{n} \mathbf{1}+\mathbf{O}_{p}^{m}(1)\right),
\end{gather*}
$$

where $\mathbf{E}^{(2)} \leq \exp \left(\lambda_{n} \mathbf{1}+\mathbf{O}_{p}^{m}(\log n)\right)$. For $1 \leq j \leq p$ we have

$$
\begin{array}{rlr}
w_{j}^{(3)} & =\operatorname{expit}\left(\eta_{j}^{(3)}\right) & j \in \gamma_{0}, \\
& = \begin{cases}\operatorname{expit}\left[\lambda_{n}+\frac{n}{2 \sigma_{0}^{2}} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}+O_{p}\left(n^{1 / 2}\right)\right] & j \notin \gamma_{0} .\end{cases} & \left.\begin{array}{ll}
2 x p i t
\end{array} \lambda_{n}-\frac{n}{2 \sigma_{0}^{2}} \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2}+O_{p}\left(n^{1 / 2}+n^{2} \operatorname{expit}\left(\lambda_{n}\right)\right)\right] \tag{13}
\end{array}
$$

For $t>2$ we have

$$
\begin{gather*}
\boldsymbol{\mu}_{\boldsymbol{\gamma}_{0}}^{(t)}=\boldsymbol{\beta}_{0, \boldsymbol{\gamma}_{0}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right), \\
\boldsymbol{\mu}_{-\boldsymbol{\gamma}_{0}}^{(t)} \leq \exp \left(-\frac{n}{2} \sigma_{0}^{-2} s_{m i n} \sigma_{\beta}^{2} \mathbf{1}+\mathbf{O}_{p}^{v}\left(\lambda_{n}+n^{1 / 2}\right)\right), \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma}_{0}, \boldsymbol{\gamma}_{0}}^{(t)}=\frac{\sigma_{0}^{2}}{n}\left[\mathbb{E}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right]_{\boldsymbol{\gamma}_{0}, \boldsymbol{\gamma}_{0}}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right),  \tag{14}\\
\text { and } \quad \boldsymbol{\Sigma}_{\boldsymbol{\gamma}_{0},-\boldsymbol{\gamma}_{0}}^{(t)} \leq \exp \left(-\frac{n}{2} \sigma_{0}^{-2} s_{\min } \sigma_{\beta}^{2} \mathbf{1}+\mathbf{O}_{p}^{m}\left(\lambda_{n}+n^{1 / 2}\right)\right)
\end{gather*}
$$

where $s_{\text {min }}=\min _{j \in-\gamma_{0}} \mathbb{E}\left(x_{j}^{2}\right)$ and $\mathbf{E}^{(t)} \leq \exp \left(-\frac{n}{2} \sigma_{0}^{-2} s_{m i n} \sigma_{\beta}^{2} \mathbf{1}+\mathbf{O}_{p}^{m}\left(\lambda_{n}+n^{1 / 2}\right)\right)$. For $1 \leq j \leq p$ we have

$$
\begin{align*}
w_{j}^{(t+1)} & =\operatorname{expit}\left(\eta_{j}^{(t+1)}\right) \\
& = \begin{cases}\operatorname{expit}\left[\lambda_{n}+\frac{n}{2 \sigma_{0}} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}+O_{p}\left(n^{1 / 2}\right)\right] & j \in \gamma_{0}, \\
\operatorname{expit}\left[\lambda_{n}-\frac{n}{2 \sigma_{0}^{2}} \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2}+O_{p}\left(n^{1 / 2}\right)\right] & j \notin \gamma_{0} .\end{cases} \tag{15}
\end{align*}
$$

Remark: This result suggests, under assumptions (A1)-(A6) and in light of Lemma 1, that the vector $\mathbf{w}^{(t)}$ in Algorithm 1 approaches $\boldsymbol{\gamma}_{0}$ at an exponential rate in $n$. For example, if $j \notin \gamma_{0}$, then

$$
w_{j}=\operatorname{expit}\left[n\left\{-\frac{\beta_{0 j}^{2}}{2 \sigma_{0}^{2}} \mathbb{E}\left(x_{j}^{2}\right)+\frac{\lambda_{n}}{n}+O_{p}\left(n^{-1 / 2}\right)\right\}\right]
$$

Since $\lambda_{n}=o(n)$, the term inside the curly brackets is negative for sufficiently large $n$. An application of Lemma 1 shows that $w_{j} \rightarrow 0$ at an exponential rate.

Remark: To get some further intuition about the stepwise shape of the VB regularization path consider (4) and (7) when $\mathbf{w}=\mathbf{1}$. In this case we can rearrange (4) to obtain

$$
\tau \mathbf{X}^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\mu})=\sigma_{\beta}^{-2} \boldsymbol{\mu}
$$

Substituting this expression after rearranging (7) we obtain

$$
\begin{aligned}
\eta_{j} & =\lambda+\frac{1}{2} \tau \mu_{j}^{2}\left\|\mathbf{X}_{j}\right\|^{2}+\mu_{j} \tau \mathbf{X}_{j}^{T}(\mathbf{y}-\mathbf{X} \boldsymbol{\mu})-\frac{1}{2} \tau \boldsymbol{\Sigma}_{j j}\left\|\mathbf{X}_{j}\right\|^{2}-\tau \mathbf{X}_{j}^{T} \mathbf{X}_{-j} \boldsymbol{\Sigma}_{-j, j} \\
& =\lambda+\frac{1}{2} \tau \mu_{j}^{2}\left\|\mathbf{X}_{j}\right\|^{2}+\tau \mu_{j}^{2} / \sigma_{\beta}^{2}-\frac{1}{2} \tau \Sigma_{j, j}\left\|\mathbf{X}_{j}\right\|^{2}-\tau \mathbf{X}_{j}^{T} \mathbf{X}_{-j} \boldsymbol{\Sigma}_{-j, j}
\end{aligned}
$$

For large $\sigma_{\beta}^{2}$ the third term is small and $\boldsymbol{\mu}$ will be approximately equal to the least squares estimate for $\boldsymbol{\beta}$. For large $n,\left\|\mathbf{X}_{j}\right\|^{2}$ and $\mathbf{X}_{j}^{T} \mathbf{X}_{-j}$ are $O_{p}(n)$, and $\boldsymbol{\Sigma}=O_{p}\left(n^{-1}\right)$. In such circumstances $\eta_{j}$ can be approximated by the dominant terms

$$
\eta_{j} \approx \lambda+\frac{1}{2} \tau \mu_{j}^{2}\left\|\mathbf{X}_{j}\right\|^{2}
$$

When $\lambda$ is a sufficiently large negative constant the updated $w_{j}$ will be small. Main Result 1 and Lemma 1 shows that for large $\sigma_{\beta}^{2}$ all successive values of $w_{j}$ will be extremely small. If $\lambda$ is not sufficiently large then the term $\frac{1}{2} \tau \mu_{j}^{2}\left\|\mathbf{X}_{j}^{2}\right\|^{2}$ is $O_{p}(n)$ and so the updated value of the $w_{j}$ s will be close to 1 .

## 4. Hyperparameter selection and initialization

We will now briefly discuss selecting prior hyperparameters. We use $A=B=$ $0.01, \sigma_{\beta}^{2}=10$ and initially set $\tau=1000$. This leaves us to choose the parameter $\rho=\operatorname{expit}(\lambda)$ and the initial values for $\mathbf{w}$. The theory in Section 3 and 4 suggests that if we choose $\mathbf{w}=\mathbf{1}$ and say $\lambda \propto-\sqrt{n}$ and provided with enough data then Algorithm 1 will select the correct model. However, in practice this is not an effective strategy in general since Algorithm 1 may converge to a local minimum (which means $\mathbf{w}$ should be carefully selected), all values of $\lambda$ satisfy Assumption (A7) when $n$ is fixed and we do not know how much data is sufficient for our asymptotic results to guide the choice of $\lambda$.

To avoid local maxima problems, [57] used a deterministic annealing variant of the EM algorithm proposed by [65] and it was proved to be successful in that context. We instead employ a simpler stepwise procedure which initially "adds" that variable $j$ (by setting $w_{j}$ to 1 for some $j$ ) which maximizes the lower bound $\log \underline{p}(\mathbf{y} ; \rho)$ with $\rho=\operatorname{expit}(-0.5 \sqrt{n})$. We then,
(I) For fixed $\mathbf{w}$ select the $\rho_{j}=\operatorname{expit}\left(\lambda_{j}\right)$ which maximizes the lower bound $\log \underline{p}\left(\mathbf{y} ; \rho_{j}\right)$ where $\lambda_{j}$ is an equally spaced grid between -15 and 5 of 50 points.
(II) Next, for each $1 \leq j \leq p$, calculate the lower bound $\log \underline{p}(\mathbf{y} ; \rho)$ when $w_{j}$ is set to both 0 and 1 . The value $w_{j}$ is set to the value which maximizes $\log \underline{p}(\mathbf{y} ; \rho)$ if this value exceeds the current largest $\log \underline{p}(\mathbf{y} ; \rho)$.
(III) Return to (I).

```
Algorithm 2 Iterative scheme to tune \(\rho\) and select initial \(\mathbf{w}\) for Algorithm 1
1: Input: \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau\right)\) where \(\mathbf{y} \in \mathbb{R}^{n}, \mathbf{X} \in \mathbb{R}^{n \times p}, A>0, B>0, \sigma_{\beta}^{2}>0\), w w
\(\tau>0\)
    Set \(M=100 ; P=50 ; \rho=\operatorname{expit}(-0.5 \sqrt{n}) ; \mathcal{L}=-\infty\)
    For \(i=1, \ldots, \max (p, P)\)
        For \(j=1, \ldots, p\)
            \(\mathcal{L}_{j} \leftarrow \log \underline{p}(\mathbf{y} ; \rho)\) from Algorithm 1 with input \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho, \mathbf{w}_{j}^{(1)}\right)\)
        \(k \leftarrow \operatorname{argmax}_{1 \leq j \leq p}\left\{\mathcal{L}_{j}\right\} ; \quad\) If \(\mathcal{L}_{k}>\mathcal{L}\) then set \(\mathcal{L}\) to \(\mathcal{L}_{k}\) and \(\mathbf{w}\) to \(\mathbf{w}_{k}^{(1)}\)
    For \(i=1, \ldots, M^{\leq j}\)
            For \(j=1, \ldots, J\)
            \(\mathcal{L}_{j} \leftarrow \log \underline{p}\left(\mathbf{y} ; \rho_{j}\right)\) from Algorithm 1 with input \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho_{j}, \mathbf{w}\right)\)
        \(k \leftarrow \operatorname{argmax}_{1 \leq j \leq p}\left\{\mathcal{L}_{j}\right\} ; \quad\) If \(\mathcal{L}_{k}>\mathcal{L}\) then set \(\mathcal{L}\) to \(\mathcal{L}_{k}\) and \(\rho\) to \(\rho_{k}\)
        For \(j=1, \ldots, p\)
            \(\mathcal{L}_{0} \leftarrow \log \underline{p}(\mathbf{y} ; \rho)\) from Algorithm 1 with input \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho, \mathbf{w}_{j}^{(0)}\right)\)
            \(\mathcal{L}_{1} \leftarrow \log \underline{p}(\mathbf{y} ; \rho)\) from Algorithm 1 with input \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho, \mathbf{w}_{j}^{(1)}\right)\)
            \(k \leftarrow \operatorname{argmax}_{j \in\{0,1\}}\left\{\mathcal{L}_{j}\right\} ; \quad\) If \(\mathcal{L}_{k}>\mathcal{L}\) then set \(\mathcal{L}\) to \(\mathcal{L}_{k}\) and \(\mathbf{w}\) to \(\mathbf{w}_{j}^{(k)}\)
        If \(\mathcal{L}\) does not improve return output of Algorithm 1 with input \(\left(\mathbf{y}, \mathbf{X}, \sigma_{\beta}^{2}, A, B, \tau_{0}, \rho, \mathbf{w}\right)\)
```

This procedure is more specifically described in Algorithm 2. Note that in Algorithm 2 we use the notation $\mathbf{w}_{j}^{(k)}$ to denote the vector $\mathbf{w}$ with the $j$ th element set to $k$.

## 5. Numerical examples

In the following numerical examples we only consider simulated, but hopefully sufficiently realistic, examples in order to reliably assess the empirical qualities of different methods where truth is known. We start with situations where $p=41$ and $n=80$ and with $p=99$ and $n=2118$. These examples have $n>p$, but where it is not compuationalyl feasible to enumerate all possible models. We then look at two $p>n$ examples with $n=500$ and $p=1000$ and with $n=600$ and $p=7381$. Our methods were implemented in $R$ and all code was run on the first author's laptop computer ( 64 bit Windows 8 Intel i7-4930MX central processing unit at 3 GHz with 32 GB of random access memory).

We use the mean square error (MSE) to measure the quality of the prediction error, MSE $=\frac{1}{n} \sum_{i=1}^{n}\left(\mathbf{X} \boldsymbol{\beta}_{0}-\mathbf{X} \widehat{\boldsymbol{\beta}}\right)_{i}^{2}$. The $F_{1}$-score [see 66] is used to assess the quality of model selection defined to be the harmonic mean between precision and recall

$$
F_{1}=\frac{2 \times \text { precision } \times \text { recall }}{\text { precision }+ \text { recall }}
$$

where

$$
\text { precision }=\frac{T P}{T P+F P} \quad \text { and } \quad \text { recall }=\frac{T P}{T P+F N},
$$

with $T P, F P$ and $F N$ being the number of true positives, false positives and false negatives respectively. Note that $F_{1}$ is a value between 0 and 1 and higher values are being preferred. We use this measure avoid preference of the two
boundary models, that is selecting non or all of the variables. The performance of our VB approach is based on Algorithm 2. We compare the performance of our VB method against the Lasso, SCAD and MCP penalized regression methods as implemented by the $R$ package ncvreg [8]. We make use of the extended BIC [15] to choose the tuning parameter $\lambda$ that minimizes

$$
\operatorname{EBIC}(\lambda)=\log \left(\operatorname{RSS}_{\lambda} / n\right)+\frac{d_{\lambda}}{n}[\log (n)+2 \log (p)]
$$

where $\operatorname{RSS}_{\lambda}$ is the estimated residual sum of squares $\left\|\mathbf{y}-\mathbf{X} \widehat{\boldsymbol{\beta}}_{\lambda}\right\|^{2}, \widehat{\boldsymbol{\beta}}_{\lambda}$ is the estimated value of $\boldsymbol{\beta}$ for a particular value of $\lambda$ and $d_{\lambda}$ is the number of nonzero elements of $\widehat{\boldsymbol{\beta}}_{\lambda}$. [69] showed that this criterion performs well in several contexts.

We also compared our method with the Expectation Maximization Variable Selection approach (EMVS) of [57]. We used the settings that the convergence parameter $\epsilon$ equals $10^{-4}$ and the initial value of $\sigma^{2}$ equals 1 . The default initial values for the regression parameters failed to converge when $p$ is large, in such a case we specified the initial values by screening down the non-zero coefficients using Lasso, SCAD and MCP solution paths.

Finally, we compared our method with the Bayesian Model Selection (BMS) method of $[21,22]$. We used the settings that $10^{6}$ samples were used for inference after discarding a burn-in of $10^{3}$, the hyper-g prior distribution was used with the hyperparameter equal to 3 and same initial values for the regression parameters as in the EMVS were used.

Note that for all of the simulations we center the simulated values of the response and standardize the covariates for ease of comparison with EMVS and BMS.

### 5.1. Comparison with MCMC for model (1)

Comparisons between VB and MCMC are fraught with difficulty. In terms of computational cost per iteration VB has a similar cost to an MCMC scheme based on Gibbs sampling. The later method has a slightly higher cost from drawing samples from a set of full conditional distributions rather than calculating approximations of them. The full conditionals corresponding to the model (1) are given by

$$
\begin{align*}
\boldsymbol{\beta} \mid \text { rest } & \sim N\left[\left(\boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\Gamma}+\sigma^{2} \sigma_{b}^{-2} \mathbf{I}\right)^{-1} \mathbf{X}^{T} \mathbf{y}, \sigma^{2}\left(\boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\Gamma}+\sigma^{2} \sigma_{b}^{-2} \mathbf{I}\right)^{-1}\right] \\
\sigma^{2} \mid \text { rest } & \sim \text { Inverse-Gamma }\left[A+\frac{n}{2}, B+\frac{1}{2}\|\mathbf{y}-\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}\|^{2}\right] \\
\gamma_{j} \mid \text { rest } & \sim \text { Bernoulli }\left[\lambda-\frac{1}{2 \sigma^{2}}\left\|\mathbf{X}_{j}\right\|^{2} \beta_{j}^{2}+\sigma^{-2} \beta_{j} \mathbf{X}_{j}^{T}\left(\mathbf{y}-\mathbf{X}_{-j} \boldsymbol{\Gamma}_{-j} \boldsymbol{\beta}_{-j}\right)\right], \tag{16}
\end{align*}
$$

where $1 \leq j \leq p$ for $\gamma_{j} \mid$ rest. Using these Gibbs sampling can be easily implemented.

Despite the similarity between Algorithm 1 and (16) a fair comparison of these methods is difficult since choices for when each of these methods are stopped and what statistics are used to compare the outputs of each of the
methods can unduly favor one method or the other. This MCMC scheme is appropriate when determining the quality of the VB method for performing Bayesian inference for model (1). We do this to compare the quality of the VB via Algorithm 1 with its Gibbs sampling counterpart (16). However, to compare model selection performance we use BMS.

Firstly, comparison is hampered by the difficultly to determine whether a MCMC scheme has converged to its stationary distribution, or in the model selection context, whether the MCMC scheme has explored a sufficient portion of the model space. Furthermore, the number of samples required to make accurate inferences may depend on the data at hand and the choice of what inferences are to be made. For these reasons both an overly large number of burn-in and total samples drawn are commonly chosen. However, by making the number of burn-in samples sufficiently large MCMC methods can be made to be arbitrarily slower than VB.

Similarly, convergence tolerances for VB trade accuracy against speed. We have chosen $\epsilon$ in (9) to be $10^{-6}$. Larger values of $\epsilon$ result in cruder approximations and smaller values of $\epsilon$ are usually wasteful. Since each completion of Algorithm 1 takes very little time we are able to tune the parameter $\rho$ via Algorithm 2. In comparison, MCMC schemes can both be sensitive to the choice of hyperparameter values and prohibitively time consuming to tune in practice.

With the above in mind we consider using (16) with identical hyperparameters and $\rho$ selected via Algorithm 2. For each of the examples we used $10^{5}$ MCMC samples for inference after discarding a burn-in of $10^{3}$. No thinning was applied. For the comparisons with MCMC in addition to $F_{1}$-score and MSE we also compare the posterior density accuracy, introduced in [16], defined by

$$
\operatorname{accuracy}\left(\theta_{j}\right)=100 \times\left(1-\frac{1}{2} \int\left|p\left(\theta_{j} \mid \mathbf{y}\right)-q\left(\theta_{j}\right)\right| d \theta_{j}\right)
$$

where $\theta_{j}$ is an arbitrary parameter and is expressed as a percentage and the mean parameter bias for the regression coefficients

$$
\mathrm{BIAS}=\frac{1}{p} \sum_{j=1}^{p}\left(\beta_{0 j}-\widehat{\beta}_{j}\right)^{2}
$$

In our tables and figures the observed MSE and BIAS are reported on negative $\log$ scale (where higher values are better) and bracketed values represent standard error estimates.

### 5.2. Example 1: Diets simulation

We use the following example modified from [25]. Let $m_{1}$ and $n$ be parameters of this simulation which are chosen to be integers. For this example we suppose that there are two groups of diets with $n / 2$ subjects in each group. We generate $m_{1}+1$ explanatory variables as follows. First, we generate a binary diet indicator $z$ where, for each subject $i=1, \ldots, n, z_{i}=I(i>n / 2)-I(i \leq n / 2)$. Next we


Fig 2. Summaries of the model selection and prediction accuracies of VB, Lasso, SCAD and MCP methods for the Diet Simulation example.
generate $\mathbf{x}_{k}=\left[x_{1, k}, \ldots, x_{n, k}\right]^{T}, k=1, \ldots, m_{1}$, such that $x_{i k}=u_{i k}+z_{i} v_{k}$, where $u_{i k}$ are independent uniform ( 0,1 ) random variables, $v_{1}, \ldots, v_{0.75 m_{1}}$ are independent uniform $(0.25,0.75)$ random variables, and $v_{0.75 m_{1}+1}, \ldots, v_{m_{1}}$ are identically zero. Thus, we have $m_{1}$ variables, $x_{1}, \ldots, x_{m_{1}}$ where the first $75 \%$ of the $x$ 's depend on $z$. Finally, we generate the response vector as

$$
\mathbf{y}=\beta_{1} z+\beta_{2} \mathbf{x}_{1}+\beta_{3} \mathbf{x}_{2}+\beta_{4} \mathbf{x}_{3}+\sum_{k=5}^{m_{1}} \beta_{k} \mathbf{x}_{k-1}+\beta_{m_{1}+1} \mathbf{x}_{m_{1}}+\varepsilon
$$

where $\boldsymbol{\varepsilon}$ is normally distributed with mean 0 and covariance $\sigma^{2} \mathbf{I}$. For this simulation we set $m_{1}=40, n=80, \sigma^{2}=1$, and $\boldsymbol{\beta}=(1-(\kappa-1) / 12) \times$ $\left(4.5,3,-3,-3, \mathbf{0}^{T}, 3\right)$ where $\mathbf{0}^{T}$ is an $\left(m_{1}-4\right)$-dimensional vector of zeros and $\kappa$ is a simulation parameter. The data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{m_{1}}$ are generated according to four distinct categories whose interpretations are summarized in [25]. Correlations for the first $0.75 m_{1}$ variables are around 0.8 in absolute magnitude. The remaining variables are independent from each other and the first $0.75 m_{1}$ variables.

We generate 100 independent data sets for each value of $\kappa$ in the set $\{1,2,3,4,5,6,7\}$ and apply each of the variable selection procedures we consider. Note that larger values of $\kappa$ in the range $\kappa \in[1,7]$ correspond to a smaller signal to noise ratio. [25] considered the case where $\kappa=1$ and $n=40$. The results are summarized in the two panels of Figures 2.

We can see that in the left panel of Figure 2, VB, EMVS and BMS work almostly equally well to select the correct model, BMS works slightly better for larger $\kappa$. In the right panel, VB and EMVS provide similar prediction errors which are not as well as BMS but much better than the rest of methods. Note that the mean times per simulation for our VB method, and the Lasso, SCAD, MCP, EMVS and BMS were 2.08, 0.06, 0.04, 0.03, 0.57 and 15.87 seconds respectively.

The results for the comparisons between VB and MCMC based on 100 simulations are summarized in Table 1. The posterior density accuracy is better for $\boldsymbol{\beta}$, but less so for $\sigma^{2}$ where accuracy decreases as the signal to noise ratio decreases. Note that the MCMC approach took an average of 17.55 seconds per simulation setting.

Table 1
Performance measure comparisons between VB and MCMC based on 100 simulations for the diet simulation example.

|  | $\kappa=1$ | $\kappa=2$ | $\kappa=3$ | $\kappa=4$ | $\kappa=5$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| -log-MSE-VB | $1.83(0.42)$ | $1.54(0.52)$ | $1.56(0.46)$ | $1.57(0.42)$ | $1.43(0.40)$ |
| -log-MSE-MCMC | $2.29(0.05)$ | $2.28(0.05)$ | $2.29(0.05)$ | $2.29(0.05)$ | $2.29(0.05)$ |
| -log-BIAS-VB | $3.55(0.13)$ | $3.13(0.15)$ | $3.16(0.13)$ | $3.23(0.11)$ | $3.01(0.11)$ |
| -log-BIAS-MCMC | $4.79(0.01)$ | $4.78(0.01)$ | $4.79(0.01)$ | $4.81(0.01)$ | $4.80(0.01)$ |
| $F_{1}$-VB | $0.99(0.04)$ | $0.99(0.05)$ | $0.98(0.06)$ | $0.98(0.06)$ | $0.97(0.07)$ |
| $F_{1}$-MCMC | $0.99(0.03)$ | $0.98(0.03)$ | $0.99(0.03)$ | $0.99(0.03)$ | $0.99(0.03)$ |
| accuracy $(\beta)$ | $91.3(9.11)$ | $89.7(12.5)$ | $89.6(12.7)$ | $89.3(12.9)$ | $87.3(15.9)$ |
| accuracy $\left(\sigma^{2}\right)$ | $86.9(17.3)$ | $84.1(22.6)$ | $83.4(14.2)$ | $82.4(25.5)$ | $78.3(30.5)$ |
|  | $\kappa=6$ | $\kappa=6$ |  |  |  |
| -log-MSE-VB | $1.15(0.40)$ | $1.07(0.37)$ |  |  |  |
| -log-MSE-MCMC | $2.29(0.06)$ | $2.26(0.06)$ |  |  |  |
| -log-BIAS-VB | $2.26(0.11)$ | $2.26(0.09)$ |  |  |  |
| -log-BIAS-MCMC | $4.79(0.01)$ | $4.71(0.01)$ |  |  |  |
| $F_{1}$-VB | $0.94(0.09)$ | $0.92(0.11)$ |  |  |  |
| $F_{1}$-MCMC | $0.98(0.03)$ | $0.99(0.03)$ |  |  |  |
| accuracy $(\beta)$ | $82.5(19.0)$ | $80.1(18.9)$ |  |  |  |
| accuracy $\left(\sigma^{2}\right)$ | $69.0(36.8)$ | $64.0(37.1)$ |  |  |  |

### 5.3. Example 2: Communities and crime data

We use the Communities and Crime dataset obtained from the UCI Machine Learning Repository

```
http://archive.ics.uci.edu/ml/datasets/Communities+and+Crime
```

The data collected was part of a study by [56] combining socio-economic data from the 1990 United States Census, law enforcement data from the 1990 United States Law Enforcement Management and Administrative Statistics survey, and crime data from the 1995 Federal Bureau of Investigation's Uniform Crime Reports.

The raw data consists of 2215 samples of 147 variables the first 5 of which we regard as non-predictive, the next 124 are regarded as potential covariates while the last 18 variables are regarded as potential response variables. Roughly $15 \%$ of the data is missing. We proceed with a complete case analysis of the data. We first remove any potential covariates which contained missing values leaving 101 covariates. We also remove the variables rentLow $Q$ and medGrossRent since these variables appeared to be nearly linear combinations of the remaining variables (the matrix $\mathbf{X}$ had two singular values approximately $10^{-9}$ when
these variables were included). We use the nonViolPerPop variable as the response. We then remove any remaining samples where the response is missing. The remaining dataset consist of 2118 samples and 99 covariates. Finally, the response and covariates are standardized to have mean 0 and standard deviation 1. Empirical correlations between variables range from $3.3 \times 10^{-5}$ to 0.999 .

For this data we use the following procedure as the basis for simulations.

- Use the LARS algorithm to obtain the whole Lasso path and its solution vector $\boldsymbol{\beta}$ :

$$
\min _{\boldsymbol{\beta}}\left\{\|\mathbf{y}-\mathbf{X} \boldsymbol{\beta}\|_{2}^{2}+\lambda\|\boldsymbol{\beta}\|_{1}\right\}
$$

for all positive values of $\lambda$. The solution for $\boldsymbol{\beta}$ is a piecewise function of $\lambda$ with a finite number of pieces, say $J$, which can be represented by the set $\left\{\lambda^{(j)}, \boldsymbol{\beta}^{(j)}\right\}_{1 \leq j \leq J .}$.

- For the $j$ th element in this path:
- Let $\mathbf{X}^{(j)}$ be the columns of $\mathbf{X}$ corresponding to the non-zero elements of $\boldsymbol{\beta}^{(j)}$.
- Find the least squares fit $\left(\widehat{\boldsymbol{\beta}}_{\mathrm{LS}}^{(j)}, \widehat{\sigma}_{j}^{2}\right)$ of the data $\left(\mathbf{y}, \mathbf{X}^{(j)}\right)$.
- Simulate $S$ datasets from the model $\mathbf{y} \sim N\left(\mathbf{X}^{(j)} \widehat{\boldsymbol{\beta}}_{\mathrm{LS}}^{(j)}, \sigma^{2} \mathbf{I}\right)$ for some value $\sigma^{2}$.
For this data we use $\sigma^{2}=1$, the first $J=20$ elements of the LARS path and $S=50$. Such datasets are simulated for each of these $J=20$ elements. We use the $R$ package lars [29] in the above procedure. Results for the comparisons between VB, Lasso, SCAD and MCP are summarized in Figure 3. We can see that our VB approach is competitive to other methods especially when model size is small. The Lasso performs well in model selection but gives larger prediction error while EMVS works less well in model selection but provides very stable prediction error in all simulation settings. The mean times per simulation for our VB method, and the Lasso, SCAD, MCP, EMVS and BMS were 6.92, $5.13,3.49,2.72,0.73$ and 40.69 seconds respectively.

The results for the comparisons between VB and MCMC based on 20 simulations are summarized in Table 2. In this table we see that parameter posterior density accuracies are nearly perfect for all parameters when model size is small and still reasonable when model size is large. Note that the MCMC approach took an average of 48.75 seconds per simulation setting.

### 5.4. Example 3: Simulated SNP data

For our first $p>n$ example we take a simulation setting from [11] that mimics some properties of single-nucleotide polymorphism (SNP) data. We used the $R$ package varbvs [10] to generate the data. For all trials, we set $n=500, p=1000$, the number of non-zero coefficients to $m=20$ and $\sigma=3$. Note that for this example all covariates are uncorrelated. This process is repeated 50 times and the results are summarized in Figure 4. For this example all methods, except

TABLE 2
Performance measure comparisons between $V B$ and MCMC based on 30 simulations for the communities and crime example.

| Model size | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| -log-MSE-VB | 7.96(0.00) | 7.21(0.00) | 6.26(0.00) | 4.89 (0.00) | $4.71(0.00)$ |
| - log-MSE-MCMC | 7.24(0.00) | $6.77(0.00)$ | $5.93(0.00)$ | $5.38(0.00)$ | $5.15(0.00)$ |
| - log-BIAS-VB | 12.57(0.00) | 11.82(0.00) | 7.53(0.00) | 6.97(0.00) | 7.14(0.00) |
| -log-BIAS-MCMC | 11.13(0.00) | 8.58(0.00) | 7.91(0.00) | 8.04(0.00) | 7.78(0.00) |
| $F_{1}$-VB | 0.67 (0.00) | 0.80(0.00) | $0.76(0.17)$ | 0.61(0.15) | 0.59(0.17) |
| $F_{1}$-MCMC | $0.67(0.00)$ | 0.80(0.00) | $0.73(0.14)$ | 0.69 (0.11) | 0.61(0.13) |
| $\operatorname{accuracy}(\beta)$ | 98.67(0.53) | $96.25(2.68)$ | 95.26(2.92) | 91.72(4.89) | 91.91(5.30) |
| $\operatorname{accuracy}\left(\sigma^{2}\right)$ | 97.90(2.40) | 98.10(2.47) | 97.75(2.95) | 95.65(3.92) | $95.95(3.10)$ |
| Model size | 6 | 7 | 8 | 9 | 10 |
| -log-MSE-VB | 4.60(0.00) | 4.42 (0.01) | $4.00(0.01)$ | 3.86(0.01) | $3.79(0.01)$ |
| -log-MSE-MCMC | $4.96(0.00)$ | $4.86(0.00)$ | $4.70(0.01)$ | $4.56(0.01)$ | $4.44(0.00)$ |
| - log-BIAS-VB | 7.39 (0.00) | 7.40 (0.00) | $7.35(0.00)$ | 7.30 (0.00) | $7.41(0.00)$ |
| -log-BIAS-MCMC | 7.67(0.00) | $7.65(0.00)$ | $7.66(0.00)$ | 7.66(0.00) | $7.50(0.00)$ |
| $F_{1}$-VB | 0.59(0.10) | 0.57(0.11) | 0.56(0.11) | 0.51(0.10) | 0.48(0.07) |
| $F_{1}$-MCMC | 0.55(0.11) | $0.50(0.12)$ | $0.55(0.11)$ | 0.51(0.10) | $0.47(0.08)$ |
| $\operatorname{accuracy}(\beta)$ | 85.86(7.81) | 84.83(9.25) | 84.69(9.39) | 84.33(9.26) | 84.97(8.81) |
| $\operatorname{accuracy}\left(\sigma^{2}\right)$ | 94.55(4.20) | 93.70(4.94) | 90.15(5.98) | 88.30(7.11) | 86.85(5.06) |
| Model size | 11 | 12 | 13 | 14 | 15 |
| -log-MSE-VB | 3.76 (0.01) | 3.76 (0.01) | 3.67 (0.01) | 3.53 (0.01) | 3.46 (0.01) |
| -log-MSE-MCMC | 4.50 (0.00) | 4.50 (0.00) | $4.37(0.01)$ | $4.17(0.01)$ | $4.08(0.01)$ |
| - log-BIAS-VB | 7.27 (0.00) | $7.27(0.00)$ | $7.20(0.00)$ | $6.92(0.00)$ | 7.10 (0.00) |
| -log-BIAS-MCMC | $7.64(0.00)$ | 7.64(0.00) | 7.58(0.00) | $7.22(0.00)$ | 7.18(0.00) |
| $F_{1}$-VB | 0.46(0.08) | 0.46(0.08) | $0.41(0.06)$ | 0.40(0.08) | $0.39(0.06)$ |
| $F_{1}$-MCMC | $0.45(0.10)$ | $0.45(0.10)$ | 0.45(0.07) | 0.41(0.11) | 0.40(0.09) |
| $\operatorname{accuracy}(\beta)$ | 86.04(10.17) | 86.04(10.17) | 84.72(9.20) | 81.88(10.79) | 82.56(9.75) |
| $\operatorname{accuracy}\left(\sigma^{2}\right)$ | 87.90(6.85) | 87.90(6.85) | 87.95(6.78) | 85.15(6.64) | 82.55(5.99) |
| Model size | 16 | 17 | 18 | 19 | 20 |
| -log-MSE-VB | 3.42 (0.01) | $3.38(0.01)$ | $3.37(0.01)$ | $3.29(0.01)$ | $3.25(0.01)$ |
| - log-MSE-MCMC | $4.05(0.01)$ | $4.02(0.01)$ | $3.98(0.01)$ | 3.90 (0.00) | 3.90 (0.00) |
| - log-BIAS-VB | $6.98(0.00)$ | 6.93 (0.00) | $6.92(0.00)$ | $6.72(0.00)$ | $6.68(0.00)$ |
| -log-BIAS-MCMC | 7.23(0.00) | $7.21(0.00)$ | $7.12(0.00)$ | $6.75(0.00)$ | $6.74(0.00)$ |
| $F_{1}$-VB | 0.36(0.07) | 0.36(0.05) | $0.35(0.06)$ | 0.31(0.06) | 0.28(0.05) |
| $F_{1}$-MCMC | 0.38(0.10) | 0.34(0.10) | $0.35(0.09)$ | 0.31(0.10) | $0.30(0.09)$ |
| $\operatorname{accuracy}(\beta)$ | 82.69(11.32) | 76.87(15.91) | 77.75(15.57) | $74.15(17.34)$ | $74.08(15.00)$ |
| $\operatorname{accuracy}\left(\sigma^{2}\right)$ | 83.45(6.06) | 82.45(8.29) | 82.70(8.43) | 80.95(8.80) | 81.35(8.70) |

for perhaps the Lasso had similar model selection accuracy. However, VB and BMS were superior when compared to the other selected methods in terms of perdiction accuracy and bias. The Lasso, SCAD, MCP, EMVS, VB and BMS methods took $0.1,0.1,0.1,45,197$ and 299 seconds respectively.


Fig 3. Summaries of the model selection and prediction accuracies of VB, Lasso, SCAD and MCP methods for the Communities and Crime example.

### 5.5. Example 4: Simulated QTL data

For our final $p>n$ simulation example we will use the design matrix based on an experiment on a backcross population of $n=600$ individuals for a single large chromosome of 1800 cM . This giant chromosome was covered by 121 evenly spaced markers from [72]. Nine ofthe markers overlapped with QTL ofthe main effects and 13 out of the $\binom{121}{2}=7260$ possible marker pairs had interaction effects. The $\mathbf{X}$ matrix combines the main effects and interaction effects to make a $600 \times 7381$ matrix. The values of the true coefficients are listed in Table 1 of [72] ranging from 0.77 to 4.77 in absolute magnitude and correlations range from 0 to 0.8 where most of the higher correlation occurs along the off-diagonal values of the correlation matrix of the covariates. Here we center the $\mathbf{X}$ matrix and simulate new data from $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\varepsilon}$ where $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)^{T}$ and the $\boldsymbol{\varepsilon}_{i}$ are independently drawn with $\varepsilon_{i} \sim N(0,20)$. Similar simulation studies were conducted in [72] and [37]. This process was repeated 50 times and the results are summarized in Figure 3. For this simulation setting VB has the best model selection accuracy, smallest MSEs and smallest parameter biases of all the methods compared. The Lasso, SCAD, MCP, EMVS, VB and BMS methods took $1.5,1.5,1.8,1229,2011,5327$ seconds respectively.

## 6. Extension to Bayesian robust linear regression

Here we will make the argument that variational Bayes allows relatively straightforward extensions to non-standard complications. We will further show that the above methodology can relatively easily be extended to model selection for robust fits of linear models. Here we do so by using the Laplace or double exponential distribution to model the response, i.e., we replace $\mathbf{y} \mid \boldsymbol{\beta}, \sigma^{2}, \gamma \sim$


Fig 4. Summaries of the model selection, prediction accuracies and coefficient biases of the VB, Lasso, SCAD, MCP, EMVS and BMS methods for theSimulated SNP data example.


FIG 5. Summaries of the model selection, prediction accuracies and coefficient biases of the VB, Lasso, SCAD, MCP, EMVS and BMS methods for the Simulated QTL data example.
$N\left(\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}, \sigma^{2} \mathbf{I}\right)$ in (1) by

$$
\mathbf{y} \mid \boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma} \sim \operatorname{Laplace}\left(\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}, \sigma^{2} \mathbf{I}\right)
$$

Following [2] we can represent the Laplace distribution by the normal scalemixture

$$
y_{i} \mid \boldsymbol{\beta}, \boldsymbol{\gamma}, \sigma^{2}, a_{i} \sim \mathrm{~N}\left(\mathbf{x}_{i}^{T} \boldsymbol{\Gamma} \boldsymbol{\beta}, a_{i}^{-1} \sigma^{2}\right), \quad \text { with } \quad a_{i} \sim \operatorname{Inverse-Gamma}(1,1 / 2),
$$

where the remaining elements of the model specification are identical to (1). Note that the above representation follows from the fact that

$$
\int_{0}^{\infty} p\left(y_{i} \mid \boldsymbol{\beta}, \boldsymbol{\gamma}, \sigma^{2}, a_{i}\right) p\left(a_{i}\right) \mathrm{d} a_{i}=p\left(y_{i} \mid \boldsymbol{\beta}, \boldsymbol{\gamma}, \sigma^{2}\right)
$$

```
\(\overline{\text { Algorithm } 3 \text { Iterative scheme to obtain parameters in optimal } q \text {-densities for }}\)
our model.
Input: \(\left(\mathbf{y}, \mathbf{X}, \tau_{\beta}, A, B, \tau, \rho, \mathbf{w}, \widetilde{\mathbf{A}}\right)\)
where \(\mathbf{y} \in \mathbb{R}^{n}, \mathbf{X} \in \mathbb{R}^{n \times p}, \sigma_{\beta}^{2}>0, A>0, B>0, \tau>0, \rho \in(0,1), \operatorname{diag}(\tilde{\mathbf{A}})=\mathbf{1}\) and
\(\in[0,1]^{p}\).
\(\mathbf{W} \leftarrow \operatorname{diag}(\mathbf{w}) \quad ; \quad \boldsymbol{\Omega} \leftarrow \mathbf{w w}^{T}+\mathbf{W}(\mathbf{I}-\mathbf{W}) \quad ; \quad \lambda \leftarrow \operatorname{logit}(\rho)\)
Cycle:
            \(\boldsymbol{\Sigma} \leftarrow\left[\tau\left(\mathbf{X}^{T} \tilde{\mathbf{A}} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\tau_{\beta} \mathbf{I}\right]^{-1} \quad ; \quad \boldsymbol{\mu} \leftarrow \tau \boldsymbol{\Sigma} \mathbf{W} \mathbf{X}^{T} \widetilde{\mathbf{A}} \mathbf{y}\)
            For \(j=1, \ldots, p\)
            \(w_{j} \leftarrow \operatorname{expit}\left[\lambda-\frac{1}{2} \tau \mathbf{X}_{j}^{T} \tilde{\mathbf{A}} \mathbf{X}_{j}\left(\mu_{j}^{2}+\Sigma_{j j}\right)\right.\)
                \(+\tau \mathbf{X}_{j}^{T} \widetilde{\mathbf{A}}\left[\mathbf{y} \mu_{j}-\mathbf{X}_{-j} \mathbf{W}_{-j}\left(\boldsymbol{\mu}_{-j} \mu_{j}+\boldsymbol{\Sigma}_{-j, j}\right)\right]\)
                    \(\mathbf{w} \leftarrow\left[w_{1}, \ldots, w_{p}\right]^{T} \quad ; \quad \mathbf{W} \leftarrow \operatorname{diag}(\mathbf{w})\)
        \(\boldsymbol{\Omega} \leftarrow \mathbf{w w}^{T}+\mathbf{W}(\mathbf{I}-\mathbf{W})\)
        \(s \leftarrow B+\frac{1}{2}\left[\|\mathbf{y}\|^{2}-2 \mathbf{y}^{T} \widetilde{\mathbf{A}} \mathbf{X} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left(\left(\mathbf{X}^{T} \widetilde{\mathbf{A}} \mathbf{X} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)\right)\right]\)
        \(\tau \leftarrow(A+n / 2) / s\)
            For \(i=1, \ldots, n\)
                    \(\widetilde{A}_{i} \leftarrow \tau^{-1 / 2}\left[y_{i}^{2}-2 y_{i} \mathbf{x}_{i}^{T} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left(\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)\right)\right]^{-1 / 2}\)
        \(\widetilde{\mathbf{A}} \leftarrow \operatorname{diag}\left(\widetilde{A}_{1}, \ldots, \widetilde{A}_{n}\right)\)
    Until the increase of \(\log \underline{p}_{\text {Laplace }}(\mathbf{y} ; \rho)\) is negligible.
```

which can be shown using properties of the inverse Gaussian distribution. Using a variational Bayes approximation of $p\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}, \mathbf{a} \mid \mathbf{y}\right)$ by

$$
q\left(\boldsymbol{\beta}, \sigma^{2}, \boldsymbol{\gamma}, \mathbf{a}\right)=q(\boldsymbol{\beta}) q\left(\sigma^{2}\right)\left[\prod_{j=1}^{p} q\left(\gamma_{j}\right)\right]\left[\prod_{i=1}^{n} q\left(a_{i}\right)\right]
$$

the optimal $q$-densities are of the form
$q^{*}(\boldsymbol{\beta})$ is a $N(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ density, $q^{*}\left(\sigma^{2}\right)$ is a Inverse- $\operatorname{Gamma}(A+n / 2, s)$ density, $q^{*}\left(\gamma_{j}\right)$ is a $\operatorname{Bernoulli}\left(w_{j}\right)$ density for $j=1, \ldots, p$, and $\quad q^{*}\left(a_{j}\right)$ is a Inverse-Gaussian $\left(\widetilde{A}_{j}, 1\right)$ density for $i=1, \ldots, n$, where the optimal values for the parameters are obtained via Algorithm 3 which is derived in Appendix C. If $x$ has an inverse Gaussian distribution, denoted $x \sim \operatorname{Inverse-Gaussian}(\mu, \lambda)$ with mean $\mu$ and variance $\mu^{3} / \lambda$, then it has density

$$
p(x)=\sqrt{\frac{\lambda}{2 \pi x^{3}}} \exp \left\{-\frac{\lambda(x-\mu)^{2}}{2 x \mu^{2}}\right\}, \quad x, \mu, \lambda>0
$$

At the bottom of Algorithm 3 the lower bound on $\log p(\mathbf{y} ; \rho)$ simplifies to

$$
\log \underline{p}_{\text {Laplace }}(\mathbf{y} ; \rho)=\log \underline{p}(\mathbf{y} ; \rho)+\frac{n}{2} \log (2 \pi)-n \log (2)-\sum_{i=1}^{n} \frac{1}{2 \widetilde{A}_{i}},
$$



FIG 6. Summaries of the model selection and prediction accuracies of VB, Lasso, SCAD and MCP methods for the Communities and Crime example with Laplace distribute errors.
where $\log \underline{\underline{p}}(\mathbf{y} ; \rho)$ is the expression for the lower bound defined in Section 2. Note that the $\tilde{\widetilde{A}}_{i}$ can be rewritten as

$$
\tau^{-1 / 2}\left[\left(y_{i}-\mathbf{x}_{i}^{T} \mathbf{W} \boldsymbol{\mu}\right)^{2}+\mathbf{x}_{i}^{T} \mathbf{W} \boldsymbol{\Sigma} \mathbf{W} \mathbf{x}_{i}+w_{i}\left(1-w_{i}\right)\left(\left(\mathbf{x}_{i}^{T} \boldsymbol{\mu}\right)^{2}+\mathbf{x}_{i}^{T} \boldsymbol{\Sigma} \mathbf{x}_{i}\right)\right]^{-1 / 2}
$$

Note that the term $\left(y_{i}-\mathbf{x}_{i}^{T} \mathbf{W} \boldsymbol{\mu}\right)^{2}$ can be interpreted as an estimate of the error in prediction of the $i$ th sample whereas $\mathbf{x}_{i}^{T} \mathbf{W} \boldsymbol{\Sigma} \mathbf{W} \mathbf{x}_{i}$ can be interpreted as a measure of the influence for the $i$ th sample. Thus, the procedure will downweight both outliers and high influence points simultaneously.

### 6.1. Example 5: Diets simulation with Laplace errors

We now revisit Example 1 with Laplace distributed errors, i.e., where $\varepsilon$ follows the Laplace distribution with scale parameter $\sigma^{2}=0.5$. The results are summarized in Figure 6, which suggests that the performance of the other methods compared is impaired by the non-Gaussian distributed errors. The VB method based on the Laplace distribution has best model selection performance and prediction accuracy over whole range of $\kappa$, except for the case where $\kappa=4$ where BMS has comparable accuracy.

## 7. Conclusion

In this paper we have provided theory for a new approach which induces sparsity on the estimates of the regression coefficients for a Bayesian linear model. We have shown that these estimates are consistent, can be used to obtain valid standard errors, and that the true model can be found at an exponential rate in $n$. Our method performs well empirically compared to the penalized regression
approaches on the numerical examples we considered and is both much faster and highly accurate when comparing to MCMC.

Our theory is limited to assuming that $p<n$. This might be mitigated to a certain extent by the use of screening procedures such as SIS [18] or the Highdimensional Ordinary Least-squares Projection (HOLP) method of [70] which can be seen as searching for a correct model with high probability whereas extending the theory to $p>n$ is future research.

Theoretical extensions include considering the case where both $p$ and $n$ diverge. Such theory would be important for understanding how the errors of our estimators behave as $p$ grows relative to $n$. Expansions along this line of research would require combining the theory developed here with a detailed understanding of how ridge regression estimators behave as $n$ and $p$ grow such as developed by [31] or [70].

A second important theoretical extension would be to analyze the effect of more elaborate sparisity inducing priors on the regression coefficients, e.g., where the normal "slab" in the spike and slab is replaced by the Laplace, horseshoe, negative-exponential-gamma and generalized double Pareto distributions [see 67]. Another theoretical extension includes adapting the theory presented here to non-Gaussian response. However, such methodological (as opposed to theoretical) extensions would be relatively straightforward, as would extensions which handle missing data or measurement error highlighting the strength and flexibility of our approach.

## Appendix A: Derivation of Algorithm 1

The $q$-densities corresponding to Algorithm 1 are derived below. The density $q(\boldsymbol{\beta})$ is given by:

$$
\begin{aligned}
q(\boldsymbol{\beta}) & \propto \exp \left[\mathbb{E}_{-q(\boldsymbol{\beta})}\left\{-\frac{1}{2 \sigma^{2}}\|\mathbf{y}-\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}\|^{2}-\frac{\|\boldsymbol{\beta}\|^{2}}{2 \sigma_{\beta}^{2}}\right\}\right] \\
& \propto \exp \left[-\frac{1}{2} \boldsymbol{\beta}^{T}\left(\tau\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\sigma_{\beta}^{-2} \mathbf{I}\right) \boldsymbol{\beta}+\boldsymbol{\beta}^{T} \mathbf{W X}^{T} \mathbf{y} \tau\right] \\
& =\mathrm{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})
\end{aligned}
$$

where $\boldsymbol{\Sigma}=\left(\tau\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\sigma_{\beta}^{-2} \mathbf{I}\right)^{-1}, \boldsymbol{\mu}=\tau \boldsymbol{\Sigma} \mathbf{W X}^{T} \mathbf{y}, \mathbf{w}=\mathbb{E}_{q} \boldsymbol{\gamma}, \mathbf{W}=\operatorname{diag}(\mathbf{w})$, $\boldsymbol{\Omega}=\mathbf{w w}^{T}+\mathbf{W} \odot(\mathbf{I}-\mathbf{W})$ and $\tau=\mathbb{E}_{q}\left(1 / \sigma^{2}\right)$. Note that in the above derivation we have used

$$
\begin{aligned}
\mathbb{E}_{q}\left(\boldsymbol{\Gamma} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\Gamma}\right) & =\mathbb{E}_{q}\left(\left(\mathbf{X}^{T} \mathbf{X}\right) \odot\left(\boldsymbol{\gamma} \boldsymbol{\gamma}^{T}\right)\right) \\
& =\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbb{E}_{q}\left(\boldsymbol{\gamma} \boldsymbol{\gamma}^{T}\right) \\
& =\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}
\end{aligned}
$$

The density $q\left(\sigma^{2}\right)$ is given by:

$$
\begin{aligned}
& q\left(\sigma^{2}\right) \propto \exp {\left[\mathbb { E } _ { - q ( \sigma ^ { 2 } ) } \left\{-\frac{n}{2} \log \left(\sigma^{2}\right)-\frac{1}{2 \sigma^{2}}\|\mathbf{y}-\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta}\|^{2}\right.\right.} \\
&\left.\left.-(A+1) \log \left(\sigma^{2}\right)-\frac{B}{\sigma^{2}}\right\}\right]
\end{aligned}
$$

Hence, $q\left(\sigma^{2}\right)=\operatorname{Inverse-Gamma}\left(A+\frac{n}{2}, s\right)$, where

$$
s=B+\frac{1}{2}\left[\|\mathbf{y}\|^{2}-2 \mathbf{y}^{T} \mathbf{X} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left(\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)\right)\right] .
$$

Next noting that $\gamma_{j}=\gamma_{j}^{2}$ as $\gamma_{j} \in\{0,1\}$, the optimal $q\left(\gamma_{j}\right), 1 \leq j \leq p$, take the form
$q\left(\gamma_{j}\right) \propto \exp \left[\gamma_{j} \mathbb{E}_{-q_{\gamma_{j}}}\left\{\operatorname{logit}(\rho)+\frac{\beta_{j}}{\sigma^{2}} \mathbf{X}_{j}^{T}\left(\mathbf{y}-\mathbf{X}_{-j} \mathbf{W}_{-j} \boldsymbol{\beta}_{-j}\right)-\frac{\beta_{j}^{2}}{2 \sigma^{2}} \mathbf{X}_{j}^{T} \mathbf{X}_{j}\right\}\right]$.
Hence, $q\left(\gamma_{j}\right)=\operatorname{Bern}\left(w_{j}\right)$, where $w_{i}=\operatorname{expit}\left(\eta_{j}\right)$ and

$$
\eta_{j}=\lambda-\frac{1}{2} \tau \mathbf{X}_{j}^{T} \mathbf{X}_{j}\left(\mu_{j}^{2}+\Sigma_{j j}\right)+\tau \mathbf{X}_{j}^{T}\left[\mathbf{y} \mu_{j}-\mathbf{X}_{-j} \mathbf{W}_{-j}\left(\boldsymbol{\mu}_{-j} \mu_{j}+\boldsymbol{\Sigma}_{-j, j}\right)\right]
$$

## Appendix B: Proofs

Proof Lemma 1: Note that $|\operatorname{expit}(-a)-\exp (-a)|=\exp (-2 a) /(1+\exp (-a))<$ $\exp (-2 a)$, and also note that $\operatorname{expit}(a)=1-\operatorname{expit}(-a)$. Hence the result is as stated.

Result 1. If $w_{j}^{(t)}>0,1 \leq j \leq p$, then $\boldsymbol{\Omega}$ is positive definite.
Proof of Result 1: A matrix is positive definite if and only if for all nonzero real vector $\mathbf{a}=\left[a_{1}, \ldots, a_{p}\right]^{T}$ the scalar $\mathbf{a}^{T} \boldsymbol{\Omega} \mathbf{a}$ is strictly positive $[30, \mathrm{Sec}-$ tion 7.1]. By definition $\mathbf{a}^{T} \boldsymbol{\Omega} \mathbf{a}=\mathbf{a}^{T}\left[\mathbf{w} \mathbf{w}^{T}+\mathbf{W}(\mathbf{I}-\mathbf{W})\right] \mathbf{a}=\left(\sum_{j=1}^{p} a_{j} w_{j}\right)^{2}+$ $\sum_{j=1}^{p} a_{j}^{2} w_{j}\left(1-w_{j}\right)$. As $0<w_{j}^{(t)} \leq 1,1 \leq j \leq p$, we have $w_{j}\left(1-w_{j}\right) \geq 0$ and hence $\sum_{j=1}^{p} a_{j}^{2} w_{j}\left(1-w_{j}\right) \geq 0$. Again, as $w_{j}^{(t)}>0,1 \leq j \leq p$, we have $\left(\sum_{j=1}^{p} a_{j} w_{j}\right)^{2}>0$ for any non-zero vector a. Hence, the result is as stated.

Let

$$
\operatorname{dof}(\alpha, \mathbf{w})=\operatorname{tr}\left[\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right)\left\{\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\alpha \mathbf{I}\right\}^{-1}\right]
$$

and
$\operatorname{Udiag}(\boldsymbol{\nu}) \mathbf{U}^{T} \quad$ be the eigenvalue decomposition of $\quad\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}$,
where $\mathbf{U}$ is an orthonormal matrix and $\boldsymbol{\nu}=\left[\nu_{1}, \ldots, \nu_{p}\right]^{T}$ is a vector of eigenvalues of $\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}$.

Result 2. Suppose $\mathbf{X}^{T} \mathbf{X}$ is semi-positive definite and $w_{j} \in(0,1], 1 \leq j \leq p$ and $\alpha \geq 0$ then the function $\operatorname{dof}(\alpha, \mathbf{w})$ is monotonically decreasing in $\alpha$ and satisfies $0<\operatorname{dof}(\alpha, \mathbf{w}) \leq \operatorname{rank}\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right) \leq p$.
Proof of Result 2 : Let the eigenvalue decomposition (17) hold. Since $w_{j} \in$ $(0,1], 1 \leq j \leq p$ is positive, by Result 1 the matrix $\boldsymbol{\Omega}$ is positive definite. By the Schur product theorem [30, Theorem 7.5.2], the matrix $\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}$ is also
semi-positive definite. Hence, $\nu_{i}, i=1, \ldots, p$ defined in Equation (17) is nonnegative and number of non-zero $\nu_{i}, i=1, \ldots, p$ equals $\operatorname{rank}\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right)$. Then, using properties of the orthonormal matrix $\mathbf{U}$, we have

$$
\begin{aligned}
\operatorname{dof}(\alpha, \mathbf{w}) & =\operatorname{tr}\left[\mathbf{U} \operatorname{diag}(\boldsymbol{\nu}) \mathbf{U}^{T}\left(\mathbf{U} \operatorname{diag}(\boldsymbol{\nu}) \mathbf{U}^{T}+\alpha \mathbf{I}\right)^{-1}\right] \\
& =\sum_{j=1}^{p} \frac{\nu_{j}}{\nu_{j}+\alpha} \\
& =\sum_{\nu_{j} \neq 0} \frac{\nu_{j}}{\nu_{j}+\alpha} \leq \operatorname{rank}\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right)
\end{aligned}
$$

Note that $\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}$ is a $p \times p$ matrix, hence $\operatorname{rank}\left(\mathbf{X}^{T} \mathbf{X} \odot \boldsymbol{\Omega}\right) \leq p$. Clearly, $\operatorname{dof}(\alpha, \mathbf{w})$ is monotonically decreasing in $\alpha$ and $\operatorname{dof}(\alpha, \mathbf{w})$ only approaches zero as $\alpha \rightarrow \infty$.

The next lemma follows from [30, Section 0.7.3]:
Lemma 2. The inverse of a real symmetric matrix can be written as

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathbf{A} & \mathbf{B} \\
\mathbf{B}^{T} & \mathbf{C}
\end{array}\right]^{-1} } & =\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
-\mathbf{C}^{-1} \mathbf{B}^{T} & \mathbf{I}
\end{array}\right]\left[\begin{array}{cc}
\widetilde{\mathbf{A}} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}^{-1}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I} & -\mathbf{B C} \mathbf{B}^{-1} \\
\mathbf{0} & \mathbf{I}
\end{array}\right]  \tag{18}\\
& =\left[\begin{array}{cc}
\widetilde{\mathbf{A}} & -\widetilde{\mathbf{A}} \mathbf{B} \mathbf{C}^{-1} \\
-\mathbf{C}^{-1} \mathbf{B}^{T} \widetilde{\mathbf{A}} & \mathbf{C}^{-1}+\mathbf{C}^{-1} \mathbf{B}^{T} \widetilde{\mathbf{A}} \mathbf{B C} \mathbf{C}^{-1}
\end{array}\right] \tag{19}
\end{align*}
$$

where $\widetilde{\mathbf{A}}=\left(\mathbf{A}-\mathbf{B C} \mathbf{C}^{-1} \mathbf{B}^{T}\right)^{-1}$ provided all inverses in (18) and (19) exist.
Lemma 3. Let $\mathbf{M}$ be a real positive definite symmetric $p \times p$ matrix, $\mathbf{a}=$ $\left[a_{1}, \ldots, a_{p}\right]^{T}$ be a real vector, and let the elements of the vector $\mathbf{b}=\left[b_{1}, \ldots, b_{p}\right]^{T}$ be positive. Then the quantity $\mathbf{a}^{T}[\mathbf{M}+\operatorname{diag}(\mathbf{b})]^{-1} \mathbf{a}$ is a strictly decreasing function of any element of $\mathbf{b}$.
Proof of Lemma 3: Let the matrix $\mathbf{M}+\operatorname{diag}(\mathbf{b})$ be partitioned as

$$
\mathbf{M}+\operatorname{diag}(\mathbf{b})=\left[\begin{array}{cc}
M_{11}+b_{1} & \mathbf{m}_{12}^{T} \\
\mathbf{m}_{12} & \mathbf{M}_{22}+\mathbf{B}_{2}
\end{array}\right]
$$

where $\mathbf{m}_{12}=\left[M_{12}, \ldots, M_{1 p}\right]^{T}, \mathbf{B}_{2}=\operatorname{diag}\left(b_{2}, \ldots, b_{p}\right)$ and

$$
\mathbf{M}_{22}=\left[\begin{array}{ccc}
M_{22} & \cdots & M_{2 p} \\
\vdots & \ddots & \vdots \\
M_{p 2} & \cdots & M_{p p}
\end{array}\right]
$$

Then, by Equation (18) in Lemma 2,

$$
\begin{align*}
\mathbf{a}^{T}[\mathbf{M}+\operatorname{diag}(\mathbf{b})]^{-1} \mathbf{a}= & \frac{c_{1}^{2}}{b_{1}+M_{11}-\mathbf{m}_{12}^{T}\left(\mathbf{M}_{22}+\mathbf{B}_{2}\right)^{-1} \mathbf{m}_{12}}  \tag{20}\\
& +\mathbf{c}_{2}^{T}\left(\mathbf{M}_{22}+\mathbf{B}_{2}\right)^{-1} \mathbf{c}_{2}
\end{align*}
$$

where

$$
\mathbf{c}=\left[\begin{array}{cc}
1 & -\mathbf{m}_{12}^{T}\left(\mathbf{M}_{22}+\mathbf{B}_{2}\right)^{-1} \\
\mathbf{0} & \mathbf{I}
\end{array}\right] \mathbf{a} \quad \text { and } \quad \mathbf{c}_{2}=\left[c_{2}, \ldots, c_{p}\right]^{T}
$$

Note any principal submatrix of a positive definite matrix is positive definite [30, Chapter 7.1.2]. Hence, the matrix $(\mathbf{M}+\operatorname{diag}(\mathbf{b}))^{-1}$ is positive definite and $\left(b_{1}+M_{11}-\mathbf{m}_{12}^{T}\left(\mathbf{M}_{22}+\mathbf{B}_{2}\right)^{-1} \mathbf{m}_{12}\right)^{-1}$ is a positive scalar. Clearly, (20) is strictly decreasing as $b_{1}$ increases. The result follows for $b_{j}, 2 \leq j \leq p$ after a relabeling argument.

The following result bounds the values that $\tau$ can take and is useful because these bounds do not depend on $\boldsymbol{\mu}, \boldsymbol{\Sigma}$ or $\mathbf{w}$.

Result 3. Suppose the updates in Algorithm 1 hold, then $\tau_{L} \leq \tau^{(t)} \leq \tau_{U}$ for all $t$ where

$$
\tau_{L}=\frac{2 A+n-p}{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p \frac{2 A+n-p}{(2 A+n) \tau^{(0)}}}
$$

and

$$
\tau_{U}=\frac{2 A+n}{2 B+\left\|\mathbf{y}-\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right\|^{2}}
$$

Proof of Result 3: From Algorithm 1 we can express $\tau^{(t)}$ as

$$
\begin{aligned}
\tau^{(t)}=( & 2 A+n)\left[2 B+\left\|\mathbf{y}-\mathbf{X} \mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}\right\|^{2}\right. \\
& +\boldsymbol{\mu}^{(t)^{T}}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W}^{(t)} \odot\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\right] \boldsymbol{\mu}^{(t)} \\
& \left.+\tau^{(t-1)^{-1}} \operatorname{dof}\left(\tau^{(t-1)^{-1}} \sigma_{\beta}^{-2}, \mathbf{w}^{(t)}\right)\right]^{-1}
\end{aligned}
$$

The upper bound for $\tau^{(t)}$ where $t>0$ follows from the above equation and following these inequalities:
(a) $\operatorname{dof}\left(\tau^{(t-1)^{-1}} \sigma_{\beta}^{-2}, \mathbf{w}\right)>0$ for any $\tau^{(t-1)}>0$;
(b) $\|\mathbf{y}-\mathbf{X} \mathbf{W} \boldsymbol{\mu}\|^{2} \geq\left\|\mathbf{y}-\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right\|^{2}$ (from least squares results); and
(c) $\boldsymbol{\mu}^{T}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W} \odot(\mathbf{I}-\mathbf{W})\right] \boldsymbol{\mu} \geq 0\left(\right.$ as $\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W} \odot(\mathbf{I}-\mathbf{W})$ is clearly at least positive semidefinite).
To obtain a lower bound for $\tau^{(t)}$ first note that for any vector $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{p}$, $\|\mathbf{u}+\mathbf{v}\|^{2} \leq 2\|\mathbf{u}\|^{2}+2\|\mathbf{v}\|^{2}$, as $\|\mathbf{u}+\mathbf{v}\|^{2}+\|\mathbf{u}-\mathbf{v}\|^{2}=2\|\mathbf{u}\|^{2}+2\|\mathbf{v}\|^{2}$ and $\|\mathbf{u}-\mathbf{v}\|^{2}$ is non-negative. Hence $\|\mathbf{y}-\mathbf{X W} \boldsymbol{\mu}\|^{2} \leq 2\|\mathbf{y}\|^{2}+2\|\mathbf{X W} \boldsymbol{\mu}\|^{2}$. Using Result 2 and the fact $\boldsymbol{\mu}^{T}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W} \odot(\mathbf{I}-\mathbf{W})\right] \boldsymbol{\mu} \geq 0$ we have

$$
\begin{aligned}
\tau^{(t)} \geq & (2 A+n)\left[2 B+2\|\mathbf{y}\|^{2}+p / \tau^{(t-1)}\right. \\
& \left.\quad+\boldsymbol{\mu}^{(t)^{T}}\left[2 \mathbf{W}^{(t)} \mathbf{X}^{T} \mathbf{X} \mathbf{W}^{(t)}+\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W}^{(t)} \odot\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\right] \boldsymbol{\mu}^{(t)}\right]^{-1} \\
\geq & (2 A+n)\left[2 B+2\|\mathbf{y}\|^{2}+p / \tau^{(t-1)}\right. \\
& \left.\quad+\boldsymbol{\mu}^{(t)^{T}}\left[2 \mathbf{W}^{(t)} \mathbf{X}^{T} \mathbf{X} \mathbf{W}^{(t)}+2\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W}^{(t)} \odot\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\right] \boldsymbol{\mu}^{(t)}\right]^{-1} \\
= & \frac{2 A+n}{2 B+2\|\mathbf{y}\|^{2}+2 \boldsymbol{\mu}^{(t)^{T}}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}^{(t)}\right] \boldsymbol{\mu}^{(t)}+p / \tau^{(t-1)}} .
\end{aligned}
$$

Let the eigenvalue decomposition (17) hold. Then

$$
\begin{aligned}
\boldsymbol{\mu}^{T}[ & \left.\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}\right] \boldsymbol{\mu} \\
= & \mathbf{y}^{T} \mathbf{X} \mathbf{W}\left[\mathbf{U} \operatorname{diag}(\boldsymbol{\nu}) \mathbf{U}^{T}+\tau^{-1} \sigma_{\beta}^{-2} \mathbf{I}\right]^{-1} \mathbf{U} \operatorname{diag}(\boldsymbol{\nu}) \mathbf{U}^{T} \\
& \times\left[\mathbf{U} \operatorname{diag}(\boldsymbol{\nu}) \mathbf{U}^{T}+\tau^{-1} \sigma_{\beta}^{-2} \mathbf{I}\right]^{-1} \mathbf{W} \mathbf{X}^{T} \mathbf{y} \\
= & \sum_{j=1}^{p} \frac{\nu_{j}\left(\mathbf{U}^{T} \mathbf{W} \mathbf{X}^{T} \mathbf{y}\right)_{j}^{2}}{\left(\nu_{j}+\tau^{-1} \sigma_{\beta}^{-2}\right)^{2}} \\
\leq & \mathbf{y}^{T} \mathbf{X}^{T} \mathbf{W}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}\right]^{-1} \mathbf{W} \mathbf{X}^{T} \mathbf{y} \\
= & \mathbf{y}^{T} \mathbf{X}\left[\mathbf{X}^{T} \mathbf{X}+\mathbf{W}^{-1}\left\{\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W} \odot(\mathbf{I}-\mathbf{W})\right\} \mathbf{W}^{-1}\right]^{-1} \mathbf{X}^{T} \mathbf{y} \\
\leq & \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}
\end{aligned}
$$

where the last line follows from Lemma 3. Combining this inequality the lower bound for $\tau^{(t)}, t>0$ can be expressed as

$$
\begin{equation*}
\tau_{L}^{(t)}=\frac{2 A+n}{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p / \tau^{(t-1)}} \tag{21}
\end{equation*}
$$

Note that $\tau^{(t-1)} \geq \tau_{L}^{(t-1)}$ and expand the recursive inequality, we obtain

$$
\begin{aligned}
\tau^{(t)} & \geq \frac{2 A+n}{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p / \tau_{L}^{(t-1)}} \\
& \geq \frac{2 A+n}{\frac{p^{t}}{(2 A+n)^{t-1} \tau^{(0)}}+\left(2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right) \sum_{k=0}^{t-1} \frac{p^{k}}{(2 A+n)^{k}}}
\end{aligned}
$$

Note that as $p<n$,

$$
\sum_{k=0}^{t-1} \frac{p^{k}}{(2 A+n)^{k}} \leq \frac{2 A+n}{2 A+n-p} \quad \text { and } \quad \frac{p^{t}}{(2 A+n)^{t-1}}<p
$$

Hence,

$$
\tau_{L}^{(t)} \geq \frac{2 A+n-p}{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p \frac{2 A+n-p}{(2 A+n) \tau^{(0)}}}
$$

which is independent to $t$. Hence the lower bound on $\tau^{(t)}$ is as stated.

## B.1. Proof of Main Result 1

It is clear from the numerical example in Section 2 that sparsity in the vector $\boldsymbol{\mu}$ is achieved (at least approximately). In order to understand how sparsity is achieved we need to understand how the quantities $\boldsymbol{\mu}, \boldsymbol{\Sigma}$ and $\boldsymbol{\eta}$ behave when elements of the vector $\mathbf{w}$ are small. Define the $n \times n$ matrix $\mathbf{P}_{j}$ for $1 \leq j \leq p$ by

$$
\begin{equation*}
\mathbf{P}_{j} \equiv \mathbf{X}_{-j} \mathbf{W}_{-j}\left(\mathbf{W}_{-j} \mathbf{X}_{-j}^{T} \mathbf{X}_{-j} \mathbf{W}_{-j}+\tau^{-1} \mathbf{D}_{-j}\right)^{-1} \mathbf{W}_{-j} \mathbf{X}_{-j}^{T} \tag{22}
\end{equation*}
$$

for $j \neq k, 1 \leq j, k \leq p$ we define

$$
\begin{aligned}
\mathbf{P}_{(j, k)} \equiv & \mathbf{X}_{-(j, k)} \mathbf{W}_{-(j, k)}\left(\mathbf{W}_{-(j, k)} \mathbf{X}_{-(j, k)}^{T} \mathbf{X}_{-(j, k)} \mathbf{W}_{-(j, k)}+\tau^{-1} \mathbf{D}_{-(j, k)}\right)^{-1} \\
& \times \mathbf{W}_{-(j, k)} \mathbf{X}_{-(j, k)}^{T},
\end{aligned}
$$

and for a indicator vector $\gamma$ we define

$$
\begin{equation*}
\mathbf{P}_{\gamma} \equiv \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma}\left(\mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma}+\tau^{-1} \mathbf{D}_{-\gamma}\right)^{-1} \mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \tag{23}
\end{equation*}
$$

Result 4. If (3) holds then

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\gamma, \gamma}=\left(\tau \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma} \mathbf{W}_{\gamma}+\mathbf{D}_{\gamma}-\tau \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{P}_{\gamma} \mathbf{X}_{\gamma} \mathbf{W}_{\gamma}\right)^{-1} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{\gamma,-\gamma}=-\boldsymbol{\Sigma}_{\gamma, \gamma} \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma}\left(\mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma}+\tau^{-1} \mathbf{D}_{-\gamma}\right)^{-1} \tag{25}
\end{equation*}
$$

for $1 \leq j \leq p$ we have

$$
\begin{equation*}
\Sigma_{j, j}=\left(\sigma_{\beta}^{-2}+\tau w_{j}\left\|\mathbf{X}_{j}\right\|^{2}-\tau w_{j}^{2} \mathbf{X}_{j}^{T} \mathbf{P}_{j} \mathbf{X}_{j}\right)^{-1} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Sigma}_{-j, j}=-\left(\tau \mathbf{W}_{-j} \mathbf{X}_{-j}^{T} \mathbf{X}_{-j} \mathbf{W}_{-j}+\mathbf{D}_{-j}\right)^{-1} \mathbf{W}_{-j} \mathbf{X}_{-j}^{T} \mathbf{X}_{j}\left(\tau w_{j} \Sigma_{j, j}\right) ; \tag{27}
\end{equation*}
$$

and for $j \neq k, 1 \leq j, k \leq p$ we have

$$
\begin{align*}
\Sigma_{j, k}=- & \tau w_{j} w_{k} \mathbf{X}_{j}^{T}\left(\mathbf{I}-\mathbf{P}_{(j, k)}\right) \mathbf{X}_{k} \\
& \times\left[\left(\sigma_{\beta}^{-2}+\tau w_{j}\left\|\mathbf{X}_{j}\right\|^{2}-\tau w_{j}^{2} \mathbf{X}_{j}^{T} \mathbf{P}_{(j, k)} \mathbf{X}_{j}\right)\right. \\
& \times\left(\sigma_{\beta}^{-2}+\tau w_{k}\left\|\mathbf{X}_{k}\right\|^{2}-\tau w_{k}^{2} \mathbf{X}_{k}^{T} \mathbf{P}_{(j, k)} \mathbf{X}_{k}\right)  \tag{28}\\
& \left.-\left\{\tau w_{j} w_{k} \mathbf{X}_{j}^{T}\left(\mathbf{I}-\mathbf{P}_{(j, k)}\right) \mathbf{X}_{k}\right\}^{2}\right]^{-1} .
\end{align*}
$$

If (3) and (4) hold then

$$
\begin{equation*}
\boldsymbol{\mu}_{\gamma}=\tau \boldsymbol{\Sigma}_{\gamma, \gamma} \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T}\left(\mathbf{I}-\mathbf{P}_{\gamma}\right) \mathbf{y} ; \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{j}=\frac{\tau w_{j} \mathbf{X}_{j}^{T}\left(\mathbf{I}-\mathbf{P}_{j}\right) \mathbf{y}}{\sigma_{\beta}^{-2}+\tau w_{j}\left\|\mathbf{X}_{j}\right\|^{2}-\tau w_{j}^{2} \mathbf{X}_{j}^{T} \mathbf{P}_{j} \mathbf{X}_{j}}, \quad 1 \leq j \leq p \tag{30}
\end{equation*}
$$

Proof of Result 4: For a given indicator vector $\gamma$ we can rewrite (3) as

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{\gamma, \gamma} & \boldsymbol{\Sigma}_{\gamma,-\gamma} \\
\boldsymbol{\Sigma}_{-\gamma, \gamma} & \boldsymbol{\Sigma}_{-\gamma,-\gamma}
\end{array}\right]} \\
& \quad=\left[\begin{array}{cc}
\tau \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma} \mathbf{W}_{\gamma}+\mathbf{D}_{\gamma} & \tau \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma} \\
\tau \mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{\gamma} \mathbf{W}_{\gamma} & \tau \mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\gamma}+\mathbf{D}_{-\gamma}
\end{array}\right]^{-1} .
\end{aligned}
$$

Equations (24) and (25) can be obtained by applying Equation (19) in Lemma 2 and equations (26) and (27) can be obtained by letting $\gamma=\mathbf{e}_{j}$ (where $\mathbf{e}_{j}$ is the zero vector except for the value 1 in the $j$ th entry). Similarly,

$$
\begin{aligned}
\Sigma_{1,2}= & {\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\mathbf{D}_{(1,2)}+\tau \mathbf{W}_{(1,2)} \mathbf{X}_{(1,2)}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{(1,2)} \mathbf{W}_{(1,2)}\right]^{-1}\left[\begin{array}{l}
0 \\
1
\end{array}\right] } \\
=- & \tau w_{1} w_{2} \mathbf{X}_{1}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{2} /\left[\left(\tau w_{1}^{2} \mathbf{X}_{1}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{1}+D_{1}\right)\right. \\
& \left.\times\left(\tau w_{2}^{2} \mathbf{X}_{2}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{2}+D_{2}\right)-\left(\tau w_{1} w_{2} \mathbf{X}_{1}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{2}\right)^{2}\right] \\
=- & \tau w_{1} w_{2} \mathbf{X}_{1}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{2} /\left[\left(\sigma_{\beta}^{-2}+\tau w_{1}\left\|\mathbf{X}_{1}\right\|^{2}-\tau w_{1}^{2} \mathbf{X}_{1}^{T} \mathbf{P}_{(1,2)} \mathbf{X}_{1}\right)\right. \\
& \times\left(\sigma_{\beta}^{-2}+\tau w_{2}\left\|\mathbf{X}_{2}\right\|^{2}-\tau w_{2}^{2} \mathbf{X}_{2}^{T} \mathbf{P}_{(1,2)} \mathbf{X}_{2}\right) \\
& \left.-\left\{\tau w_{1} w_{2} \mathbf{X}_{1}^{T}\left(\mathbf{I}-\mathbf{P}_{(1,2)}\right) \mathbf{X}_{2}\right\}^{2}\right]
\end{aligned}
$$

and (28) follows after a relabeling argument. Equation (29) follows by substituting $\boldsymbol{\Sigma}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}$ and $\boldsymbol{\Sigma}_{\boldsymbol{\gamma},-\boldsymbol{\gamma}}$ into,

$$
\boldsymbol{\mu}_{\gamma}=\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{\gamma, \gamma} & \boldsymbol{\Sigma}_{\gamma,-\gamma}
\end{array}\right]\left[\begin{array}{c}
\tau \mathbf{W}_{\gamma} \mathbf{X}_{\gamma}^{T} \mathbf{y} \\
\tau \mathbf{W}_{-\gamma} \mathbf{X}_{-\gamma}^{T} \mathbf{y}
\end{array}\right]
$$

and (30) follows by letting $\gamma=\mathbf{e}_{j}$.
From Result 3 we have that $\tau^{(t)}$ is bounded for all $t$ as $\left(y_{i}, \mathbf{x}_{i}\right)$ are observed so that all quantities are deterministic. From Equation (30) we see that $\mu_{j}^{(t)}$ is clearly $O\left(w_{j}^{(t)}\right)$ as $\mathbf{P}_{j}$ does not depend on $w_{j}$. Noting that $\lim _{w_{j} \rightarrow 0} \Sigma_{j, j}^{(t)}=\sigma_{\beta}^{2}$ follows from Equation (26) and the result for $\Sigma_{j, j}^{(t)}$ follows after a Taylor series argument. The result $\Sigma_{j, k}^{(t)}=O\left(w_{j}^{(t)} w_{k}^{(t)}\right), j \neq k$ follows from Equation (28). We can see that the update for $w_{j}^{(t+1)}$ in Algorithm 1 is as stated by combining Equation (7) with the fact that $\mu_{j}^{(t)}=O\left(w_{j}^{(t)}\right), \Sigma_{j, j}^{(t)}=\sigma_{\beta}^{2}+O\left(w_{j}^{(t)}\right), \Sigma_{j, k}^{(t)}=$ $O\left(w_{j}^{(t)} w_{k}^{(t)}\right)$ and from Result 3 we have $\tau^{(t)}=O(1)$. This completes the proof of Main Result 1.

## B.2. Proof of Main Result 2

For the remainder of this section we will assume that $\mathbf{y}$ and $\mathbf{X}$ (and consequently $\boldsymbol{\mu}^{(t)}, \boldsymbol{\Sigma}^{(t)}, \tau^{(t)}$ and $\mathbf{w}^{(t)}$ for $t=0,1, \ldots$ ) are random quantities. Note that Results $1-4$ are still valid, when assuming random quantities $\mathbf{y}$ and $\mathbf{X}$. Define the following stochastic sequences:

$$
\begin{gather*}
\mathbf{A}_{n}=n^{-1} \mathbf{X}^{T} \mathbf{X}, \quad \mathbf{b}_{n}=n^{-1} \mathbf{X}^{T} \mathbf{y}, \\
c_{n}=\operatorname{dof}\left(\tau^{(t)} \sigma_{\beta}^{-2}, \mathbf{1}\right) \quad \text { and } \quad \boldsymbol{\beta}_{\mathrm{LS}}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y} . \tag{31}
\end{gather*}
$$

Assuming (A1)-(A4) [73] proved consistency results for Bayesian linear models. We will need stronger results to prove consistency of the estimates corresponding to Algorithm 2. Lemma 4 will aid in obtaining these results.

Lemma 4 (6, Theorem 14.4.1). If $\left\{X_{n}\right\}$ is a stochastic sequence with $\mu_{n}=$ $\mathbb{E}\left(X_{n}\right)$ and $\sigma_{n}^{2}=\operatorname{Var}\left(X_{n}\right)<\infty$, then $X_{n}-\mu_{n}=O_{p}\left(\sigma_{n}\right)$.

Hence, from Lemma 4 and assumptions (A1)-(A5) we have

$$
\begin{align*}
\mathbf{A}_{n} & =\mathbf{S}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right) \\
\mathbf{A}_{n}^{-1} & =\mathbf{S}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right) \\
\left\|\mathbf{X}_{j}\right\|^{2} & =n \mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{1 / 2}\right),  \tag{32}\\
\|\boldsymbol{\epsilon}\|^{2} & =n \sigma_{0}^{2}+O_{p}\left(n^{1 / 2}\right), \\
n^{-1} \mathbf{X} \boldsymbol{\epsilon} & =\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right) \text { and } \\
\mathbf{b}_{n} & =n^{-1} \mathbf{X}^{T}\left(\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\epsilon}\right)=\mathbf{S} \boldsymbol{\beta}_{0}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)
\end{align*}
$$

Before we improve upon the results of [73] we need to show that $\tau^{(t)}$ is bounded for all $t$. In fact $\tau^{(t)}$ is bounded in probability for all $t$ as the following result shows.
Result 5. Assume (A1)-(A5), then for $t>0$ we have $\tau^{(t)}=O_{p}(1)$ and $1 / \tau^{(t)}=$ $O_{p}(1)$.
Proof of Result 5: Using Result 3, we obtain $\tau_{L}<\tau^{(t)}<\tau_{U}$ and $\tau_{U}^{-1}<$ $1 / \tau^{(t)}<\tau_{L}^{-1}$ for $t>1$ where

$$
\begin{aligned}
\tau_{U}^{-1} & =\frac{2 B+\left\|\mathbf{y}-\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right\|^{2}}{2 A+n} \\
& =\left(\frac{n}{2 A+n}\right) \frac{2 B+\left\|\mathbf{y}-\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right\|^{2}}{n}
\end{aligned}
$$

and $\frac{1}{n}\left\|\mathbf{y}-\mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}\right\|^{2}=\frac{1}{n}\|\mathbf{y}\|^{2}-\frac{1}{n} \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}$. By (A1)-(A4) and the strong law of large numbers

$$
\begin{aligned}
\frac{1}{n}\|\mathbf{y}\|^{2} & =\frac{1}{n}\left\|\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\varepsilon}\right\|^{2}=\frac{1}{n} \boldsymbol{\beta}_{0}^{T} \mathbf{X}^{T} \mathbf{X} \boldsymbol{\beta}_{0}+\frac{1}{n} 2 \varepsilon^{T} \mathbf{X} \boldsymbol{\beta}_{0}+\frac{1}{n}\|\varepsilon\|^{2} \\
& \xrightarrow{\text { a.s. }} \boldsymbol{\beta}_{0}^{T} \mathbf{S} \boldsymbol{\beta}_{0}+2 \mathbb{E}\left(\varepsilon_{i}\right) \mathbb{E}\left(\mathbf{x}_{i}^{T}\right) \boldsymbol{\beta}_{0}+\mathbb{E}\left(\varepsilon_{i}^{2}\right)=\boldsymbol{\beta}_{0}^{T} \mathbf{S} \boldsymbol{\beta}_{0}+\sigma_{0}^{2}
\end{aligned}
$$

Using (32), we have $\frac{1}{n} \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}=\mathbf{b}_{n}^{T} \mathbf{A}_{n}^{-1} \mathbf{b}_{n} \xrightarrow{\mathrm{P}} \boldsymbol{\beta}_{0}^{T} \mathbf{S} \boldsymbol{\beta}_{0}$ and hence $\tau_{U}^{-1} \xrightarrow{\mathrm{P}} \sigma_{0}^{2}$. By the continuous mapping theorem $\tau_{U} \xrightarrow{\mathrm{P}} \sigma_{0}^{-2}$.

In a similar manner to $\tau_{U}$ we have

$$
\begin{aligned}
\tau_{L}^{-1} & =\frac{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p \frac{2 A+n-p}{(2 A+n) \tau^{(0)}}}{2 A+n-p} \\
& =\left(\frac{n}{2 A+n-p}\right) \frac{2 B+2\|\mathbf{y}\|^{2}+2 \mathbf{y}^{T} \mathbf{X}\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{y}+p \frac{2 A+n-p}{(2 A+n) \tau^{(0)}}}{n} \\
& \xrightarrow{\mathrm{P}} 2 \sigma_{0}^{2}+4 \boldsymbol{\beta}_{0}^{T} \mathbf{S} \boldsymbol{\beta}_{0} .
\end{aligned}
$$

By the continuous mapping theorem $\tau_{L} \xrightarrow{\mathrm{P}}\left[4 \boldsymbol{\beta}_{0}^{T} \mathbf{S} \boldsymbol{\beta}_{0}+2 \sigma_{0}^{2}\right]^{-1}$. Hence $\tau^{(t)}, t>1$ is bounded in probability between two constants. Similarly, $\tau^{(1)}$ is bounded as $\tau^{(0)}=1$ is $O_{p}(1)$.

We will now define what we call "correct models" and the "true model". Let $\boldsymbol{\beta}_{0}$ be the true value of $\boldsymbol{\beta}$.

Definition: A correct model $\gamma$ is a $p$-vector with elements such that $\gamma_{j} \in\{0,1\}$ if $\beta_{0 j}=0$ and $\gamma_{j}=1$ if $\beta_{0 j} \neq 0$.

Definition: The true model $\gamma_{0}$ is the $p$-vector with elements such that $\gamma_{j}=0$ if $\beta_{0 j}=0$ and $\gamma_{j}=1$ if $\beta_{0 j} \neq 0$.

Hence, for example, the true model $\gamma_{0}$ and the full model $\gamma=\mathbf{1}$ are both correct models. We will next derive some properties for correct models. Note that, by definition, $\boldsymbol{\beta}_{0,-\gamma}=\mathbf{0}$ and we denote $j \in \gamma$ if $\gamma_{j}=1$ and $j \notin \gamma$ if $\gamma_{j}=0$.

Definition: Let $\gamma$ be a correct model. Then we say that $\mathbf{w}^{(t)}$ is "close" to $\boldsymbol{\gamma}$ in probability if

$$
w_{j}^{(t)}=\left\{\begin{array}{ll}
1-d_{n j} & j \in \gamma \\
d_{n j} & j \notin \gamma
\end{array}, 1 \leq j \leq p\right.
$$

where $d_{n j}, 1 \leq j \leq p$, is a sequences of positive random variables such that $n d_{n j}$ converges in probability to zero.

In the main results we assume that $\mathbf{w}^{(t)}$ is close to a correct model. Under this assumption we prove, in the following order, that:

- $\boldsymbol{\mu}^{(t)}$ is a consistent estimator of $\boldsymbol{\beta}$;
- $\tau^{(t)}$ is a consistent estimator of $\sigma_{0}^{-2}$;
- $\boldsymbol{\Sigma}^{(t)}=\operatorname{cov}\left(\boldsymbol{\beta}_{\mathrm{LS}}\right)+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right) ;$ and
- $\mathbf{w}^{(t+1)}$ is also "close" to the true model in probability.

We can then use these results recursively to obtain similar results for the $T$ th iteration of the Algorithm 1, where $T>t$. In the next few results we use the following quantities:

$$
\begin{align*}
\mathbf{T}_{1} & =\mathbf{T}_{2}-\mathbf{T}_{3} \mathbf{T}_{4} \\
\mathbf{T}_{2} & =\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma}\right) \odot\left(\mathbf{\Omega}_{\gamma}^{(t)}-\mathbf{1 1}^{T}\right)+\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)^{-1} \mathbf{I}, \\
\mathbf{T}_{3} & =\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right) \mathbf{T}_{4}^{T} \mathbf{W}_{-\gamma}^{(t)}\left[\mathbf{I}+\mathbf{T}_{5}\right]^{-1}, \\
\mathbf{T}_{4} & =\mathbf{W}_{-\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{\gamma}\right) \mathbf{W}_{\gamma}^{(t)},  \tag{33}\\
\mathbf{T}_{5} & =\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma}\right) \odot \mathbf{\Omega}_{-\gamma}^{(t)} \quad \text { and } \\
\mathbf{t}_{1} & =\left(\mathbf{W}_{\gamma}^{(t)}-\mathbf{I}\right)\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{y}\right)-\mathbf{T}_{3} \mathbf{W}_{-\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{y}\right) .
\end{align*}
$$

Result 6. Assume (A1)-(A5) hold. Let $\boldsymbol{\gamma}$ be a correct model. Suppose that $\mathbf{w}^{(t)}$
is close to $\gamma$ then

$$
\begin{aligned}
\mathbf{T}_{1} & =\mathbf{O}_{p}^{m}\left(n^{-1}\right) \\
\mathbf{T}_{2} & =\mathbf{O}_{p}^{m}\left(n^{-1}\right) \\
\mathbf{T}_{3} & =\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \\
\mathbf{T}_{4} & =\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \\
\mathbf{T}_{5} & =\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \quad \text { and } \\
\mathbf{t}_{1} & =\mathbf{O}_{p}^{v}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)
\end{aligned}
$$

Proof of Result 6: Firstly,

$$
\begin{aligned}
\boldsymbol{\Omega}_{\gamma}^{(t)}-\mathbf{1 1}^{T} & =\left(\mathbf{w}_{\gamma}^{(t)}\right)\left(\mathbf{w}_{\boldsymbol{\gamma}}^{(t)}\right)^{T}+\mathbf{W}_{\gamma}^{(t)}\left(\mathbf{I}-\mathbf{W}_{\gamma}^{(t)}\right)-\mathbf{1 1}^{T} \\
& =\left(\mathbf{1}-\mathbf{d}_{n, \boldsymbol{\gamma}}\right)\left(\mathbf{1}-\mathbf{d}_{n, \boldsymbol{\gamma}}\right)^{T}+\left(\mathbf{I}-\mathbf{D}_{n, \boldsymbol{\gamma}}\right) \mathbf{D}_{n, \boldsymbol{\gamma}}-\mathbf{1 1}^{T} \\
& =\mathbf{d}_{n, \boldsymbol{\gamma}} \mathbf{d}_{n, \boldsymbol{\gamma}}^{T}-\mathbf{1} \mathbf{d}_{n, \boldsymbol{\gamma}}^{T}-\mathbf{d}_{n, \boldsymbol{\gamma}} \mathbf{1}^{T}+\left(\mathbf{I}-\mathbf{D}_{n, \boldsymbol{\gamma}}\right) \mathbf{D}_{n, \boldsymbol{\gamma}} \\
& =\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)
\end{aligned}
$$

where $\mathbf{D}_{n, \boldsymbol{\gamma}}=\operatorname{diag}\left(\mathbf{d}_{n, \boldsymbol{\gamma}}\right)$. Similarly, $\boldsymbol{\Omega}_{-\boldsymbol{\gamma}}^{(t)}=\mathbf{O}_{p}^{d}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)$. Again, using (32) and Result 5 we have $\mathbf{T}_{2}=\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right] \odot \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)+\mathbf{O}_{p}^{d}\left(n^{-1}\right)=$ $\mathbf{O}_{p}^{m}\left(n^{-1}+\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)$. Next, using (32) and Result 5 we have

$$
\begin{aligned}
\mathbf{T}_{5} & =\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma}\right) \odot \mathbf{\Omega}_{-\gamma}^{(t)} \\
& =O_{p}(n)\left[\mathbf{S}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}}+\mathbf{O}_{p}\left(n^{-1 / 2}\right)\right] \odot \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \\
& =\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)
\end{aligned}
$$

Expanding and simplifying the above equation obtains the result for $\mathbf{T}_{5}$. Now since, using the assumption of $\mathbf{w}^{(t)}$ being close to $\gamma$ we have $n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}=o_{p}(1)$ and so $\mathbf{T}_{5}=\mathbf{o}_{p}^{m}(1)$. By the continuous mapping theorem, we have $\left(\mathbf{I}+\mathbf{T}_{5}\right)^{-1}=$ $\mathbf{I}+\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)$. Next, $\mathbf{T}_{4}=\mathbf{D}_{n,-\boldsymbol{\gamma}}\left[\mathbf{S}_{-\boldsymbol{\gamma}, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right]\left(\mathbf{I}-\mathbf{D}_{n, \boldsymbol{\gamma}}\right)$.

Expanding and simplifying the above expression obtains the result for $\mathbf{T}_{4}$. Furthermore,

$$
\mathbf{T}_{3}=n \tau^{(t-1)} \sigma_{\beta}^{2} \mathbf{T}_{4}^{T}\left(\mathbf{I}+\mathbf{T}_{5}\right)^{-1}=O_{p}(n) \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)\left[\mathbf{I}+\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)\right]
$$

Expanding and simplifying the above expression obtains the result for $\mathbf{T}_{3}$. Substituting the order expressions for $\mathbf{T}_{2}, \mathbf{T}_{3}$ and $\mathbf{T}_{4}$ in the expression for $\mathbf{T}_{1}$. Then expanding and simplifying obtains the result for $\mathbf{T}_{1}$. Finally, using (32) we have

$$
\begin{aligned}
\mathbf{t}_{1}= & \left(\mathbf{W}_{\gamma}^{(t)}-\mathbf{I}\right)\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{y}\right)-\mathbf{T}_{3} \mathbf{W}_{-\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{y}\right) \\
= & \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}} \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)\right] \\
& \quad-\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n-\gamma}\right\|_{\infty}\right)\left[\mathbf{S}_{-\boldsymbol{\gamma}, \boldsymbol{\gamma}} \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)\right] \\
= & \left.\mathbf{O}_{p}^{v}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}+n\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)\right)
\end{aligned}
$$

which simplifies to the result for $\mathbf{t}_{1}$ under the assumption that $d_{n j}=o_{p}\left(n^{-1}\right)$.

Result 7. Assume (A1)-(A5) hold. If $\mathbf{w}^{(t)}$ is close to a correct model $\boldsymbol{\gamma}$ in probability then

$$
\begin{aligned}
\boldsymbol{\mu}_{\boldsymbol{\gamma}}^{(t)} & =\boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right) \\
\boldsymbol{\mu}_{-\gamma}^{(t)} & =\mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right), \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{(t)} & =\left(n \tau^{(t-1)}\right)^{-1} \mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right) \\
\boldsymbol{\Sigma}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)} & =\sigma_{\beta}^{2} \mathbf{I}+\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right) \quad \text { and } \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)} & =\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right) .
\end{aligned}
$$

Proof of Result 7: Firstly, note that

$$
\begin{equation*}
\tau\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\sigma_{\beta}^{-2} \mathbf{I}=\tau \mathbf{W} \mathbf{X}^{T} \mathbf{X} \mathbf{W}+\mathbf{D} \tag{34}
\end{equation*}
$$

by definition. Using equations (23), (24), (34) and Result 5 we have

$$
\begin{aligned}
\boldsymbol{\Sigma}_{\gamma, \boldsymbol{\gamma}}^{(t)}= & \left(n \tau^{(t-1)}\right)^{-1}\left[\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma}\right) \odot \mathbf{\Omega}_{\gamma}^{(t)}+\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)^{-1} \mathbf{I}\right. \\
& -\mathbf{W}_{\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{-\gamma}\right) \mathbf{W}_{-\gamma}^{(t)} \\
& \times\left\{\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma}\right) \odot \mathbf{\Omega}_{-\gamma}^{(t)}+\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)^{-1} \mathbf{I}\right\}^{-1} \\
& \left.\times \mathbf{W}_{-\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{\gamma}\right) \mathbf{W}_{\gamma}^{(t)}\right]^{-1} \\
= & \left(n \tau^{(t-1)}\right)^{-1}\left[\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma}\right)+\mathbf{T}_{1}\right]^{-1} \\
= & \left(n \tau^{(t-1)}\right)^{-1}\left[\mathbf{S}_{\gamma, \gamma}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)+\mathbf{O}_{p}^{m}\left(n^{-1}\right)\right]^{-1} \\
= & \left(n \tau^{(t-1)}\right)^{-1} \mathbf{S}_{\gamma, \gamma}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-3 / 2}\right)=\mathbf{O}_{p}^{m}\left(n^{-1}\right)
\end{aligned}
$$

Using equations (23), (29), (32) and (34), Result 6, and the continuous mapping theorem we have

$$
\begin{aligned}
\boldsymbol{\mu}_{\boldsymbol{\gamma}}^{(t)}= & \tau^{(t-1)} \mathbf{\Sigma}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{(t)} \mathbf{W}_{\gamma}^{(t)} \mathbf{X}_{\boldsymbol{\gamma}}^{T}\left(\mathbf{I}-\mathbf{P}_{\gamma}^{(t)}\right) \mathbf{y} \\
= & {\left[\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\gamma}\right)+\mathbf{T}_{1}\right]^{-1}\left[\mathbf{W}_{\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{y}\right)-\mathbf{W}_{\gamma}^{(t)}\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{-\gamma}\right) \mathbf{W}_{-\gamma}^{(t)}\right.} \\
& \left.\times\left\{\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma}\right) \odot \mathbf{\Omega}_{-\gamma}^{(t)}+\left(n \tau^{(t-1)} \sigma_{\beta}^{2}\right)^{-1} \mathbf{I}\right\}^{-1} \mathbf{W}_{-\boldsymbol{\gamma}}^{(t)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{y}\right)\right] \\
= & {\left[\left(n^{-1} \mathbf{X}_{\boldsymbol{\gamma}}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{1}\right]^{-1}\left[\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{y}\right)+\mathbf{t}_{1}\right] } \\
= & {\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{-1}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}+\left\|\mathbf{T}_{1}\right\|_{\infty}\right)\right]\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}} \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}+\left\|\mathbf{t}_{1}\right\|_{\infty}\right)\right] } \\
= & \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}+\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right) .
\end{aligned}
$$

Since by assumption $\left\|\mathbf{d}_{n}\right\|_{\infty}=o_{p}\left(n^{-1}\right)$ we have $\boldsymbol{\mu}_{\gamma}^{(t)}$ as stated. Using equations (23), (24) and (34) we have

$$
\begin{aligned}
\boldsymbol{\Sigma}_{-\gamma,-\boldsymbol{\gamma}}^{(t)}=[ & \sigma_{\beta}^{-2} \mathbf{I}+\tau^{(t-1)}\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma}\right) \odot\left(n \boldsymbol{\Omega}_{-\gamma}^{(t)}\right) \\
& \left.-n \mathbf{T}_{4}\left\{\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{2}\right\}^{-1} \mathbf{T}_{4}^{T}\right]^{-1}
\end{aligned}
$$

From Equation (32) and Result 6, we can show that $\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{2}=\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}+$ $\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)$ and $\mathbf{T}_{4}=\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)$. Using the continuous mapping theorem we find that

$$
\begin{aligned}
& \tau^{(t-1)}\left(n^{-1} \mathbf{X}_{-\boldsymbol{\gamma}}^{T} \mathbf{X}_{-\boldsymbol{\gamma}}\right) \odot\left(n \mathbf{\Omega}_{-\gamma}^{(t)}\right)-n \mathbf{T}_{4}\left[\left(n^{-1} \mathbf{X}_{\boldsymbol{\gamma}}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{2}\right]^{-1} \mathbf{T}_{4}^{T} \\
& = \\
& =O_{p}(1)\left[\mathbf{S}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right] \odot \mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right) \\
& \quad-n \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right] \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right) \\
& =\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) .
\end{aligned}
$$

Noting that by assumption $d_{n j}=o_{p}\left(n^{-1}\right)$ and applying the continuous mapping theorem, we obtain the result for $\boldsymbol{\Sigma}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)}$. Next, from equations (23), (29), (32) and Result 6 we obtain

$$
\begin{aligned}
\boldsymbol{\mu}_{-\boldsymbol{\gamma}}^{(t)}= & \tau^{(t-1)} \boldsymbol{\Sigma}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)}\left[\left(n \mathbf{W}_{-\boldsymbol{\gamma}}^{(t)}\right)\left(n^{-1} \mathbf{X}_{-\gamma}^{T} \mathbf{y}\right)\right. \\
& \left.\quad-n \mathbf{T}_{4}\left\{\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{2}\right\}^{-1} \mathbf{W}_{\boldsymbol{\gamma}}^{(t)}\left(n^{-1} \mathbf{X}_{\boldsymbol{\gamma}}^{T} \mathbf{y}\right)\right] \\
= & O_{p}(1)\left[\sigma_{\beta}^{2} \mathbf{I}+\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)\right] \\
& \times\left[\left[\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)\right]\left[\mathbf{S}_{-\boldsymbol{\gamma},-\boldsymbol{\gamma}} \boldsymbol{\beta}_{0,-\boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)\right]\right. \\
& \quad-n\left[\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)\right]\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right] \\
& \left.\times\left[\mathbf{I}-\mathbf{O}_{p}^{d}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right)\right]\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}} \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)\right]\right] \\
= & \mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right) .
\end{aligned}
$$

Lastly, using equations (23), (25), (32), Result 6 and by the assumption that $d_{n j}=o_{p}\left(n^{-1}\right)$ we obtain

$$
\begin{aligned}
\boldsymbol{\Sigma}_{\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)} & =-\boldsymbol{\Sigma}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{(t)} \mathbf{W}_{\gamma}^{(t)} \mathbf{X}_{\boldsymbol{\gamma}}^{T} \mathbf{X}_{-\gamma} \mathbf{W}_{-\boldsymbol{\gamma}}^{(t)}\left[\mathbf{X}_{-\gamma}^{T} \mathbf{X}_{-\gamma} \odot \mathbf{\Omega}_{-\gamma}^{(t)}+\left(\tau^{(t-1)} \sigma_{\beta}^{2}\right)^{-1} \mathbf{I}\right]^{-1} \\
& =-\left[\left(n^{-1} \mathbf{X}_{\gamma}^{T} \mathbf{X}_{\boldsymbol{\gamma}}\right)+\mathbf{T}_{1}\right]^{-1} n^{-1} \tau^{(t-1)^{-1}} \mathbf{T}_{3} \\
& =\left[\mathbf{S}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)\right]^{-1} \times \mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)
\end{aligned}
$$

After expanding the above expression and dropping appropriate lower order terms the result is proved.

Result 8. Assume (A1)-(A5) hold. If $\mathbf{w}^{(t)}$ is close to a correct model $\boldsymbol{\gamma}$ then $\tau^{(t)}=\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)$.
Proof of Result 8: In Algorithm 1 the value $\tau^{(t)}$ satisfies

$$
\begin{aligned}
\tau^{(t)}= & (2 A+n)\left[2 B+\left\|\mathbf{y}-\mathbf{X} \mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}\right\|^{2}\right. \\
& +\left(\boldsymbol{\mu}^{(t)}\right)^{T}\left[\left(\mathbf{X}^{T} \mathbf{X}\right) \odot \mathbf{W}^{(t)} \odot\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\right] \boldsymbol{\mu}^{(t)} \\
& \left.\quad+\operatorname{dof}\left(\left(\tau^{(t-1)}\right)^{-1} \sigma_{\beta}^{-2}, \mathbf{w}^{(t)}\right) / \tau^{(t-1)}\right]^{-1} \\
= & \frac{1+2 A / n}{2 B / n+T_{1}+T_{2}+T_{3}},
\end{aligned}
$$

where

$$
\begin{gathered}
T_{1}=n^{-1} \tau^{(t-1)^{-1}} \operatorname{dof}\left(\left(\tau^{(t-1)}\right)^{-1} \sigma_{\beta}^{-2}, \mathbf{w}^{(t)}\right), \quad T_{2}=n^{-1}\left\|\mathbf{y}-\mathbf{X} \mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}\right\|^{2} \\
\text { and } \quad T_{3}=\left(\boldsymbol{\mu}^{(t)}\right)^{T}\left[\mathbf{A}_{n} \odot \mathbf{W}^{(t)} \odot\left(\mathbf{I}-\mathbf{W}^{(t)}\right)\right] \boldsymbol{\mu}^{(t)}
\end{gathered}
$$

Firstly, $T_{1}=O_{p}\left(n^{-1}\right)$ follows from results 2 and 5. Secondly, using $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\varepsilon}$ we have

$$
\begin{aligned}
T_{2}= & n^{-1}\left\|\boldsymbol{\varepsilon}+\mathbf{X}\left(\mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}-\boldsymbol{\beta}_{0}\right)\right\|^{2} \\
= & n^{-1}\|\boldsymbol{\varepsilon}\|^{2}+2\left(n^{-1} \varepsilon^{T} \mathbf{X}\right)\left(\mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}-\boldsymbol{\beta}_{0}\right) \\
& \quad+\left(\mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}-\boldsymbol{\beta}_{0}\right)^{T}\left(n^{-1} \mathbf{X}^{T} \mathbf{X}\right)\left(\mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}-\boldsymbol{\beta}_{0}\right)
\end{aligned}
$$

Using Equation (32) we have $n^{-1}\|\varepsilon\|^{2}=\sigma_{0}^{2}+O_{p}\left(n^{-1 / 2}\right)$ and $n^{-1} \varepsilon^{T} \mathbf{X}=$ $\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)$ and $n^{-1} \mathbf{X}^{T} \mathbf{X}=\mathbf{S}+\mathbf{O}_{p}^{m}\left(n^{-1 / 2}\right)$. Note that from Result 7 we have $\boldsymbol{\mu}_{\boldsymbol{\gamma}}^{(t)}=\boldsymbol{\beta}_{0 \gamma}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)$ and $\boldsymbol{\mu}_{-\boldsymbol{\gamma}}^{(t)}=\mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)$. Then $\boldsymbol{\mu}^{(t)}=\boldsymbol{\beta}_{0}+\mathbf{e}_{n}$ where $\mathbf{e}_{n, \gamma}=\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right)$ and $\mathbf{e}_{n,-\gamma}=\mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)$. Lastly, by assumption

$$
\begin{aligned}
\mathbf{W}^{(t)} \boldsymbol{\mu}^{(t)}-\boldsymbol{\beta}_{0} & =\left[\begin{array}{c}
\mathbf{e}_{n, \boldsymbol{\gamma}}-\mathbf{d}_{n, \boldsymbol{\gamma}} \odot \boldsymbol{\beta}_{0, \boldsymbol{\gamma}}-\mathbf{d}_{n, \boldsymbol{\gamma}} \odot \mathbf{e}_{n, \boldsymbol{\gamma}} \\
\mathbf{d}_{n,-\boldsymbol{\gamma}} \odot \mathbf{e}_{n,-\boldsymbol{\gamma}}
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{O}_{p}^{v}\left(\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}+\left\|\mathbf{e}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right) \\
\mathbf{O}_{p}^{v}\left(\left\|\mathbf{d}_{n,-\gamma} \mathbf{e}_{n,-\boldsymbol{\gamma}}\right\|_{\infty}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{O}_{p}^{v}\left(n^{-1 / 2}+\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}\right) \\
\mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}^{2}\right)
\end{array}\right]
\end{aligned}
$$

Hence, $T_{2}=\sigma_{0}^{2}+O_{p}\left(n^{-1 / 2}+\left\|\mathbf{d}_{n, \gamma}\right\|_{\infty}+n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}^{2}\right)$. By assumption $\left\|\mathbf{d}_{n, \boldsymbol{\gamma}}\right\|_{\infty}$ and $n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}^{2}$ are of smaller order than $n^{-1 / 2}$ so $T_{2}=\sigma_{0}^{2}+O_{p}\left(n^{-1 / 2}\right)$. Next,

$$
T_{3}=\sum_{j=1}^{p}\left(n^{-1}\left\|\mathbf{x}_{j}\right\|^{2}\right)\left(w_{j}^{(t)}\left(1-w_{j}^{(t)}\right)\right)\left(\mu_{j}^{(t)}\right)^{2}
$$

Using (32) we have $n^{-1}\left\|\mathbf{x}_{j}\right\|^{2}=\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)$. Using the assumption for $w_{j}^{(t)}$ we have $w_{j}^{(t)}\left(1-w_{j}^{(t)}\right)=d_{n j}\left(1-d_{n j}\right)=O_{p}\left(d_{n j}\right)$ and from Result 7 we have $\left(\mu_{j}^{(t)}\right)^{2}=\beta_{0 j}^{2}+O_{p}\left(e_{n j}\right)$. Hence, $T_{3}=O_{p}\left(\left\|\mathbf{d}_{n}\right\|_{\infty}\right)$ and so

$$
\tau^{(t)}=\frac{1+O_{p}\left(n^{-1}\right)}{\sigma_{0}^{2}+O_{p}\left(n^{-1 / 2}\right)}=\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)
$$

We will now examine the updates for $\eta_{j}$ and $w_{j}, 1 \leq j \leq p$ defined at Line 8-9 in Algorithm 1. Note that $\mathbf{w}^{*}$ is updated one component, $w_{j}^{*}$, at a time iterating through $j=1, \ldots, p$ and in each iteration $w_{j}^{*}$ is updated using $w_{j}$. Also note that $\mathbf{w}^{(t+1)}$ is updated after $\mathbf{w}^{*}$ is completely updated. Here we will employ the notation $\gamma^{*} \subseteq \gamma$ to mean that $\gamma_{j}=\gamma_{j}^{*}$ for all $j \in \gamma^{*}$. We will now show that, provided the $\mathbf{w}^{(t)}$ is close to a correct model $\gamma$ and $\mathbf{w}^{*}$ is close to a correct model $\gamma^{*}$ such that $\gamma^{*} \subseteq \gamma$ then the next updated $\mathbf{w}^{*}$ is close to a correct model $\widetilde{\gamma}$ such that $\widetilde{\gamma} \subseteq \gamma$.

Result 9. Assume (A1)-(A6). If $\mathbf{w}^{(t)}$ and $\mathbf{w}^{*}$ are close to two correct models $\gamma$ and $\boldsymbol{\gamma}^{*}$ respectively, such that $\boldsymbol{\gamma}^{*} \subseteq \gamma$, i.e.,

$$
w_{k}^{(t)}= \begin{cases}1-d_{n k} & k \in \gamma \\ d_{n k} & k \notin \gamma\end{cases}
$$

and

$$
w_{k}^{*}=\left\{\begin{array}{ll}
1-d_{n k}^{*} & k \in \gamma^{*} \\
d_{n k}^{*} & k \notin \gamma^{*}
\end{array} \quad 1 \leq k \leq p\right.
$$

where $\left\{d_{n k}\right\}_{1 \leq k \leq p}$ and $\left\{d_{n k}^{*}\right\}_{1 \leq k \leq p}$ by Definition 1 are two sequences of positive random variables such that $n d_{n k}$ and $n d_{n k}^{*}$ are converging in probability to zero. Then if the next $\mathbf{w}^{*}$ is to update $w_{j}^{*}$, we have

$$
\eta_{j}= \begin{cases}\lambda_{n}+\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}+O_{p}\left(n^{1 / 2}\right) & j \in \gamma_{0} \\ \lambda_{n}+O_{p}(1) & j \in \gamma \text { and } j \notin \gamma_{0} \\ \lambda_{n}-\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2}+O_{p}\left(n^{1 / 2}+n^{2}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) & j \notin \gamma\end{cases}
$$

and after updating $\mathbf{w}^{*}$ with $w_{j}^{*}=w_{j}=\operatorname{expit}\left(\eta_{j}\right)$ in Algorithm 1 the $\mathbf{w}^{*}$ is close to a correct model $\widetilde{\gamma}$ where for $1 \leq k \leq p$ we have

$$
w_{k}^{*}= \begin{cases}1-\widetilde{d}_{n k} & j=k \text { and } k \in \gamma_{0} \\ \widetilde{d}_{n k} & j=k \text { and } k \notin \gamma_{0} \\ 1-d_{n k}^{*} & j \neq k \text { and } k \in \gamma^{*} \\ d_{n k}^{*} & j \neq k \text { and } k \notin \gamma^{*}\end{cases}
$$

and

$$
\widetilde{\gamma}_{k}= \begin{cases}1 & j=k \text { and } k \in \gamma_{0} \\ 0 & j=k \text { and } k \notin \gamma_{0} \\ \gamma_{k}^{*} & \text { otherwise }\end{cases}
$$

where

- $\widetilde{d}_{n j}=\exp \left[-\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}-\lambda_{n}+O_{p}\left(n^{1 / 2}\right)\right]$ if $j \in \gamma_{0}$;
- $\widetilde{d}_{n j}=O_{p}\left(\exp \left(\lambda_{n}\right)\right)$ if $j \in \gamma$ and $j \notin \gamma_{0}$; and
- $\widetilde{d}_{n j}=\exp \left[\lambda_{n}-\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2}+O_{p}\left(n^{1 / 2}+n^{2}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)\right]$ if $j \notin \gamma$.

Proof of Result 9: Consider the update $\eta_{j}$ at Line 11 in Algorithm 1. From results 7 and 8 we have that if $\mathbf{w}^{(t)}$ is close to a correct model $\gamma$ then

$$
\begin{aligned}
\boldsymbol{\mu}_{\boldsymbol{\gamma}}^{(t)} & =\boldsymbol{\beta}_{0, \boldsymbol{\gamma}}+\mathbf{O}_{p}^{v}\left(n^{-1 / 2}\right), \\
\boldsymbol{\mu}_{-\gamma}^{(t)} & =\mathbf{O}_{p}^{v}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right), \\
\boldsymbol{\Sigma}_{-\gamma,-\gamma}^{(t)} & =\sigma_{\beta}^{2} \mathbf{I}+\mathbf{O}_{p}^{m}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma},-\boldsymbol{\gamma}}^{(t)} & =\mathbf{O}_{p}^{m}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right), \\
\tau^{(t)} & =\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right) \quad \text { and } \\
\boldsymbol{\Sigma}_{\boldsymbol{\gamma}, \boldsymbol{\gamma}}^{(t)} & =\mathbf{O}_{p}^{m}\left(n^{-1}\right) .
\end{aligned}
$$

We also have the fact that $\mathbf{y}=\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\varepsilon}$. Hence,

$$
\begin{aligned}
\eta_{j}= & \lambda-\frac{1}{2} \tau^{(t)}\left(\left(\mu_{j}^{(t)}\right)^{2}+\Sigma_{j, j}^{(t)}\right)\left\|\mathbf{X}_{j}\right\|^{2} \\
& \quad+\tau^{(t)} \mathbf{X}_{j}^{T}\left[\left(\mathbf{X} \boldsymbol{\beta}_{0}+\boldsymbol{\varepsilon}\right) \mu_{j}^{(t)}-\mathbf{X}_{-j} \operatorname{diag}\left(\mathbf{w}_{-j}^{*}\right)\left(\boldsymbol{\mu}_{-j}^{(t)} \mu_{j}^{(t)}+\mathbf{\Sigma}_{-j, j}^{(t)}\right)\right] \\
=\lambda & +T_{6}-T_{7}+T_{8}-T_{9}+T_{10}
\end{aligned}
$$

where

$$
\begin{aligned}
T_{6} & =\tau^{(t)}\left\|\mathbf{X}_{j}\right\|^{2}\left(\beta_{0, j} \mu_{j}^{(t)}-\frac{1}{2}\left(\mu_{j}^{(t)}\right)^{2}\right) \\
T_{7} & =\frac{1}{2} \tau^{(t)}\left\|\mathbf{X}_{j}\right\|^{2} \Sigma_{j, j}^{(t)} \\
T_{8} & =\tau^{(t)} \mu_{j}^{(t)} \sum_{k \neq j} \mathbf{X}_{j}^{T} \mathbf{X}_{k}\left(\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}\right), \\
T_{9} & =\tau^{(t)} \sum_{k \neq j} \mathbf{X}_{j}^{T} \mathbf{X}_{k} w_{k}^{*} \Sigma_{k, j}^{(t)} \\
\text { and } \quad T_{10} & =\tau^{(t)} \mu_{j}^{(t)} \mathbf{X}_{j}^{T} \boldsymbol{\epsilon}
\end{aligned}
$$

Firstly,

- If $j \in \gamma_{0}$ then

$$
\begin{aligned}
T_{6} & =\frac{n}{2}\left[\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)\right]\left[\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right]\left[\beta_{0 j}^{2}+O_{p}\left(n^{-1 / 2}\right)\right] \\
& =\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \beta_{0 j}^{2}+O_{p}\left(n^{1 / 2}\right)
\end{aligned}
$$

- If $j \in \gamma$ and $j \notin \gamma_{0}$ then

$$
T_{6}=\frac{n}{2}\left[\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)\right]\left[\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right] O_{p}\left(n^{-1}\right)=\left|O_{p}(1)\right|
$$

- If $j \notin \gamma$ then

$$
\begin{aligned}
T_{6} & =\frac{n}{2}\left[\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)\right]\left[\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right] O_{p}\left(n^{2}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}^{2}\right) \\
& =\left|O_{p}\left(n^{3}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}^{2}\right)\right|
\end{aligned}
$$

Secondly,

- If $j \in \gamma$ then

$$
T_{7}=\frac{n}{2}\left[\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)\right]\left[\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right] O_{p}\left(n^{-1}\right)=\left|O_{p}(1)\right|
$$

- If $j \notin \gamma$ then

$$
\begin{aligned}
T_{7} & =\frac{n}{2}\left[\sigma_{0}^{-2}+O_{p}\left(n^{-1 / 2}\right)\right]\left[\mathbb{E}\left(x_{j}^{2}\right)+O_{p}\left(n^{-1 / 2}\right)\right]\left[\sigma_{\beta}^{2}+O_{p}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)\right] \\
& =\frac{n}{2} \sigma_{0}^{-2} \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2}+O_{p}\left(n^{1 / 2}+n^{2}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)
\end{aligned}
$$

Next note that since $\gamma^{*} \subseteq \gamma$ we have $\gamma_{k}=\gamma_{k}^{*}=1$ for all $k \in \gamma^{*}$ so that if $k \in \gamma^{*}$ then $k \in \gamma$ and the consequently the combination $k \in \gamma^{*}$ then $k \notin \gamma$ is not possible.

Next consider $\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}$.

- If $k \in \gamma$ and $k \in \gamma^{*}$ then

$$
\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}=\beta_{0, k}-\left(1-d_{n k}^{*}\right)\left(\beta_{0, k}+O_{p}\left(n^{-1 / 2}\right)\right)=O_{p}\left(n^{-1 / 2}\right) .
$$

- If $k \in \gamma$ and $k \notin \gamma^{*}$ then

$$
\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}=\beta_{0, k}-d_{n k}^{*}\left(\beta_{0, k}+O_{p}\left(n^{-1 / 2}\right)\right)=O_{p}\left(d_{n k}^{*} n^{-1 / 2}\right) .
$$

- If $k \notin \boldsymbol{\gamma}$ and $k \notin \gamma^{*}$ then

$$
\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}=\beta_{0, k}-d_{n k}^{*} O_{p}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)=O_{p}\left(n d_{n k}^{*}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) .
$$

noting that if $k \notin \boldsymbol{\gamma}$ or if $k \notin \boldsymbol{\gamma}^{*}$ then $\beta_{0, k}=0$ (since both $\boldsymbol{\gamma}$ and $\boldsymbol{\gamma}^{*}$ are correct models). Hence,

$$
\begin{aligned}
\sum_{k \neq j} & \mathbf{X}_{j}^{T} \mathbf{X}_{k}\left(\beta_{0, k}-w_{k}^{*} \mu_{k}^{(t)}\right) \\
& =n\left[\mathbb{E}\left(x_{j} x_{k}\right)+O_{p}\left(n^{-1 / 2}\right)\right] O_{p}\left(n^{-1 / 2}\right) \\
& =O_{p}\left(n^{1 / 2}\right) .
\end{aligned}
$$

The second line follows from the assumption that $d_{n j}=o_{p}\left(n^{-1}\right)$ and $d_{n j}^{*}=$ $o_{p}\left(n^{-1}\right)$ for all $j$ so that $O_{p}\left(n^{2} d_{n k}^{*}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)=o_{p}(1)$. Hence,

$$
T_{8}= \begin{cases}O_{p}\left(n^{1 / 2}\right) & j \in \gamma_{0} \\ O_{p}(1) & j \in \gamma, j \notin \gamma_{0} \\ O_{p}\left(n^{\left.3 / 2\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)}\right. & j \notin \gamma .\end{cases}
$$

Next consider $w_{k}^{*} \Sigma_{k, j}$.

- If $j \in \gamma, k \in \gamma$ and $k \in \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=\left(1-d_{n k}^{*}\right) O_{p}\left(n^{-1}\right)=O_{p}\left(n^{-1}\right) .
$$

- If $j \in \gamma, k \in \gamma$ and $k \notin \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=O_{p}\left(d_{n k}^{*} n^{-1}\right)=o_{p}\left(n^{-2}\right) .
$$

- If $j \in \gamma, k \notin \gamma$ and $k \notin \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=O_{p}\left(d_{n k}^{*}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)=o_{p}\left(n^{-2}\right) .
$$

- If $j \notin \gamma, k \in \gamma$ and $k \in \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=\left(1-d_{n k}^{*}\right) O_{p}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)=O_{p}\left(\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) .
$$

- If $j \notin \boldsymbol{\gamma}, k \in \boldsymbol{\gamma}$ and $k \notin \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=O_{p}\left(d_{n k}^{*}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) .
$$

- If $j \notin \gamma, k \notin \gamma$ and $k \notin \gamma^{*}$ then

$$
w_{k}^{*} \Sigma_{k, j}=d_{n k}^{*}\left(\sigma_{\beta}^{2}+O_{p}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right)\right)=O_{p}\left(d_{n k}^{*}\right)
$$

Hence,

$$
T_{9}= \begin{cases}O_{p}(1) & j \in \gamma \\ o_{p}(1) & j \notin \gamma\end{cases}
$$

Finally by noting that $\mathbf{X}_{j}$ is independent to $\boldsymbol{\epsilon}$, we have

$$
T_{10}= \begin{cases}\left(\beta_{0, k}+O_{p}\left(n^{-1 / 2}\right)\right) O_{p}\left(n^{1 / 2}\right)=O_{p}\left(n^{1 / 2}\right) & j \in \gamma \text { and } j \in \gamma_{0} \\ O_{p}\left(n^{-1 / 2}\right) O_{p}\left(n^{1 / 2}\right)=O_{p}(1) & j \in \gamma \text { and } j \notin \gamma_{0} \\ O_{p}\left(n\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) O_{p}\left(n^{1 / 2}\right)=O_{p}\left(n^{3 / 2}\left\|\mathbf{d}_{n,-\gamma}\right\|_{\infty}\right) & j \notin \gamma\end{cases}
$$

From $T_{6}, T_{7}, T_{8}, T_{9}$ and $T_{10}$ we obtain the expression for $\eta_{j}^{*}$ in the result. From Lemma 1 we have

$$
w_{k}^{*}= \begin{cases}1-\widetilde{d}_{n k} & k \in \gamma_{0} \\ \widetilde{d}_{n k} & k \notin \gamma_{0}\end{cases}
$$

where all possible $\widetilde{d}_{n j}$ are specified in the result.
Now note that

- If $\lambda_{n}>0$ and $\lambda_{n} \rightarrow \infty$ as $n \rightarrow \infty$ then $w_{j}^{*}$ defined in Algorithm 1 will converge in probability to 1 .
- If $\lambda_{n}$ is $O_{p}(1)$ then $d_{n j}$ will converge to zero at a faster rate than required for $j \in \gamma_{0}$, for $j \notin \gamma_{0}$ the value $w_{j}^{*}$ will be $O_{p}(1)$.
- If $\lambda_{n}<0$ and $\lambda_{n} / n \rightarrow \kappa$ for some constant $\kappa$ then $w_{j}^{*}$ may not converge in probability to 1 depending on the size of $\kappa$.
- If $\lambda_{n}<0$ and $\lambda_{n}$ grows at a faster rate than $O_{p}(n)$ then $w_{j}^{*}$ will converge in probability to 0 .
- If $\lambda_{n} \rightarrow-\infty$ and $\lambda_{n} / n \rightarrow 0$ then $d_{n j}$ will converge to 0 , but for $j \notin \gamma_{0}$ the sequence $n \widetilde{d}_{n j}$ may not converge in probability to zero.
Thus, we require $\lambda_{n} \rightarrow-\infty, \lambda_{n} / n \rightarrow 0$ and $n \operatorname{expit}\left(\lambda_{n}\right)=n \rho_{n} \rightarrow 0$. These are the conditions specified by Assumption (A6). Thus, under Assumption (A6) the vector $\mathbf{w}^{*}$ will be close to the model $\widetilde{\gamma}$.

Proof of Main Result 2: If $w_{j}^{(1)}=1$ for $1 \leq j \leq p$ and assumptions (A1)-(A6) hold then $\mathbf{w}^{(1)}=\mathbf{1}$ corresponds to a correct model $\gamma=\mathbf{1}$ and results $7-8$ hold with $d_{n j}=0$ for $1 \leq j \leq p$. Applying Result 9 repeatedly over indexes $1 \leq j \leq p$ obtains the result for $\mathbf{w}^{(2)}$ with the sequence $d_{n j}=0$ for $1 \leq j \leq p$ where the convergence rate of $n d_{n j}$ being satisfied. Hence, equations (10) and (11) are proved. We can then apply results $7-8$ to prove Equation (12). We now note that the term $n^{2} \operatorname{expit}\left(\lambda_{n}\right)$ is $o_{p}(n)$ or smaller by Assumption (A6). However, by Assumption (A6) this term and $\lambda_{n}$ in $w_{j}^{(3)}$ with $j \notin \gamma_{0}$ are dominated by $-n \mathbb{E}\left(x_{j}^{2}\right) \sigma_{\beta}^{2} / 2 \sigma_{0}^{2}$. Thus, we have $w_{j}^{(3)}=1-d_{n j}$ for $j \in \gamma_{0}$ and $w_{j}^{(3)}=d_{n j}$ for
$j \notin \gamma_{0}$ where $d_{n j}$ are sequences of random variables with $n^{2} d_{n j}$ converging in probability to zero. Thus, after applying Results $6-8$ repeatedly over indexes $1 \leq j \leq p$ the equations (14) and (15) are proved for $t=3$. However, these results give rise to the same conditions for $t=4$ as those required for $t=3$. Thus, we can continue applying Results 6-8 recursively to prove the Main Result 2 for all $t$.

## Appendix C: Deriviation of Algorithm 3

The $q$-densities corresponding to Algorithm 3 are:

$$
\begin{aligned}
q(\boldsymbol{\beta}) & \propto \exp \left[\mathbb{E}_{-q(\boldsymbol{\beta})}\left\{\sum_{i=1}^{n}-\frac{a_{i}}{2 \sigma^{2}}\left\|y_{i}-\mathbf{x}_{i}^{T} \boldsymbol{\Gamma} \boldsymbol{\beta}\right\|^{2}-\frac{\|\boldsymbol{\beta}\|^{2}}{2 \sigma_{\beta}^{2}}\right\}\right] \\
& \propto \exp \left[\mathbb{E}_{-q(\boldsymbol{\beta})}\left\{-\frac{1}{2 \sigma^{2}}(\mathbf{y}-\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta})^{T} \operatorname{diag}(\mathbf{a})(\mathbf{y}-\mathbf{X} \boldsymbol{\Gamma} \boldsymbol{\beta})-\frac{\|\boldsymbol{\beta}\|^{2}}{2 \sigma_{\beta}^{2}}\right\}\right] \\
& =\mathrm{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma}),
\end{aligned}
$$

where $\boldsymbol{\Sigma}=\left(\tau\left(\mathbf{X}^{T} \widetilde{\mathbf{A}} \mathbf{X}\right) \odot \boldsymbol{\Omega}+\tau_{\beta} \mathbf{I}\right)^{-1}, \boldsymbol{\mu}=\tau \boldsymbol{\Sigma} \mathbf{W} \mathbf{X}^{T} \widetilde{\mathbf{A}} \mathbf{y}, \mathbf{w}=\mathbb{E}_{q} \boldsymbol{\gamma}, \mathbf{W}=\operatorname{diag}(\mathbf{w})$, $\boldsymbol{\Omega}=\mathbf{w} \mathbf{w}^{T}+\mathbf{W} \odot(\mathbf{I}-\mathbf{W}), \tau=\mathbb{E}_{q}\left(1 / \sigma^{2}\right), \tau_{\beta}=\sigma_{\beta}^{-2}$ and $\widetilde{\mathbf{A}}=\mathbb{E}_{q} \operatorname{diag}(\mathbf{a})$. Similarly, we have

$$
\begin{aligned}
q\left(\sigma^{2}\right) \propto \exp & {\left[\mathbb { E } _ { - q ( \sigma ^ { 2 } ) } \left\{-\frac{1}{2 \sigma^{2}}(\mathbf{y}-\mathbf{X \Gamma} \boldsymbol{\beta})^{T} \operatorname{diag}(\mathbf{a})(\mathbf{y}-\mathbf{X \Gamma} \boldsymbol{\beta})\right.\right.} \\
- & \left.\left.\frac{n}{2} \log \sigma^{2}-(A+1) \log \sigma^{2}-\frac{B}{\sigma^{2}}\right\}\right]
\end{aligned}
$$

Hence, $q\left(\sigma^{2}\right)=\operatorname{Inverse-Gamma}\left(A+\frac{n}{2}, s\right)$, where

$$
s=B+\frac{1}{2}\left[\mathbf{y}^{T} \widetilde{\mathbf{A}} \mathbf{y}-2 \mathbf{y}^{T} \widetilde{\mathbf{A}} \mathbf{X} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left(\left(\mathbf{X}^{T} \tilde{\mathbf{A}} \mathbf{X} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)\right)\right]
$$

Next noting that $\gamma_{j}=\gamma_{j}^{2}$ as $\gamma_{j} \in\{0,1\}$, the optimal $q\left(\gamma_{j}\right), 1 \leq j \leq p$, takes the form

$$
q\left(\gamma_{j}\right) \propto \exp \left[\gamma_{j} \mathbb{E}_{-q_{3 j}}\left\{\lambda+\frac{\beta_{j}}{\sigma^{2}} \mathbf{X}_{j}^{T} \widetilde{\mathbf{A}}\left(\mathbf{y}-\mathbf{X}_{-j} \mathbf{W}_{-j} \boldsymbol{\beta}_{-j}\right)-\frac{\beta_{j}^{2}}{2 \sigma^{2}} \mathbf{X}_{j}^{T} \widetilde{\mathbf{A}} \mathbf{X}_{j}\right\}\right]
$$

Hence, $q\left(\gamma_{j}\right)=\operatorname{Bern}\left(w_{j}\right)$, where $w_{i}=\operatorname{expit}\left(\eta_{j}\right)$ and

$$
\eta_{j}=\lambda-\frac{1}{2} \tau \mathbf{X}_{j}^{T} \widetilde{\mathbf{A}} \mathbf{X}_{j}\left(\mu_{j}^{2}+\Sigma_{j j}\right)+\tau \mathbf{X}_{j}^{T} \widetilde{\mathbf{A}}\left[\mathbf{y} \mu_{j}-\mathbf{X}_{-j} \mathbf{W}_{-j}\left(\boldsymbol{\mu}_{-j} \mu_{j}+\boldsymbol{\Sigma}_{-j, j}\right)\right]
$$

Next, we have

$$
\begin{aligned}
q\left(a_{j}\right) & \propto \exp \left[\mathbb{E}_{-q\left(a_{j}\right)}\left\{\frac{1}{2} \log a_{j}-\frac{a_{j}}{2 \sigma^{2}}\left\|y_{j}-\mathbf{x}_{j}^{T} \boldsymbol{\Gamma} \boldsymbol{\beta}\right\|^{2}-2 \log a_{j}-\frac{1}{2 a_{j}}\right\}\right] \\
& \propto \exp \left[-\frac{3}{2} \log a_{j}-\frac{a_{j}}{2} \mathbb{E}_{q} \frac{1}{\sigma^{2}}\left\|y_{j}-\mathbf{x}_{j}^{T} \boldsymbol{\Gamma} \boldsymbol{\beta}\right\|^{2}-\frac{1}{2 a_{j}}\right] \\
& =\text { Inverse-Gaussian }\left(\widetilde{A}_{j}, 1\right)
\end{aligned}
$$

where

$$
\begin{aligned}
\widetilde{A}_{j} & =\left(\mathbb{E}_{q} \frac{1}{\sigma^{2}}\left\|y_{j}-\mathbf{x}_{j}^{T} \boldsymbol{\Gamma} \boldsymbol{\beta}\right\|^{2}\right)^{-1 / 2} \\
& =\tau^{-1 / 2}\left[y_{j}^{2}-2 y_{j} \mathbf{x}_{j}^{T} \mathbf{W} \boldsymbol{\mu}+\operatorname{tr}\left(\left(\mathbf{x}_{j} \mathbf{x}_{j}^{T} \odot \boldsymbol{\Omega}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{T}+\boldsymbol{\Sigma}\right)\right)\right]^{-1 / 2}
\end{aligned}
$$
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