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Abstract

We consider the spatial A-Fleming-Viot process model for frequencies of genetic
types in a population living in R¢, with two types of individuals (0 and 1) and natural
selection favouring individuals of type 1. We first prove that the model is well-defined
and provide a measure-valued dual process encoding the locations of the “potential
ancestors” of a sample taken from such a population, in the same spirit as the dual
process for the SLFV without natural selection [7]. We then consider two cases, one
in which the dynamics of the process are driven by purely “local” events (that is,
reproduction events of bounded radii) and one incorporating large-scale extinction-
recolonisation events whose radii have a polynomial tail distribution. In both cases,
we consider a sequence of spatial A-Fleming-Viot processes indexed by n, and we
assume that the fraction of individuals replaced during a reproduction event and
the relative frequency of events during which natural selection acts tend to 0 as
n tends to infinity. We choose the decay of these parameters in such a way that
when reproduction is only local, the measure-valued process describing the local
frequencies of the less favoured type converges in distribution to a (measure-valued)
solution to the stochastic Fisher-KPP equation in one dimension, and to a (measure-
valued) solution to the deterministic Fisher-KPP equation in more than one dimension.
When large-scale extinction-recolonisation events occur, the sequence of processes
converges instead to the solution to the analogous equation in which the Laplacian
is replaced by a fractional Laplacian (again, noise can be retained in the limit only
in one spatial dimension). We also consider the process of “potential ancestors” of a
sample of individuals taken from these populations, which we see as (the empirical
distribution of) a system of branching and coalescing symmetric jump processes. We
show their convergence in distribution towards a system of Brownian or stable motions
which branch at some finite rate. In one dimension, in the limit, pairs of particles also
coalesce at a rate proportional to their collision local time. In contrast to previous
proofs of scaling limits for the spatial A-Fleming-Viot process, here the convergence
of the more complex forwards in time processes is used to prove the convergence of
the dual process of potential ancestries.
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1 Introduction

The principal aim of mathematical population genetics is to understand the influence
of the different forces of evolution that act on a population, and the interactions be-
tween them, in shaping the patterns of genetic diversity that we see in the present-day
population. One important aspect of this is the interplay between spatial structure
of the population and the intrinsic randomness due to reproduction in a finite popula-
tion (known as genetic drift). This is particularly mathematically challenging in one of
the most biologically important situations, when the population is distributed across a
two-dimensional spatial continuum. The obstructions to producing a mathematically
consistent and analytically tractable model in this setting were highlighted in [23] and
dubbed “the pain in the torus”. The spatial A-Fleming-Viot process (SLFV), introduced
in [7, 15], provides one route to overcoming those obstructions, and its relatively sim-
ple mathematical structure makes it a powerful tool for investigating genetic diversity
in spatially structured populations. In fact, it is not so much a process as a general
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framework for modelling frequencies of different genetic types in populations which
evolve in a spatial continuum. For example, it is readily adapted to include things like
the large-scale extinction/recolonisation events which have dominated the demographic
history of many species. In this paper, we shall be interested in an extension of this
measure-valued process in which some individuals have higher reproductive success
than others, modelling the evolution of a spatially structured population subject to
natural selection.

Variants of the SLFV that incorporate forms of natural selection already appear
in a number of studies [6, 17, 18, 19, 25], but without a detailed discussion of the
construction of the stochastic processes, or whether they are well-defined when the
geographic space in which the population evolves is infinite. Our first contribution is to
formulate and construct an SLFV with natural selection. The methods that we employ
can be readily adapted to capture all of the forms of selection considered to date, and
indeed the form of selection considered here contains many of them as special cases.

We shall then turn to using our model to study the interaction between natural selec-
tion, spatial structure, and genetic drift. In particular, we are interested in identifying
the spatial and temporal scales over which one can expect to see a non-trivial signature
of the interaction between these forces. More precisely, we investigate rescaling limits
of the model which capture the resultant patterns of genetic diversity over large spatial
and temporal scales. In particular, our second contribution is to find suitable scalings
of time, space and of the strength of selection for which, in the limit as the scaling
parameter n tends to infinity, we recover the Fisher-KPP equation [24, 32] and, in one
spatial dimension, its stochastic counterpart. In the presence of large-scale demographic
events, the appropriate rescalings are different and lead to analogous equations with the
Laplacian replaced by the fractional Laplacian, but, intriguingly, no other trace of the
large-scale events survives. The limits obtained here assume that the local population
densities are high, thus complementing results of [18, 19] which address the interaction
of natural selection and genetic drift when local population densities are small.

The Fisher-KPP equation

o2
Op = ?Aersp(lfp) (1.1)

was introduced independently by Fisher [24], specifically to model the spread of an ad-
vantageous gene through a spatially distributed population, and Kolomogorov, Petrovsky
& Piskunov [32], who also highlighted the applications to biology. Fisher considered a
population living in a one-dimensional space, whereas Kolmogorov et al. worked in two
dimensions (although they then assumed that the distribution of types was independent
of the second coordinate, thus reducing it to the one-dimensional case). The equation
has been extensively studied (and extended in many ways), and is now a standard model
of invasion in biology. A major focus of work has been on the travelling wave solutions.
When the motion of individuals or genes is not local but has a heavy-tailed distribution,
one replaces the Laplacian in (1.1) by a fractional Laplacian —(—A)®. This, notably,
modifies the speed of the travelling wave solutions, which is constant in the diffusive
case and increases exponentially in the fractional case; see [14] and references therein.

To take into account the stochasticity inherent in reproduction in a finite population,
in one dimension one can add a noise term of the form

to the right hand side of (1.1), where W is a space-time white noise. This yields the
natural continuous space analogue of the classical stepping-stone model of population
genetics, introduced without selection in [31], and studied in more generality in, for
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example, [47]. The (continuous space) stochastic Fisher-KPP equation can be obtained
from the discrete space counterpart through rescaling (cf. [5], where the case without
selection is treated) and was also obtained as the limit (over appropriate large spatial
and temporal scales) of a family of long-range contact processes in [39]. It has been the
object of intensive study, with the perturbations of solutions due to the noise when ¢ is
very small receiving particular attention, e.g. [13, 37, 38] and a huge body of closely
related work inspired by work of Brunet, Derrida and coworkers, e.g. [4]. Our results
here provide the parameter regimes under which the SLFV with selection can be thought
of as a noisy perturbation of the Fisher-KPP equation. Crucially, they apply in two or
more spatial dimensions, where the stochastic PDE has no solution. In particular, the
rescaled process M" introduced in Section 1.3 of this work provides a tractable analogue
in dimension d > 2 to the one-dimensional stochastic Fisher-KPP equation with small
noise when n is large.

1.1 The spatial A-Fleming-Viot process with selection

The main innovation in the SLFV is that reproduction in the population is based on a
Poisson point process of events, rather than on individuals. It is this which overcomes
the pain in the torus. This is discussed in detail in [7] and so we do not repeat the
motivation here. Each event determines the region of space in which reproduction (or
extinction/recolonisation) will take place and an impact u. As a result of the event, a
proportion u of the individuals living in the region is replaced by offspring of a parent
chosen from the population immediately before the event (a precise definition of the
process is given below). The Poisson structure renders the process particularly amenable
to analytic study. In the neutral setting, which has been studied rather extensively (see
[8] for a somewhat out of date review), the parent is chosen uniformly at random from
the affected region, irrespective of type. There are many possible ways to incorporate
natural selection. Here we shall focus on one of the simplest, but also most important, in
which in the selection of the parent, individuals are weighted according to their genetic
type.

To motivate our definition of the process with (fecundity) selection, suppose that
there are two possible types in the population, which we shall denote by 0 and 1. In
order to give a slight selective advantage to type 1, we fix a selection coefficient s > (
and suppose that, when an event falls, if the proportion of type 0 individuals in the
affected region immediately before the event is w, then the probability of picking a
type 0 parent is p(w, s) = w/(1 + s(1 — w)). In other words, in the choice of the parent
we give a weight 1 to type 0 individuals, and a weight 1 + s > 1 to type 1 individuals,
so that the probability of picking a parent of type 0 is @w/(w + (1 + s)(1 — w)) = p(w, ).
Typically one is interested in weak selection, so that s < 1 and, in this case, we can
estimate this probability by (1 — s)w + sw?. Here again we reap the benefit of the Poisson
structure of events: we can think of events as being of one of two types. A proportion
(1 — s) of events are “neutral”: the parent is selected exactly as in the neutral setting
and has probability w of being of type 0. On the other hand, a proportion s of events
are “selective” and then the probability of a type 0 parent is w?. One way to achieve
this is to dictate that at selective events we choose two potential parents, independently,
and only if both are type 0 will the offspring be type 0. The Poisson structure allows us
to view neutral and selective events as being driven by independent Poisson processes.
This approach exactly parallels that usually adopted to incorporate genic selection into
the classical Moran model of population genetics (see, e.g., Definition 5.6 in [16]). Of
course there are many ways to modify the selection mechanism. For example, as in
Definition 1.3 below, we can allow both the distribution of the size of the region affected
and of the impact to differ between selective and neutral events, or we can consider
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density dependent selection, in which the fitness of an individual depends on the local
distribution of genetic types, e.g. [17].

Let us turn to a precise definition. All the random objects in this section are defined
on some probability space (2, F, P).

First we describe the state space of the process, borrowing some results from [49] in
the special case in which the compact space of possible genetic types is K = {0,1}. We
suppose that the population evolves in R¢ (although the space of geographical locations
could equally, for example, be taken to be some subset of R?, or a d-dimensional torus).
At each time ¢, the population is represented by a measure M, on R? x K whose first
marginal is Lebesgue measure on R?. As in the neutral setting, this corresponds to
assuming that individuals are uniformly distributed over R¢ and for any measurable
subset E of R? and x € {0, 1}, Vol(E)~'M;(E x {k}) gives the proportion of individuals
of type « in E. The space

MA::{M measure on R? x {0,1}: Vf € C.(R?), /

f(@M(dz,dr) = | fla)de}
JRIx{0,1} R4

(1.2)
of such measures is equipped with the topology of vague convergence, which makes it
a compact set (cf. Lemma 1.1 in [49]). Here CC(]Rd) denotes the space of all compactly
supported continuous functions on R4, A standard decomposition theorem (see e.g. [29],
p. 561) gives us the existence of a measurable mapping w; : R? — [0, 1] such that

My(dz,dr) = (wi(z)do(dr) + (1 — we(2))d1 (dk)) d. (1.3)

Morally, w;(z) represents the local fraction of individuals of type 0 at site € R? at time
t, and we abuse notation and call it the “density” of M. Note that w; is defined up to a
Lebesgue null set, that is two mappings w; and w; will be equivalent if and only if

Vol({z € R? : wy(x) # wy(x)}) = 0.

In what follows, w; will denote any representative of the equivalence class of densities
for M;. We shall thus equally speak of M; or w;, depending on what makes the notation
more fluid. However, it should be understood that the object of interest in all our results
is the measure-valued evolution (M;);>o.

For every f € C,(R%) and every ' € C'(R) (the space of all continuously differen-
tiable functions on R), let us set

(w, f) = /Rd w(z) f(z)dx (1.4)

and let us define the function ¥ ; on M) by

W (M) = F(w, f)) = F( / f(m)ﬂ{O}m)M(dx,dm))? 1.5)

dx{0,1}

where w is any representative of the density of M. These functions will prove particularly
useful for the following reason.

Lemma 1.1. The set of functions of the form Vr;, F € C1(R) and f € C.(RY), is dense
in C(M) for the supremum norm topology.

Proof of Lemma 1.1. Since we endow M with the topology of vague convergence, the
set of all functions of the form

M~ G (/ @(x,ﬁ)M(dx,dn)) , (1.6)
R4x{0,1}
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with G € C1(R) and ¢ € C.(R? x {0,1}) is dense in C(M,). But if w is a representative
of the density of M, we can write

/lex{0,1} iz, k)M (dx, dr) = /Rd o(z,0)w(x)dr + / oz, 1)(1 — w(x))dx

R4

=/ (p(z,0) — w(m,l))w(m)dm—&—/ oz, 1)dz,
Rd

R4

and so the mapping (1.6) can be rewritten in the form F({w, f}), with
Fo) =6 (u+ [ wleis)  and o) = p(o0) — gl 1),

By construction, in the above we have F' € C'(R) and f € C.(R?). The set of functions of
the form (1.6) is thus included in the set of functions of the form (1.5) and the conclusion
follows. O

In order to gain a feeling for the process, let us first give a non-rigorous description
based on the two independent Poisson point processes of “neutral” and “selective” events
mentioned above. This intuitive idea of how the SLFV with fecundity selection should
evolve suggests a natural choice of operator £ on functions of the form (1.5), see (1.9),
and we shall show in Theorem 1.2 that for any probability measure P on M, describing
the law of the initial condition, the martingale problem for (£, P) has a unique solution
on the space of all measurable M ,-valued paths. Furthermore, this solution is a Markov
process with a.s. cadlag paths, and it has the Feller property. The SLFV with selection,
with initial distribution P, can then be defined as the unique solution to this well-posed
martingale problem (see Definition 1.3).

So first, the idea. Let u, ' be two o-finite measures on (0, c0), and let v = {v,., r > 0},
v' = {v], r > 0} be two collections of probability measures on [0, 1] such that

0 1 e 1
/ rd / uvy(du)p(dr) < co,  and / rd/ wv,(du)p' (dr) < oo. (1.7)
0 Jo Jo 0

Further, let IT"Y and IT° be two independent Poisson point processes on R x R¢ x (0, 00) x
[0, 1] with respective intensity measures dt ® dz ® pu(dr)v,(du) and dt ® de ® p/(dr)v).(dw).
Let My € M, be the (for now, deterministic) initial value of the process. The dynamics
of (My);>o are as follows. If (¢,z,r,u) € IV, a neutral event occurs at time ¢, within the
closed ball B(z,r):

1. Sample a type  according to the type distribution within B(z,r) just before the
event. That is, x = 0 with probability V,"1M;_(B(z,r) x {0}), where V, is the
volume of a d-dimensional ball of radius r; otherwise, v = 1.

2. Update the value of M; (only) within B(x,r) by setting

¢ = (1 —u)M;_ +udx ® 0.
B(z,r)x{0,1} B(z,r)x{0,1} B(z,r)

In words, at every site y € B(x,r) we keep a fraction (1 — u) of the population as it

was just before the event, and we replace the remaining fraction u by descendants

of the individual with type x chosen during the first step. These offspring all inherit

the type « of their parent. Thus, a representative of the density of M; can be taken

to be wi(y) = wi—(y) if y ¢ B(x,r), and

we(y) = (1 —w)we—(y) + ulgri—o ify € B(z,r).
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Similarly, if (¢,z,r,u) € II°, a selective event occurs at time ¢, within the closed ball
B(x,r):

1. Sample two types « and x’ independently, according to the type distribution within

B(x,r) just before the event. We interpret them as the types of two “potential”

parents.
2. Update the value of M; (only) within B(x,r) by setting

= (1 —u)M;_ d 5111)(&&"
¢ B(z,r)x{0,1} ( U) k B(z,r)x{0,1} tudr B(z,r) ® ax{rr'}

That is, the offspring are of type 0 if and only if both potential parents are of type 0.
This time, a representative of the density of M, can be taken to be w;(y) = wi—(y)
ify ¢ B(x,r), and

wt(y) = (1 - u)wt— (y) + ujl{/i:n’:O} lfy € B(x,r).

Let us now introduce the operator that will encode this dynamics. For every potential

density w: R — [0,1], z € R, r > 0 and u € [0, 1], let us define
o, (w) = 1B(z,r)eW + 1p@,m (1 —u)w + u), and

z,r,u

O, ru(w) = 1pEmew + LpEq (1 —u)w. (1.8)

These quantities will correspond to the value of the density immediately after an event
(t,z,r,u) if the offspring are of type 0 or type 1 respectively.

Assuming that the above description corresponds to a well-posed martingale problem,
we would expect the corresponding operator £ to act on functions of the form (1.5) as
follows (recall that V,. stands for the volume of a ball of radius r): for every M € M,

o) 1 1
curson= [ 7 @R w0 19)
(1= 0P ), 1)) = Fl(w. )]y, (du) ) do

W A OO N

+ (1 —wyw)F{O,,.(w), f)) = F({w, f>)} dy dz vy (du) p/ (dr) da.
Note that LU ;(M) can also be expressed without referring to the density of M:
LYp (M) (1.10)

[e%s) 1 1
= / / / / A [ﬂ{o}(ﬁ)F«M’ 1@rexiorf) + (1 —uw) (M, Lpryx (o} f)
R4 JO 0 JB(z,r)x{0,1} Vr
+“/B( . Fayda ) + 1y (R)F (M. Lo xiopd) + (1= WM, Lpe.rxi0rf))

— F((M, ]].]Rdx{o}f>>:| M(dy, dk) v,.(du) p(dr) dx

[e%s} 1 1
+/ / / / W [1{0}(ﬁ)1{0}(,€/)F<<M7 13(1,7‘)”><{0}f>
Rt Jo Jo J(B(z,r)x{0,1})2 V7
+ (- u)<M, 1B(z,r)><{0}f> + U/ f(:c’)d;c’)

B(z,r)
+ (1- Jl{o}(’f)ﬂ{O}(’f/))F((M, 1p(erexqopf) + (1 —u)(M, 1B(w,r)><{0}f>)
— F((M, Tgac (o f) ) | My, di) M (dy/, dw) v (du) 1 (dr) da,

where we have used the bracket notation for some of the integrals to ease the notation.
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Let By, [0,00) (resp., D, [0,00)) denote the space of all paths (resp., cadlag paths)
with values in M. When needed, D4, [0, ) is endowed with the standard Skorokhod
topology and the associated Borel o-field. Our first main result is the following.

Theorem 1.2. Suppose that Condition (1.7) holds. Then, for every probability measure
P on M) we have:

(7) The B, [0, 00)-martingale problem for (L, P) is well-posed. That is, there exists a
unique measurable process (M;),;>o with values in M such that M, has law P and for
every function ¥ ; of the form (1.5),

t
(‘I’F,f(Mt)—‘I’F,f(Mo)—/ ['\I/F,f(Ms)dS) (1.11)
0

t>0

is a martingale.
(t4) The process (M;);>o in (i) is a Markov process and its semigroup is Feller.
Moreover, it has cadlag paths almost surely.

We can finally define the SLFV with fecundity selection in a rigourous way, assuming
that Condition (1.7) is satisfied.

Definition 1.3 (SLFV with fecundity selection (SLFVS)). Let P be a probability measure
on M,. We call spatial A-Fleming-Viot process with fecundity selection, with initial
distribution P, the unique solution (M;);>( to the martingale problem for (L, P) obtained
in Theorem 1.2(i). In particular, by Theorem 1.2(ii), the SLFVS is a strong Markov
process with cadlag paths a.s.

The proof of Theorem 1.2, given in Section 2 to ease the exposition, proceeds as
follows. First, the result would be an obvious consequence of the Poisson point process
formulation if we had chosen a compact set E in place of R? for the geographical space
in which the population evolves, and if the intensities of the Poisson point processes
IV and I1° were finite, as then the global rate at which events fall and M; is updated
would be finite. We thus start from this simple case and take a sequence of Poisson
point processes whose intensities converge to the (possibly infinite) intensities of IV
and IT° on R x E x (0,00) x [0,1]. We then take a sequence of hypercubes growing
to R%, and construct the process (My;)¢>0 of Theorem 1.2 as a potential limit for the
corresponding processes. Uniqueness of such a limit is proved via a duality relation
between any solution to the martingale problem (1.11) and a given family of solutions to
the martingale problem satisfied by the particle system (Z,);>¢ introduced in Section 3.
This duality argument is a natural analogue of the argument guaranteeing uniqueness
of the neutral SLFV [7], for which the dual process is a system of coalescing random
walks interpreted as tracing the locations of the ancestors of individuals in a sample
from the population. In the case with selection, we shall see the dual process as a
system of branching and coalescing random walks that describes the locations of all
potential ancestors of individuals in a sample from the population modelled by (M;);>o.
The technical Condition (1.7) corresponds to Assumption 2.4 in [7] and expresses the
fact that each “ancestral lineage” is affected by an event at a finite rate.

Observe that the reproduction events encoded by the Poisson point process II° favour
the subpopulation of individuals of type 1, since during an event determined by II°,
offspring are of type 0 only if both the potential parents sampled are of type 0. Since we
only consider this particular form of selection in this paper, there should be no ambiguity
in simply calling this process the SLFV with selection, but we emphasise that, although
this is certainly one of the most natural, there are many alternative models. For example,
one could modify the construction so that one first selects a parental type and then an
impact depending on that type, or one could “kill” with differential weights (cf. [3, 26, 36]
in the non-spatial setting).
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We note that [20] describes two constructions of the SLFV. The first gives the building
blocks for the existence of an SLFV with type-dependent killing, under somewhat weaker
conditions than (1.7). The proof of existence is given (only) in the neutral case, but
uniqueness remains open. The second construction, which requires Condition (1.7),
allows for the sort of selection considered here, although, again, the actual proof of
existence is only provided in the neutral case.

1.2 A measure-valued dual process of “potential ancestors”

In this section, we first introduce a process (E;);>0 with values in the set of all finite
point measures on R?, whose evolution is driven by an independent copy of the Poisson
point processes II"V and II°. In Section 1.2.2, we state a duality relation between any
solution to the martingale problem (1.11) and the process = starting from suitable initial
distributions. This duality is the analogue of the relation between the neutral SLFV and
its “genealogical process” (see Theorem 4.2 in [7] for a general version of this relation,
and Equation (8) in [9] for the particular case of two types of individuals). This is the
content of Proposition 1.7, whose proof is deferred to Section 3 to ease the exposition.
Although the duality presented here is very reminiscent of the standard notion of duality
between two martingale problems (see [21], pp. 188-189, with a« = 8 = 0 for us), it
differs in that the natural duality function

(for every = = Zle 0., and M € M, with “density” w) suggested by classical population
genetics is not well defined (see the discussion at the beginning of Section 1.2.2). Indeed,
another representative w’ of the density of M may differ from w at some of the z;,
yielding a different value for f(M, E). Consequently, we must modify the Ethier & Kurtz
approach to duality, but Relation (1.25) stated in Proposition 1.7 will still take the same
form as Relation (4.35) in [21].

1.2.1 Definition of the dual process

In contrast with the strategy adopted in Section 1.1 to construct the SLFVS, here we
do not base the definition of the dual process on a martingale problem but, instead, we
provide an explicit construction of this finite rate jump process in Definition 1.4. In
Proposition 1.5, we show that this definition gives rise to a well-defined Markov process
which also solves a martingale problem. This will be sufficient to obtain the duality
relation stated in Proposition 1.7 and which is required to prove uniqueness of the
solution to the martingale problem for (£, P) stated in (1.11).

Let us start with some heuristics on the form and dynamics of the dual process before
formulating Definition 1.4. Recall that during a neutral event (¢, z,7,u) € II"V, a single
parental type is chosen according to the type distribution

1

- M, (dz,dr) = — (we—(2)80(dx) + (1 — wp ()51 (dr)) dz
r J B(z,r)

Vi B(z,r)

in B(x,r) at time t—. Although, strictly speaking, the density w;_ is only defined up to
a Lebesgue null set (and so for a given z the value of w;_(z) may differ between two
representatives of the density of M;_), this sampling can informally be seen as picking a
spatial location z uniformly at random within B(z, ), and then choosing a parent from
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the population at z immediately before the event. Thus the parent is of type 0 with
probability w;_(z), or 1 with probability 1 — w;_(z). Similarly, the independent sampling
of two types within B(z,r) during a selective event can be interpreted as choosing
two locations z and 2’ independently and uniformly at random within B(z,r), and then
potential parental types according to the type distributions at z and 2’ just before the
event.

Suppose now that we sample k € IN individuals at some locations z1,...,z; € R? at
time 0, “the present”, assuming that the population has been evolving for some very
large time (that we do not specify). We want to trace back the locations of the “ancestors”
of the individuals in the sample: that is, we want to go back into the past and describe
at every earlier time ¢ the set of locations in R? from which the collection of types seen
in our sample may have originated. To motivate the introduction of the process (Z;);>0
below, let us first analyse from a genealogical perspective what happens during each
reproduction event. If the event is neutral (i.e., belongs to TIV), when an ancestor finds
itself in the region affected by the event just after the latter has occurred, the probability
that it belongs to the fraction u of the local population replaced during the event is
precisely u. In this case, the “parent” of this ancestor was the “individual” whose type
was chosen to be the one reproduced during the event, and as expounded above, the
location of this “parent” is uniformly distributed over the affected area. Consequently,
precisely at the time of this event in the past, the ancestral lineage corresponding to
the ancestor found in this area jumps onto the location of the “parent”. On the other
hand, if (with probability 1 — u) the ancestor does not belong to the fraction replaced, it
is not an offspring of the “parent” and its ancestral lineage is not affected by the event
(i.e., it remains at the same spatial location). Finally, if there is more than one ancestor
in this area, each of them belongs to the fraction of the population just replaced with
probability v independently of each other, and the ancestral lineages of all those (and
only those) who lie in this “offspring” population merge into a single ancestral lineage
located at the position of the “parent”. Note that this procedure is independent of the
type of the “parent”. During a selective event (i.e., belonging to II°), this can no longer
be the case; since we only follow the spatial locations from which the sampled types
originate, and not their types, we are unable to decide which of the two “potential”
parents is the true parent of the event. Instead we follow the locations of all “potential”
ancestors. More precisely, as in a neutral event, every ancestor present in the area
of the event just after it occurred belongs to the fraction of the local population just
replaced with probability u, independently of each other. At the time of the event in the
past, the ancestral lineages corresponding to the ancestors who belong to the “offspring”
population merge, since they all have the same “parent”. However, we do not know a
priori from which of the two potential “parents” they inherit their types and so the new
ancestral lineage instantly splits into two potential lineages, starting from the positions
of the two potential “parents”, independently and uniformly distributed over the area
covered by the event. This parallels the construction of the ancestral selection graph
and its duality relation with the Wright-Fisher diffusion with selection in the case of a
panmictic population [33, 40]. We shall sometimes use this informal description to see
our dual process as a system of branching and coalescing jump processes, although
this interpretation will appear much clearer when we describe the limiting “ancestral”
processes that arise in the regimes of parameters on which we focus in Theorems 1.13
and 1.16.

We now give a formal definition of the process (E;);>0 which will keep track of the
locations of the potential ancestors of a sample taken from the current state of the
population. To this end, observe that the time-reversed point processes

ﬁi = {(—t,x,nu) D (b, u) € Hi}, i€ {N,S}, (1.12)
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also form two independent Poisson point processes on R x R? x (0, 00) x [0, 1] with the
same intensity measures as the corresponding forwards in time processes. The way in
which events happen in both directions of time is thus the same in distribution. Hence,
let IV and II° be independent copies of II"V and IT° respectively, defined on another
probability space (2, 7', P) (and so is the process = introduced below).

Let M, (R?) denote the set of all finite point measures on R?¢, which we endow with
the topology of weak convergence. The process (Z;);>o will take its values in /\/lp(le):
each atom of =; will represent the location of a potential ancestor ¢ units of time in the
past.

Definition 1.4. Let =° be an M, (R%)-valued random variable, and let us define the
process (Z;):>o with initial value =0 as follows. We set =, = Z° and, for convenience, at
every time t > 0 we write

Ny
i=1

where N; = Et(]Rd) and some of the 5;’ may be identical (by Lemma 2.3 in [28], the
elements of this decomposition are measurable functions of =;). Note that the ordering
by 1,..., N, of the atoms is arbitrary and will play no role in the updating of =;.

Then:

For every (t,z,r,u) € IIV:

1. To each ¢} € B(x,r), we independently give a mark with probability u, or not with
probability 1 — u;

2. If at least one atom fff is marked, to form Z; we remove all the marked atoms from
=;_ and we add a Dirac mass at a location which is drawn uniformly at random
from within B(z,r).

For every (t,z,r,u) € II5;

1. To each ¢} € B(x,r), we independently give a mark with probability u, or not with
probability 1 — u;

2. If at least one atom ff_ is marked, to form Z; we remove all the marked atoms from
= and we add two Dirac masses at locations which are drawn independently and
uniformly from within B(x,r).

In both cases, if no particles in =, are marked, then nothing happens.

Note that the point measure =; always has at least one atom (unless =y = 0), since
any removal is accompanied by the insertion of at least one new atom.

Before stating the result showing that this definition gives rise to a well-defined
Markov process, let us introduce the operator G which will turn out to be the extended
generator of (£;);>¢ (i.e., the operator on which the martingale problem satisfied by Z is
based). Let Cl}(IR) denote the set of all functions on R which are bounded, of class C*
and whose first derivatives are bounded. Let also B,(R?) denote the set of all bounded
measurable functions on RY. For every F' € C}(R) and f € By(R?), we define the function
‘I)F7f by

Pp(E) = F{E ), VE € M,(RY), (1.13)
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where (=, f) = [ f(z)Z(dz). Finally, we define the function G®5 ; as follows. For every
= Yiey 0n € My(RY),

fe%s) 1 1 -
gq)F’f(E)::// // A DR O (1.14)
R4 JO 0 JB(x,r) Vr DCI, .(2)
|D[>1

X (F((E =3 )+ f(z)) - F((E f)))] dzvy (du) p(dr)da

€D
Dg]m,r(E)

LT
R4 JO 0 JB(z,r)? ‘/7“2
|D|>1

< (P = fo)+ )+ 1) - F (= f>)>] =0/ (du)p (dr) e,

i€D

Y WPl - )l @\D

where
L,(E)={ie{l,...,l} : z; € B(z,7)} (1.15)

is the set of atoms of Z sitting in the closed ball B(x,r) and by convention, the sum over
D cC I, ,(2),|D| > 1issetto0if I, ,(Z) is empty. Note again that by Lemma 2.3 in [28],
the elements [, z4, ..., z; of the decomposition of = are measurable functions of =, and
so the mapping G®r ; is a well-defined measurable function on M, (R%).

Proposition 1.5. The process (Z;):>o of Definition 1.4 is a well-defined Markov jump
process with values in M, (R?). In addition, if there exists K > 0 such that P[Z°(R%) <
K] =1, then for every F € CL(R) and f € B,(R¢%), the process

t
(‘I’F,f(Et)—q’F,f(Eo)—/ Q<I>F,f(Es)dS) (1.16)
0

t>0

is a martingale.

Proof of Proposition 1.5. Let us first argue that the process (Z,);>o of Definition 1.4 is
well defined for all time ¢ > 0. Let us focus on a given atom in =; (for some ¢ > 0), say at
z € R?. Since it is affected by a reproduction event only if it lies in the area of the event
and if it is marked (which happens with a prescribed probability u), by construction the
rate at which this atom is impacted by an event is given by

00 1 0 1
/ / / Il{|z,x‘§r}uur(du)u(dr)dx—|—/ / / 1{\z7m\§r}uV;(du)[ul(dr)dm
R4 JO 0 R4 JO 0
0 1 [eS) 1
:/ / Ve vy (du)p(dr) +/ / Veuv) (du)p' (dr) := Cp < 00 (1.17)
0 0 0 0

(where the finiteness of Cy comes from Condition (1.7)), and so the total rate at which any
of the atoms of =, is affected, and hence = jumps, is bounded from above by COEt(IRd).
Furthermore, the number of atoms in =; can increase only during an event of s , and
by at most one (if only one atom is erased and two atoms are created during a selective
event). Consequently, the total number of atoms in =; is stochastically bounded by the
number of particles in a Yule process starting with Zo(RR¢) particles, each of which splits
into two at constant rate

00 1
/ / Veuv,(du) ! (dr), (1.18)
o Jo
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independently of each other. Combining the above with the fact that Zy(RR) is finite a.s.,
we obtain that with probability one the total mass of =; is finite for every ¢ > 0 and there
is no accumulation of jumps in finite time. That is, (E;):>¢ is a finite rate jump process
defined for all time ¢ > 0. The fact that = is Markovian then comes from the Poisson
point process structure of its evolution.

Let us now give a bound on G® f( ), defined in (1.14), to prove first that the operator
G is well-defined on the set of test functions considered, and second that (Z¢):>¢ is indeed
solution to the martingale problem (1.16). To this end, let F' € C{(R), f € B,(R%) and
Z € M,(R%). Denoting the sup norm by | - || and applying Taylor’s theorem to the
function F, we can write

1G24 (2)| (1.19)
DCI. .(E)

< ||F’||E(1Rd)||f\|/Rd /OOO/ l
|D|>1
e IPE®s s [ /l

Next, using the bounds |7, ,(Z)| = Z(B(z,7)) < Z(RY),

\D\( )Ilz,r(E)\D|] vp(du)p(dr)de

ulPl(1 — u)lI“(E)\D] vl (du) ' (dr)dz.
)

DCI, (2
ID[>1

S WPl )@ =1 (1) ®) < (5)] < uERYL (50000
Dg]m,r(E)
|D|>1

and

oo 1
/ / / uE(Rd)]l{E(B(M,))>0}1/T(du)u(d7’)d:c
Re JO 0

< Z(R%) / / u Vol (Supp(Z) + B(0, 7)) vy (du)u(dr)

ngE(]Rd)Q/O /0 urdy, (du)p(dr),

where Supp(Z) denotes the (discrete) support of E and Cy; is the volume of a d-dimensional
ball of radius 1, we obtain that

|G2F.£(B)] < Call "I I ZRD? (E(RY) + 1)

(/ /W v (du)u(dr) //ury (dr)). (1.20)

From this we can first conclude that the operator G is indeed well-defined on the set of
functions of the form @1 ¢, with F' € C}(R) and f € B,(R%). It is then straightforward to
see that for every such test function and every = € M, (R%),

d
CEa[dp (2 ‘ — GDp (D). 1.21

” =[®r s (Er)] =9 Ff(E) (1.21)
Since EO(]Rd) < K a.s., the Yule process with branching rate given in (1.18) that domi-
nates the number of particles in = has finite moments at any time ¢ > 0 (see Equation (5)
in [50] for the original derivation of the distribution of the number of individuals at any
time ¢ in a Yule process, which is negative binomial for any initial number of individuals),
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and so the expression on the r.h.s. of (1.20) applied to Z; is integrable for any ¢ > 0.
Combined with the boundedness of F' and Fubini’s theorem, this yields that

t
P p(Et) — Prr(E0) — / GPr s(Es)ds
0

is integrable for every ¢t > 0. Together with (1.21), this allows us to conclude that = is
indeed a solution to the martingale problem (1.16) with initial distribution the law of
=9, O

1.2.2 Duality relation between (M,);>¢ and (Z;):>¢

A key feature of our model, that we shall use repeatedly, is the fact that the processes
(M¢)i>0 and (E;):>0 are dual to each other if we restrict our attention to initial distri-
butions on /\/lp(le) of a particular form (in essence, the atoms of =; should be random
and have a distribution absolutely continuous with respect to Lebesgue measure — see
below). As in the neutral case [7, 9], this will allow us to transfer the information we
obtain on (M;):>o onto (Z;):>0, and vice versa. Because we want to use this property in
the proof of existence of (M;);>o in Section 2 (more precisely, to show that there is at
most one solution to the martingale problem for (£, §,,0)), Proposition 1.7 is phrased in
a more general way and relates (Z;);>0 to any solution to the martingale problem for L.
The difficulty that we face is that the density of any element of M is only defined
Lebesgue a.e. and so the usual test functions used to establish such dualities in population
genetics when the underlying geographical space is discrete, which take the form

D(M,Z) :=exp (/}Rd 1nw(:c)E(dx)> = ﬁw(wz) (1.22)

for M € M) with density w and £ = Zle 0z, will not make sense. However, if, instead

of taking deterministic points z1,...,z;, we take random points, with a distribution
which has a density ¢ with respect to Lebesgue measure on (R¢)¥, then writing y Tor
the law of the random measure constructed in this way, we have for any M € M,

k
/ D(M, X)py(dX) :/ w(xl,...,xk){Hw(xj)}dm1~-~dxk (1.23)
My, (R9) (R)k j=1

k
= / ICTI ,xk){ 11 1{0}(nj)} M (dzy,dky) - - - M(dxy, drg),
(R4x{0,1})* j=1

which is well-defined (and independent of the representative w of the density of M).
The following property will therefore be very useful for the main result of this section,
Proposition 1.7.

Lemma 1.6. Suppose that the distribution of =y has the form p,, for some k > 1
and some density function 1) on (R?)*. Then for every t > 0 and every j € {1,2,...},
conditionally on N; = j, the law of (¢},. .. ,gg’) is absolutely continuous with respect to
Lebesgue measure on (R9)7.

Proof of Lemma 1.6. The desired property follows from the fact that during every event
of ITV or II5, the distribution of each “potential parent” is uniformly distributed over the
area of the event, independently of the current locations of the atoms of =,. Hence, each
time a point from =, is removed, the one or two atoms that are added have a location
whose law is absolutely continuous with respect to Lebesgue measure on R?, while the
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thinning procedure used to remove the points already in =, preserves the property that
the distribution of the locations of the remaining atoms has a density with respect to

Lebesgue measure. O
Setting for every vector of k locations (1, ...,z) € (R%)*
k
Blry,. .. o] =Y 6a, € My(RY), (1.24)
1=1

writing =y ~ (i, to denote the fact that the random variable =y has law 1, and recalling
that P (resp., P) is the probability measure on the space on which (M;);>o (resp., (E¢)i>0)
is defined, we can now state the following result, whose proof is given in Section 3.
Proposition 1.7. Let M° € M, k € {1,2,...} and let ¢ be a density function on (R%)*.
Then any solution (M,);>o to the By, [0, 00)-martingale problem for (L, 0) satisfies:
foreveryt > 0

/ E[D(M;, X)| My = M°]puyy(dX) = E[D(M°,Z;) | Eo ~ ). (1.25)
M (R?)

Equivalently, by Fubini’s theorem and (1.23),

k
EM"[ w(mla“-axk){Hwt($j)}dx1---dxk:|
(Rd)k j=1
N, )
= / 770(1:17"'a‘rk})EE[ml,.wwk] |:Hw0(§§):| dllfldxk (126)
(R)* P

Remark 1.8. By linearity, (1.26) also holds for every ¢ € L'((R%)*). In addition, to keep
the notation simple we have restricted our attention to deterministic initial values M?°,
but the proof of Proposition 1.7 shows that a similar duality formula holds when M°
is any M -valued random variable. See in particular (3.12), which only needs to be
integrated with respect to the law of M? to yield the result.

Remark 1.9. One may try to use Proposition 1.7 to prove uniqueness of the solution
to the martingale problem for (G, u1y), which is satisfied by (Z;);>¢. To this end, in the
statement of Proposition 1.7, we would like to replace the process (Z;);>¢ of Definition 1.4
by any process (Et)tzo solving the same martingale problem (1.16). However, in contrast
with the explicit construction of = which immediately yields Lemma 1.6, one cannot
see from the martingale problem formulation that at any time ¢ > 0, conditionally on
Et(]Rd), the law of the locations in R? of the atoms of Z, is absolutely continuous with
respect to Lebesgue measure on (]Rd)Ef(Rd). But this property is crucial to the proof of
Proposition 1.7, and therefore we cannot prove that (1.26) holds more generally than for
the process = of Definition 1.4.

1.3 Convergence of the rescaled SLFVS to Fisher-KPP processes

Now that we have introduced the spatial A-Fleming-Viot process with selection and
its dual process of “potential ancestors”, we turn to the main questions of this work:
can we recover the solution to the deterministic or the stochastic Fisher-KPP equation
as a scaling limit of the SLFVS, and how does the introduction of (a particular form
of) rare but geographically extended extinction-recolonisation events impact the law of
the limiting process under analogous scaling assumptions? Recall that the Fisher-KPP
equation is a classical model for the wave of advance of a slightly favourable allele in a
very dense population, in which individuals reproduce locally, so that changes in local
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allele frequencies are continuous in time and space. In our framework, this corresponds
to focusing on a regime of parameters in which selective events are rare compared
to neutral events, the impact of every event (i.e., the fraction of the local population
actually affected by the event) is very small, and the event radii have a bounded variance.
Therefore, writing n for a parameter that we shall let tend to infinity, in what follows
we shall assume that there exist §, > 0 such that the relative frequency of selective
events to neutral events scales like n~?, and the impact of every event scales like n~7.
Furthermore, in the first case that we consider below, all events will have the same
radius (but the assumption of bounded radii would lead to the same type of results), and
this assumption will be relaxed in the second case we consider. Since we are interested
in the patterns of variation that we see under this model if we look over large spatial and
temporal scales, we shall need a third parameter 8 > 0 to describe the relevant spatial
scale to be considered: time will be scaled by a factor n when space will be scaled by a
factor n”.

Let us be more precise about our assumptions. First, we concentrate on the particular
case in which the intensity measures of the Poisson point processes of reproduction
events (see Definition 1.3) satisfy

w (dr)v(du) = sppu(dr)v,(du) (1.27)

for a parameter s,, of the form on~ %, witho > 0 independent of n. That is, the distribution
of radii and impacts are the same for neutral and selective events, but neutral events
happen n’/c times faster than events during which type 1 individuals are favoured.
We also choose very special forms for the measures p(dr) and v, (du). Our results will
certainly hold under much more general conditions, but the proofs become obscured by
notation. More precisely, we assume that all events (neutral and selective) have impact
u, = un~"Y, where v > 0 is independent of n. In formulae:

vp(du) = v, (du) = 8, (du)  for every r > 0, (1.28)
implying in particular that /' = s,u by (1.27). The assumptions that
U o
Up = H, and Sp = ﬁ (129)

mirror the usual assumptions in the classical Moran and Wright-Fisher models, in the
absence of spatial structure, in which one is interested in the scaling limits that are
obtained as population size N tends to infinity while Nsy remains O(1) (see, e.g.,
Chapter 5 in [16]).

We shall consider the following two cases:

» Fixed radius: p(dr) = dg(dr), for some fixed R > 0. In this case, we choose
v=1/3,5=2/3,  =1/3 and set (in any dimension)

1 1
W (@) i= 5= Mot (B2, B) x (0}) = o /B( o wne(y) dy, (1.30)

where we recall that Vi stands for the volume of a d-dimensional ball of radius R.
Writing w}(-) = wne(n'/3-) and B, (z) = B(z,n"'/3R), we see that

. nd/3 "
wt(x):TR/B ( )wt (),

and so this scaling corresponds to scaling down the spatial coordinate by n® =
n'/3 (so that distance one in the new units corresponds to distance n!/? in the
original units), and to considering the timescale (nt, ¢ > 0). The random variable
wy (x) gives the local proportion of individuals of the unfavoured type 0 in a small
neighbourhood (of radius n~1/3R) of the point x and at time ¢ in these new units.
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* Stable radii: For some « € (1,2), we set

J(dr) = fj;i}l dr, (1.31)
and
wy (x) == ‘2 Mm(B(nB:zc7 1) x {0}) = Vil /B(n%vl) Wyt (y) dy, (1.32)
with 1 o—1 o
P=ga-t 7721 W O=5 Ty (1.33)

In both cases, we write M;L for the random measure (taking its values in M) with
density w}'. It is straightforward to check that the integrability conditions (1.7) are
satisfied; in particular, the indicator function 1(,>1; in the definition of x in the stable
case prevents microscopic events from accumulating at a rate which would violate these
conditions. Consequently, the unscaled M -valued process corresponding to each n is
well-defined, and so is its scaled and locally averaged version (M?)Qo. Note however
that the process M = (M?)tzo is not Markovian. Indeed, it is not simply obtained by a
change in space and time coordinates of the measures (M;):>o (with parameters s,,, u,,
...) but its density w} at any time is defined as an average over a ball of fixed radius R
(or 1 in the stable case) of the density of M,,;. Therefore, the law of the “parental” type(s)
picked during an event cannot be expressed in terms of a sampling from the current
value of M" and, additionally, the change in the value of each wy (y) due to an event
centered in B(z,r) will depend on the geometry of the intersection B(n’y, R) N B(x,r).
Hence, the evolution of quantities of the form (w7, f), with f € C.(R%), cannot be fully
described in terms of M, .

Remark 1.10. We recover the parameters for the fixed radius case from those for stable
radii on setting o = 2, and so there is some sort of continuity between the two regimes.
In the fixed radius case, we are able to provide an informal argument which explains
why our choice for the parameters 3, v, J is appropriate (cf. Section 4). These heuristics
also partly explain the choice of the parameter values in the stable case. The missing
condition on f3,,d in this case is less intuitive and arises from a generator calculation,
see also Section 4.

Recall that the space M, is equipped with the topology of vague convergence. Let
C*(R%) denote the set of all smooth compactly supported functions on R? and recall
the notation (w, f) from (1.4). Our main results are as follows, starting with the case of
“local” reproduction.

Theorem 1.11 (Fixed radius). Suppose that (Mg)nzl converges in distribution to some
Mgy € M. Then, asn — oo, the process (M?)Qo converges weakly in D, [0, c0) towards
a Markov process (M{*),>o with continuous sample paths, starting at M3° = M. The
limiting process is characterised as follows. Let

T'p= 1 / / (21)%dzda (1.34)
VR JB(0,R) JB(a,R)

(where z; denotes the first coordinate of z).
(1) When d = 1, (M{°):>0 is the unique process for which, for every choice of the
representative w2° of the density of M at every time s, and for every f,g € C(R),

2= (i) = i) - [ {158 8 2Rur (w1 - ). 1) s

t>0
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is a continuous zero-mean martingale with quadratic variation at time t equal to
t
4R2u2/ (w2 (1 —w), f?) ds.
0
Furthermore, the bracket process between Z/ and 29 is given by

t
[Zf,Zg]t = 4R2u2/ (w(1 —w), fg)ds.
0

(i1) When d > 2, (M;®)>o is the unique (deterministic) process for which, for every
choice of the representative w2° of the density of M° at every time s, and for every
f€CX(RY) andt >0,

UFR

W) = )+ [ {5 A0~ uo Vi1 w0 s

Informally, in one space dimension, one can see the time-indexed family of densities
of the limiting process (M;*);>o as a weak solution to the stochastic partial differential
equation

0 r .
8—1: = UTR Aw — 2Rucw(1l — w) + 2Rur/w(l —w) W
(independently of the representative chosen at every time t), where W a space-time
white noise. In dimension d > 2, on the other hand, the noise term disappears in the
limit and the time-indexed family of densities of (M;*);>( can be seen as a weak solution
to the deterministic Fisher-KPP equation
0 T
8—12} = —U2R Aw — uocViy w(l — w).
Remark 1.12. As we shall explain in Section 4, our choice of 3 =1/3 =~ and 6 = 2/3 is
obtained by solving

1—v=28, 1-6—vy=0, and g = v.

This set of three equations guarantees that in one dimension, the limiting process M is
solution to the stochastic Fisher-KPP equation. If we replace the last condition by the
inequality 0 < 8 < v, then the sequence of processes (Hn)nzl still converges, to a limit
which is solution to the deterministic Fisher-KPP equation in any dimension (including
d=1).

Theorem 1.11 has a counterpart for the correspondingly rescaled dual process. For
every n € NN, let (E;);>0 be the process of Definition 1.4 with parameters p = Jg,
W = $pdr, vr = Vy = 0,,, where s, = on~2/3 and w,, = un~1/3. (E¢t)t>0 is thus dual to
the unscaled process (M;);>o with the same parameters, in the sense of Proposition 1.7
(to ease the notation, the dependence on n of these processes is not reported). Now,
define the rescaled process (E7);>¢ so that for every ¢ > 0,

n
N t

Nnt
Ef =D Oenii= D bpuse, (1.35)
=1 i=1

Recall that the space M, (R%) of finite point measures on R? is endowed with the
topology of weak convergence, and recall also the definition of the law y,, on Mp(IRd)
given in the paragraph below (1.22).
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Theorem 1.13 (Fixed radius — dual). Let k € {1,2,...}, ¢ be a probability density on
(R%)* and suppose that for anyn > 1, 2 has law y,,. Then, asn — oo, (Z);>0 converges
in distribution in D, ge)[0, 00) to a limiting Markov process (Z7°);>¢ characterised as
follows: Z3° has law u,, and

(i) When d =1, (£9°),>¢ is a system of branching and coalescing Brownian motions,
in which particles follow independent Brownian motions with variance parameter ul'g,
and branch at rate uoVy into two new particles, started at the location of the parent. In
addition to branching and diffusing, each pair of particles, independently, also coalesces
at rate 4R*u? times their collision local time.

(#4) When d > 2, (E2°);>0 is a branching Brownian motion (with no coalescence), in
which particles follow independent Brownian motions with variance parameter ul'r, and
branch at rate uocVy into two new particles, started at the location of the parent.

To state the corresponding results for stable radii, we need some more notation. We
write V,.(x,y) for the volume of B(z,r) N B(y,r) and define

(|2 —y|) = /°° 1 V),

2—y| Td+1+o¢ ‘/,

2

Now, for every f € C2°(R%) we set

D f(y) = u / () — y)(F(2) — F))d=. (1.36)

R4

We shall check in Lemma 6.1 that this defines the infinitesimal generator of a symmetric
stable process (that is, it is a constant multiple of the fractional Laplacian). Our results
for stable radii are then as follows.

Theorem 1.14 (Stable radii). Suppose that Mg converges in distribution to some M €
M. Then, as n — oo, the process (M, );>o converges weakly in D, [0, 00) towards a
Markov process (M{®):>o starting at M. Furthermore, if D* denotes the generator of
the symmetric a-stable process defined in (1.36), then

(1) When d = 1, (M{°):>0 is the unique process for which, for every choice of the

representative w$® of the density of M at every time s, and for every f,g € C°(R),

2uo

2 = (= o) = [ {twz 20 = 22 e —wz) ) pas)

is a continuous zero-mean martingale with quadratic variation at time t equal to

4y?

a—1

[ -z

Furthermore, the bracket process between Zf and 29 is given by

4y

a—1

[Zf,Zg]t = /0 (w1 —w), fg) ds.

(i1) When d > 2, (M;®)>o is the unique (deterministic) process for which, for every
choice of the representative w2° of the density of M° at every time s, and for every
f€CX(RY) andt >0,

UO'V1

Wi, ) = (w®, f) +/Ot{<w§°71>“f> - - w), ) fas.
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Remark 1.15. Again, our choice of values for 3, v and § is obtained by solving
1—~v=apg, 1-6—vy=0, and (o —1)8 = 1.

(see Section 4) in order to obtain a limiting process M which is stochastic in one
dimension. If we replace the last condition by the inequality 0 < (oo — 1) < =, then (in
any dimension) (Mn)nzo converges to a deterministic limit which is characterised as in
the statement of Theorem 1.14(i7).

Likewise, letting (Z;)¢>0 be the M,,(R?)-valued process which is dual to the unscaled
process (M,;);>o corresponding to the case of stable radii with parameters w,, = u/n”
and s, = o/n°, and defining the rescaled process (Z}');>¢ in such a way that for every

t>0,
Nyt

N
==Y Sepi = > s, (1.37)
=1 i=1

(with the values of 3,7, 4 given in (1.33)), we have the following convergence result.

Theorem 1.16 (Stable radii — dual). Let k € {1,2,...}, ¢ be a probability density on
(R%)* and suppose that for anyn > 1, 2 has law y,,. Then, asn — oo, (Z);>0 converges
in distribution in D, ge)[0, 00) to a limiting Markov process (Z°);>¢ characterised as
follows: Z§° has law u,, and

(i) When d = 1, (E¢°);>0 is a branching and coalescing stable process, in which
particles follow independent symmetric a-stable processes which branch at rate uoVi /«
into two particles starting at the location of their parent. The motion of a single particle
is fully described by the generator D* defined in (1.36). In addition, each pair of particles,
independently, coalesces at rate 4u?/(a — 1) times their collision local time.

(74) When d > 2, (E°):>0 is a branching stable process (with no coalescence), in
which particles follow independent symmetric a-stable processes with generator D¢,
and branch at rate ucVy /a into two new particles, started at the location of the parent.

In fact, we shall use knowledge of the limiting “population model” (M*);>¢ to recover
the corresponding limiting results for our rescaled duals. The difficulty with proving
Theorems 1.13 and 1.16 directly stems from problems with identifying the limiting
coalescence mechanism in one dimension. This contrasts with the situation of uniformly
bounded local population densities (i.e., the impact u not tending to zero) considered
in [9] in the neutral case and in [18, 19] in the selective case, where it is the ability
to identify the limiting behaviour of the (analytically tractable) coalescent dual that
allows us to prove results about the large scale evolution of the spatial pattern of allele
frequencies.

We close this section with a few remarks. First, one may observe from the expression
of D given in (1.36) that, as in the fixed radius case, the drift component of the limiting
process is proportional to v and the quadratic variation is proportional to u2, so that u
can be thought of as scaling time. Moreover, the limiting process that we obtain in the
stable radius case can be seen as a weak solution to a (stochastic) PDE which only differs
from that obtained in the fixed radius case in that the Laplacian has been replaced by the
generator of a symmetric stable process. This is, perhaps, at first sight rather surprising.
The only effect of the large scale events is on the spatial motion of individuals in the
population, and we see no trace of the correlations in their movement, or of the selection
or genetic drift acting over large scales, that we have in the prelimiting model. Notice
also that the scaling of s,, (relative to u,,) that leads to a nontrivial limit is independent
of spatial dimension. In contrast, in [25], the authors consider a different scaling for
the parameters and prove a similar convergence result and a central limit theorem, in
which the order of magnitude and the limit of the fluctuations around the deterministic
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limiting process are dimension-dependent (despite the fact that the impact u,, tends
to zero, while the dependence on dimension mostly occurs when the impact remains
fixed).

As remarked above, we would obtain the same results under much more general
conditions. For example, in selecting the regions to be affected by events, not only could
one take more general measures p (it is the tail behaviour of p(dr) that we see in our
limits), but also reproduction events do not need to be based on balls. We anticipate
that this robustness will also be maintained if one considers more general selection
mechanisms, in which the strength and direction of selection depends on the local
frequencies of different types in the population, and it should be clear how to modify our
proofs in such cases.

1.4 Structure of the paper

The rest of the paper is laid out as follows. In Section 2, we prove Theorem 1.2.
In Section 3, we prove the duality relation stated in Proposition 1.7. In Section 4,
we provide heuristic arguments to explain our rescalings. In Section 5, we turn to
proving Theorem 1.11, the scaling limit in the case of fixed radii, and Theorem 1.13
which provides the corresponding result for the rescaled duals. In Section 6, we prove
Theorems 1.14 and 1.16, the analogous results for stable radii. In Appendices A and B,
we obtain continuity estimates for the rescaled SLFVS of Sections 5 and 6. In particular,
these rather technical estimates are key ingredients in (and nice complements to) the
proofs of Theorems 1.11 and 1.14.

2 Proof of Theorem 1.2 (existence of the SLFVS)

The strategy of the proof is the following. We start with a version of the process in
which R? is replaced by a hypercube E of finite sidelength and the measures p and 1/
are assumed to be finite. In this case, the total rate at which events happen is finite and
the corresponding process is a well-defined measure-valued Markov jump process with
a.s. cadlag trajectories. We then proceed in two steps:

(i) We show existence when FE has finite sidelength but i and u/ are only o-finite,
by taking sequences of finite measures (u"),>1 and (¢/™),>1 such that p"(dr)
converges to u(dr) (and the same with primes), and proving that the corresponding
sequence of processes converges to a well-defined limit.

(ii) Given (i), we extend to R by considering a sequence of processes obtained by
restricting to an increasing family of hypercubes (E,),>1 which exhaust the space,
and proving that this sequence converges to the process (M;);>¢ that we are
seeking.

Both steps rely on Theorem 4.8.10 in [21], which states that provided we can show that

(a) The operator L on which the limiting martingale problem is based is included in
the set Cy(My) x Cp(My), where Cy(M,) is the set of all bounded continuous
functions on M;

(b) The limiting D4, [0, 00)-martingale problem for (L, PF) (where PF is the distribu-
tion of the limit of (M(()"))nzl, in particular PR* — P) has at most one solution;
(¢) For every n, M(") is a process with sample paths in D4, [0,00) (here we follow

Ethier and Kurtz in taking (G}');>o to be the natural filtration associated to M ("))
and the sequence (M (™),,> is relatively compact;
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(d) There exists a countable set I' C [0, c0) such that for every (F,G) € L

t+s
<F(Mt(fl)F(Mt(”))/t G(MM) du) <Hh (M) )] =0 (2.1

forallk >0,0<t <te<---<tp<t<t4+switht;, t, t+s¢T, andh; € Cp(M,));

lim E

n—oo

then there exists a solution (M;);>¢ to the D, [0, c0)-martingale problem for (L, P¥)
and (M™);>0 = (M;)¢>0 as n — oo. Item (b) will be a consequence of Proposition 1.7
and Remark 1.8, whose proofs are postponed until Section 3 for the sake of clarity. The
other items will be checked one by one below. Once this is done, existence of a solution
to the martingale problem in D4, [0, 00) will imply the existence of a solution in the
larger space By, [0,00), and since uniqueness holds in By, [0,00) too (see the proof
of item (b) below), this will show that the B, [0, oc)-martingale problem for (L, P¥) is
well-posed. That is, Theorem 1.2(¢) and the property that the trajectories of (M;);>o are
cadlag a.s. will be proved. Furthermore, since (b) is satisfied for any distribution P¥
on M, we shall be able to deduce from (a), (b) and Theorem 4.4.2(a) in [21] that the
limiting process M is a Markov process with respect to its natural filtration. The last
step will consist in showing that its semigroup is Feller.

Recall the definitions of ©/ . ,(w) and ©,, ,(w) given in (1.8), and the notation || f||
(resp., 1) for the supremum (resp., IL') norm of the function f. To simplify notation, we
shall restrict our attention to initial distributions P of the form §,;0 for some M° € M.
Indeed, the extension of (b) to a general P is covered by Remark 1.8, the bounds on
the elements of the semi-martingale decomposition on which the proof of (¢) rely are
independent of the choice of the initial values for the processes of interest, and the proof
of (d) can easily be generalised by using the linearity of the expectation and integrating
all key equations with respect to P(dM"). From now on, we thus fix M" € M.

Proof of (i)

Let FE be some hypercube with sidelength ¢, and let p, i’ be the o-finite measures on
(0,00) of Theorem 1.2. Let (¢™),,>1 and (¢'™),>1 be two sequences of finite measures on
(0, 00) such that, as n — oo,

/0°° e(r)p"(dr) /OOO @(r)u(dr)  and /0 w ™ (dr) /‘/ '(dr), (2.2)

for all measurable ¢ > 0. Let M, (FE) be the analogue of M, (see (1.2)) when the
“geographical” space R? is replaced by E. That is, M, (FE) is the set of all measures
on E x {0,1} whose first marginal distribution is Lebesgue measure on E. It is also a
compact space when endowed with the topology of vague convergence (note that since
E x {0, 1} is compact, the topology of vague convergence is the same as the topology of
weak convergence). Let
MY = M° € M\(E)
Ex{0,1}

be the measure induced by MY (the initial value fixed above) on E x {0, 1}, and for every
n>1,let Hg’" and H“ZJ" be independent Poisson point processes on R x F x (0, 00) x [0,1]
with respective intensity measures dt ® dz ® p™(dr)v,(du) and dt ® dz @ '™ (dr)v)(du).
Finally, let (M.™),>, be defined as in Definition 1.3, with II" replaced by IIY™", 115
replaced by 113", and with M{™ = MY (what we call the ball B(z,r) in this case is
Bg(x,r) := B(z,r) N E). For a given n > 1, the total rate at which an event of Hg’" or
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H%" happens is

// /Wdu drder/// W' (dr)de

= Vol(E) [1"*((0,00)) + 1/ ™((0,00))] < o0, (2.3)

and so M (™ is a Markov jump process with jump rates uniformly bounded by the quantity
in (2.3) and with cadlag paths, solution to the martingale problem: Mén) = M]% and for
every F' € C'(R) and f € C(E),

t
() =y ) = [ £0wes (aras)
t=>

is a martingale (for the natural filtration associated to M (1)), where ¥ F,s is defined as
in (1.5) and the bounded continuous function £ ¥ ; is defined by

) 1
L0 (M) = /E / / /B . v01(B;(g;,r)){ w(y) (O, 4 (w), f)) (2.4)
(L= 0 PO 0 (w), £) = F(lw. £))]dyv, (du) i (ar) da

SISy Vo oGOz 0.0)

+ (L= w(y)w(2) F(O,,,,(w ),f>)—F(<w,f>)}ddeV£(dU)u’"(dr)dx,

for every M € M (F). (As earlier, here w is any representative of the density of M and
we have kept the notation @x ru for the change in w during an event even though w is
now defined on E only.)

Let us show that as n — oo, M (") converges in distribution in Dy, (5[0, 00) to the
unique solution M () to the D\, A(5)[0, 00)-martingale problem for (L) 5 M%), where
£() is defined as in (2.4) with ;" and u’ " respectively replaced by u and p’. We check
items (a) — (d) one by one, with L = £(>) whose domain D(£(°)) is taken to be the set
of all functions of the form ¥ ¢ with f € C(E) and F € C'(R).

For item (a), observe that since every mapping w that we consider takes its values
in [0,1] (and so does its image by any @m ) @nd E is compact, for every f € C(E) and
every x € E, r > 0 and u € [0, 1], we have

(O (W), ) = (w, f)] < ullfI|VOUBE(z,7)). (2.5)

Consequently, for any F' € C'(RR), by Taylor’s theorem we have

[F((0F,u(w), ) = F((w, f))] < < sup )IF’(Z)|> ull fl|Car?, (2.6)

z|<[IfI[Vol(E

where C; is a constant that depends only on the dimension d. Writing

\ W)F(O7,u(w ),f>)+(1— wy)F((07,.(w), ) — F((w, [))]
w(y)|[F(OF . (w), f)) = F((w, F)] + 1 = w(y)|[F(O . (w), f)) = F({w, )]

<< sup IF’(Z)I>UIIf||Cde=

|zI<II I Vol(E)
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we obtain that

|L<°°>\1/F,f(M)|g< sup  |F'(z )|) | flCaVol(E </ /ur v (du) p(dr)

|z|<I| FIIVol(E) 0

/ / ur? v (du)p dr)) (2.7)

and the quantity on the r.h.s. is a finite constant independent of M by Condition (1.7).
This result proves that the operator £(>°) is indeed well defined on D(£(>)). Since M (E)
is a compact subset of the set of all measures on E x {0,1} and since functions of the
form ¥ ; are continuous on the latter, each ¥ ; belongs to C;, (M (E)). Recalling (1.5),
we can rewrite £(®) WUz (M) in terms of the measure M as follows:

L (M) (2.8)

// //BEM)X{M}{ (/EX{OJ}f(z)ll{o}(k)M(dz,dk:)

L / F(2) g0y (B) M (dz, dk) + ull 0y () /
Bg(z,r)x{0,1} B

- z z MV U rdx
P( [ Sk ) | uurna

0o 1
+/ / / / {F(/ f(2)10y (k)M (dz,dk)
EJo Jo J(Bp(x,r)x{0,1})2 Ex{0,1}

— u/ f(2)1g0y (k)M (dz,dk) + ul (o) (K V k') /
Bg(x,r)x{0,1} B

f(z)dz)

E(z,r)

f(z)dz)

E(z,r)
M®?(dy,dr,dy’,dx’) .
B F</Ex{o,1} f(z)]l{o}(k)M(d%dk))} Vol B (1) 2 vy (du)p' (dr)dz.

Using the Dominated Convergence Theorem and (2.7), it is then straightforward to check
that if (M;);> is a sequence in M, (E) converging to M, then £(>) W ;(M;) converges
to ;C(OO)\IJF’f(M) as | — oo and the function £(°°)\I/F,f is (sequentially) continuous on
M, (E). Together with (2.7), this implies that L)W ; € C,(M,(FE)) and item (a) is
proved.

Item (b) is a consequence of the exact analogue of Proposition 1.7 in which the
“geographical” space R is replaced by E (and M, by M, (F)). Indeed, by Lemma 2.1(c)
in [49], the linear span of the set of constant functions and of functions of the form

M — Y(x1, ...,z {mej}dxln-dxk, (2.9)

(where M has density w) for k > 1 and ¢ € L!((R)*) N C((R%)%), is dense in the set of
all continuous functions on the compact space M (F) (and the same holds with £ = RY).
This set of functions is therefore separating on the space of all probability distributions
on M, (E). We can then proceed exactly as in the proof of Proposition 4.4.7 in [21] to
conclude that for every M° € M, (FE), uniqueness holds for the B4, [0, c0)-martingale
problem for (£(°°), dp0) (or more generally for any distribution for the initial value
Mpy). Indeed, in short (1.26) allows us to conclude that any two solutions to the mar-
tingale problem have the same one-dimensional distributions, and then Theorem 4.4.2
in [21] gives us that these two solutions necessarily have the same finite dimensional
distributions and thus uniqueness in B4, [0, c0) holds. Item (b) is proved.

We now turn to item (c), the relative compactness of (M(™),~;. Since M, (E)
(equipped with the topology of vague convergence) is a compact space and since by

EJP 25 (2020), paper 120. https://www.imstat.org/ejp
Page 24/89


https://doi.org/10.1214/20-EJP523
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

The spatial Lambda-Fleming-Viot process with selection

Lemma 1.1 the set D(L£(>)) is dense in C(M,(E)), by Theorem 3.9.1 in [21] the relative
compactness of (M ("))nz1 is equivalent to the relative compactness of the sequence of
real-valued processes (Vp ;(M(™)),>; for all Up; € D(L£(>)). Thus let F € C*(R) and
f € C(F). Using the standard Aldous-Rebolledo criterion [2, 43] and writing (®}):>¢
for the predictable finite variation part of ¥ ;(M ™) and (Q});>o for the predictable
quadratic variation of its martingale part, we only have to show that

(1) For everyt > 0, the sequence (\I/F,f(Mt(n)))nzl is tight.
(2) For every T > 0, given a sequence of stopping times (7,,),>1 bounded by 7', for
every € > 0 there exists > 0 such that

limsup sup P[|®} ., — @} | >¢] <e, (2.10)
n—oo 9€[0,d] )
and
limsup sup PP HQTH—@ ¢n| > 5] <e. (2.11)
n—oo  9€[0,4]
(1) is straightforward, since for any potential density w we have |(w, f)| < || f|/Vol(E) and
F' is continuous, which implies that ¥ ¢ (M, (")) is bounded uniformly in »n and ¢. To deal
(" of the density of M™. Since each
(Mt( ))tzo is a Markov jump process with bounded jump rates, we have

with (2), for every time ¢ we fix a representative w;

t
oy = / L (M™M)ds
0

and

a=[[]"]] V) OO ), 1) ~ (. )

(1= w0l () [F(O7 . (w™), 1)) = F((wl™, £))]*} dy v (du) g (dr) da ds

i / Ll / /BWV TEG (e O PO, ). 1)

F((w™, 1))’
(1= 0 ()l (@) [FUO . (w!), 1)) = F((w™, )] } dydz v)(du) 1 (dr) da ds.

Using the expression for £ given in (2.4) and the bound (2.6), as in (2.7) we obtain
that for every M € M, (E),

£ (M) < © <|z|g|?‘150w F’(z)) 151 ( L] N / " ury, (du)” (dr)
/ / / ! (du) ’"(dr)dx)
(/ /ur v (du) pu(dr) + / /urv (d@) (2.12)

where we have used that F has finite volume and, by assumption, p"(dr)  p(dr) (and
the corresponding statement with primes). By Condition (1.7), the expression on the
r.h.s. is finite (and independent of M), and so with probability 1 we have for every 6§ > 0

|7 Lo — @1 | < C"8,
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where C” is independent of n (and even of T'). Hence, it suffices to choose ¢ > 0 small
enough for (2.10) to hold.
Similarly, the integrands in the expression of @)} are bounded by

2
o ( sup |F’(z)|> | £]/?u2 min (22, £2), (2.13)
[z[<| fII Vol(E)

where / is the sidelength of E. But u? < u and there exists a constant Cz < oo such that
min(r2?, (2?) < Cpr?, and so the same reasoning shows that (2.11) holds too for § > 0
small enough. The relative compactness of every sequence (Vg (M (")) is proved, and
the relative compactness of (M(™),,> in Dy, ( 5[0, 00) thus follows.

Finally, we prove item (d). Let F € C'(R) and f € C(E). Letalso k > 0,0 < t; <ty <
o<ty <t<t+sandh; € Co(My(E))forallic {1,...,k}. Since M(™ satisfies the
martingale problem for (£(™,§ MO, ), we have

t+s k
(w002 w0t - [ 00 gy (TTntaa) )| <o

t i=1
(2.14)

E

We can thus write

t+s k
(‘I’vawfil) — e (1) - | ﬁ<°°>wF,f<Mis”>>du) (Hhi (Mé:*))]
=1
hi(Mt(ZL))>] :

(2.15)

E

k
—0+F

t+s
([ (e wnsaai) = c0wr ) ) )
t

=1

Using (2.2) and applying the estimate (2.12) with the positive measures p(dr)v,(du) —
" (dr)v,(du) and g/ (dr)v)(du) — '™ (dr)v)(du), we see that we can use the Dominated
Convergence Theorem to argue that the second term on the r.h.s. of (2.15) converges to
0 as n — oo. Hence, (2.1) holds true with " = () and item (d) is proved.

As detailed at the beginning of this section, we can therefore conclude that there
exists a unique solution M(*) to the B M (E)[0, 00)-martingale problem for (L) § MY )
and this process is Markov with respect to its natural filtration and has cadlag paths a.s.

Concerning the Feller property of the semigroup of M (), the fact that for every t > 0
and every ¢ € C(My(E)), M — ]EM[gp(Mt(OO))] is a continuous function is a consequence
of the continuity in M° of the quantity on the r.h.s. of (1.26) (which is more easily
seen in (1.23) when we replace i by the density at time ¢ - conditional on N; — of
the locations of the atoms ¢}, .. ., tN t ordered in some arbitrary way) and the property
already mentioned in item (b) that the linear span of the set of constant functions and of
functions of the form (2.9) is dense in C'(M(E)). The strong continuity of the semigroup
is a consequence of the fact, proved in item (d), that for every ¥ ; € D(L£(>)), we have
for every ¢ > 0 and every M € M, (E)

t
Ear [‘I’F,f (Mt(oo))] —Up (M) =En [/0 ﬁ(oo)q’F,f (M§w))ds :

Together with the uniform bound (2.7), it shows that there exists Cr s > 0 such that for
everyt >0
sup |y [ (M)] = Wy (M)] < Crypt,
MeMy(E)
and the quantity on the L.h.s. indeed converges to 0 as ¢ — 0. This property can then be
extended to any ¢ € C(M,(F)) by Lemma 1.1.
The proof of (¢) is thus complete.
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Proof of (ii)

The proof of (ii) follows exactly the same pattern, but now the task of bounding the
integrals defining ®" and Q™ becomes more delicate. The resolution is to exploit the fact
that f has compact support Sy.

Let u, ¢/, v and v’ satisfy (1.7) and let { £, },,>1 be a sequence of hypercubes increasing
to R?. We embed each M, (E,) into M, = M, (R?) by setting w(x) = 0 outside E,,.
For every n > 1, let M denote the M -valued Markov process obtained by imposing
that M ["]| B x {01} should evolve like the SLFVS on F,, x {0,1} obtained in (i), and

M Bex{o1) = dx Be ® 01(dr) (ie., w = 0 on E¢). For each n € N, M is an

a.s. cadlag process and we assume that it starts from the measure M%n obtained by
restricting M° to E, (as in (i)) and by assuming that its “density” w is 0 outside
FE,, (obviously, Mgn converges vaguely to M° as n — o0). According to the previous

paragraph, it satisfies the property that for every ' € C'(R) and every f € C.(R9),

t
<pr7f(M}”]) — g (M) —/0 ,C["]\I/F7f(M£"])ds> 3 (2.16)
t>

is a martingale, where

LMW g (M)

B [e'e) 1 ; " N y
_ / /<s,+3(o,r>m / /B o vol(BEn@,r))[ W F(O; 4 u(w), )
(1= W) P (05 4. (w), )) = PG, )] dyr(du) da p(dr)

o0 1 1
+ /0 /(Sf+B(OWn /0 /B o BT (w0 F (O} 1), )
(1= w()0(2) P (O 1 aw). ) — F((w, £))] dydz v (du) de i (dr).  217)

Here we have written S; + B(0,7) :== { +y : z € Sf,y € B(0,7)} (motivated by the
fact that if the centre of an event of radius r does not belong to this set, then the event
does not intersect the support of f and therefore it does not affect the value of ¥ (1))
and we have chosen to report the dependence of the operations G),jim’u on n since they
modify the value of w only within F,,. The key observation is that

(Lpenyw, /)] < IFIVol(Sy N B(x,r)) < Cill fll(r A1), (2.18)

and

Vol(S; 4+ B(0,7)) < Ca(rt v 1), (2.19)

where C; and C; are independent of » and depend only on the support of f. Moreover,
the estimate (2.18) is uniform in w and, in particular, the same bound holds if we replace
wby 1 —w.
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To see how to apply this, consider the part of (2.17) corresponding to neutral events.
We split the integral over (0, c0) at some radius Ry > 1. We have that

[e’s) 1 1 N
‘~/Ro /(Sf+B(o,r))mEn/o /BE,L(M) VOI(BEH(%T))[ W E(Onzru(w). 1))
+ (1= w(y)F((O 4 (w ),f>)—F(<w7f>)} dy vy (du) dz p(dr)

e 1
< C3(F, f)/R /(S I /0 uVol(B(z,r) N Sf) vr(du) de p(dr)
) Ft , 7)) N Ey

[eS) 1
< Cy(F, f)Vol(Sf)/ / ur v, (du) p(dr), (2.20)
Ry 0

where C5(F’, f) and C4(F’, ) depend only on F’ and f and the last line uses (2.19) and
the fact that Vol(B(z,r) N Sy) < Vol(Sy). To control the second part of the integral
corresponding to the neutral part, notice that a simple estimate using the fact that the
corresponding events have radius bounded above by Ry, yields

‘/ORO /(Sf+B(0,T))ﬁEn /01 /BEH(W) Vol(BEln(g;’r))[ w(y)F(O) , .. (w), )

+ (1= w()F(O 2 ru(w), ) — F(<w7f>)} dy vy (du) dz pu(dr)
Ro 1
< C3(F, f)/ /S A / uVol(B(z,r) N Sy) vp(du) dz p(dr)
t .
< C5(F', f)Vol(Sy + B(0, RO))/O /0 urd v, (du) p(dr), (2.21)

where we have used (2.18) to bound Vol(B(z,r) N Sy) by Cr¢ (independently of x), and
then we have bounded the remaining integral of dz over (Sy + B(0,7)) N E,, by Vol(S; +
B(0, Ry)). Observe that both bounds (2.20) and (2.21) are finite by Condition (1.7), and
they are independent of M (or w). Exactly the same arguments control the selection part
of the generator £, Furthermore, the same bounds apply if we replace the operator £
by L defined in (1.9). Consequently, we can proceed as in (i) to prove that £ is included
in Cp(M ) x Cp(My), which was item (a) to check. Item (b) is a direct consequence
of Proposition 1.7 and of the same arguments as in the analogous part of the proof of
(i). The fact that each M is a process with sample paths in D4, [0, ) is part of the
conclusion of (i). Next, the estimates (2.20) and (2.21) enable us to proceed as in the
proof of item (c) for (i) to show that the sequence (M[™),,~; is relatively compact, which
proves item (c) for (i4).

To check item (d), notice that by Condition (1.7), by taking Ry sufficiently large, the
right hand side of (2.20) can be made arbitrarily small, uniformly in M. This is enough
to ensure that the missing contribution of the events centered outside E,, is negligible,
that is that

‘/ /Sf+B Or))ﬁEL/ /B(I ) Vol(B(z r))[ w(y )F(@;W(w)’ﬁ)

+ (1= w@)F(Oyu(w), ) = F(w f>)}dyvr(dU)dw(dT)

00 1
< C’VOI(Sf)/ / urdy, (du)pu(dr) — 0 (2.22)
Sf Ec¢
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uniformly in M (or w) as n — oo, where d(S By ) is the minimal distance between a
point of S; and a point of Ef, (which tends to infinity as n tends to infinity). The same
estimates hold for the selection term, and can also be used to control the error due to
the vanishing difference between <®§fr L(w), f) and (G)fm (W), f) (the latter modifying
w on B(x,r) N E, only). We can then argue as in (2.15) to conclude.

Since items (a) — (d) are now checked, we can conclude that there exists a unique
measurable process (M;);>o such that My = M 0 and satisfying the martingale prob-
lem (1.11), and this process is Markov and has cadlag paths a.s. The Feller property
of its semigroup can then be derived using the same arguments as in the proof of
(i), recalling the uniform bound on £ obtained in (2.20) and (2.21) (see the paragraph
following (2.21)).

3 Proof of Proposition 1.7 (duality)

To prove Proposition 1.7, we first show that we can extend the operator £ to a larger
class of functions on M and that any solution to the B, [0, c0)-martingale problem for
(L,dp0) stated in (1.11) satisfies the corresponding extended martingale problem. We
then use this new set of test functions to complete the proof of Proposition 1.7.

For every k € {1,2,...} and v € L*((R%)¥), let us define the function Dy, by: for every
M € M) with density w,

k
Dy(M) = / V(x1,...,x { H 1{0} K } (dxy,dky) - - - M(dxg, dkyg)
(Réx{0,1})* et

k
:/( : w(ml,...,xk){Hw(xj)}dx1~--dxk. (3.1)
RA)E

j=1

Let us also set

LDy (M
-/ / [ o, e ,m{jl;w(m} [mwg (1~ wu(a) +u)
+ (1 —w(y)) 1_[1 (1 —ww(z;)) — I—IIw(xj)} dzy ... dzpdyy, (du)p(dr)de
/Rd / / /B(;c )2 V2 (ReY* v, 7xk){jgcw($j)}
[t TT (= 0utey) +0) + (0 = (o) I (- wte) - [T o)
jeI jeI jeI
de1 . . . depdydzv! (du)y! (dr)dz, (3.2)

where we use the notation I := {i : x; € B(x,r)} and the convention that a product over
the empty set is equal to 1. Note that for every 1 € C.(R?), the function D, coincides
with the function ¥4, defined in (1.5) and, likewise, the function LD, defined in (3.2)
coincides with the function LV, , defined in (1.9). To see this, let us observe that the
first part of (3.2) can be rewritten (using the convention that the product over an empty
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set is equal to 1, and then Fubini’s theorem to pass from the first line to the next)

/]Rd/ //B(M)V @)L enen [w) (1 - ww(z) +u)

+ (1 = w()(1 — ww(z1) — w(z1)] derdyv, (du)p(dr)dz
/]Rd/ / /B( N V <]]-B(m r)((l - U‘)w + u)7¢> + (1 - w(y))<ﬂ-B(m,r)(1 - U)w7¢>
— (1w, 1/)>} dyv,(du)p(dr)de,

which is equal to the first integral on the r.h.s. of (1.9) when F' = Id and f = . The
same reasoning can be made on the second part of (3.2).

The following result shows that the expression in (3.2) in fact extends the operator £
defined in (1.9) to all functions of the form D,.

Lemma 3.1. Let (M,);>o be a solution to the martingale problem (1.11). Then for every
k > 1 and ¢ € L((RY)F),

t
<Dw(Mt> — Dw(Mo) — / £Dw<MS)dS> (33)
0 t>0
is a martingale.

Proof of Lemma 3.1. We have already checked that the desired property held true for
k=1and ¢ € C.(R?), since then Dy, = ¥4, and LDy, = LV ,,,. We first extend the
result to ¢ € L' (R?) by a density argument, and then consider the case k > 2.

To complete both parts of the programme, we need a general bound on functions of
the form £D, that we derive now. Let m > 1 and ¢ € L'((R%)™). For every M € M,
(with density w), the expression for LD J(M ) given in (3.2) can be rewritten as

Sl I B mr{ I ot

XK S @ )V T (e ) (@ —w 1) Hw%}

JCI,J#I jeJ jerl
dzy ... dz,dyv, (du)p(dr)de

Sl T o { T}

jele

<umue( X @ Tut) + (-0 1) [Lut)]

JCIJ#I jed jer
dzy ... dzgdydzy.(du)y (dr)da.

Bounding w by 1 and using the facts that

Y= =1 — (1 =) < ull|Lgps1y < MUl nnges,.. o) £0)
JCI

and
Vol({z e R?: B(z,7) N {x1,...,2m} # 0}) < mCyr*
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for a constant Cy depending only on d, we obtain that the first term in |£D (M) is
bounded by

\/]Rd/ / /B( : V Rty |1/}|(501, o 7I'ln):ﬂ-{B(.'I;,T‘)ﬂ{l'l7...,$7n,}75®}2mu

dzq - - - day, dyv, (du)p(dr)de

/ // W’ L1, L) 2m2Cyrtudey - - - day, vy (du) p(dr)
Rd)m
zzmQCdHJHl/ /rduyr(du),u(dr). 3.4)
0 0

We can then bound the second part of [£D;(M)] in a similar way and obtain that

[e%e) 1 [e%s) 1
_ 2 o dy O / ]
LD (M) < 2m cd|¢|1(/O /0 v T(du)u(dr)—l—/o /O P/ (du)ps (dr)), (3.5)

and the expression on the r.h.s. is finite by Condition (1.7).

Using the fact that C.(R?) is dense in L' (R%) (for the L.! norm), the bound (3.5) and
dominated convergence, we can then use the same approach as in the proof of items (d)
in Section 2 (see Equations (2.14) and (2.15)) to conclude that the process in (3.3) is
indeed a martingale when 1 € L!(RY).

Let us now consider k£ > 2. Any integrable function v on (R¢)* can be approximated
(in I! norm) by linear combinations of functions of the product form 1 (xy) - - - ¢ (z)
with +; € C.(R?) for every i. Furthermore, by polarisation, the test function

k k
Dgy, (M) = H </}Rdx{011} 1/)1'(331‘)1{0}(&‘)]\4((1331‘,df@'i)) = H(wa¢i> (3.6)

i=1 i=1

can in turn be written as a linear combination of functions of the form (w, f)", with
m €€ Nand f € C’C(Rd), for which we can use (1.9) to obtain

TR B A A R IR A

+ /Rd /OOO/O /B(m o VLTQ [w(y)w(z)@]g(m’r)aw + 1B, (1 —uw)w + u),f>m

(1= )W) (Lpenew + (1= ww, )™ = (w, )"
dy dzv) (du)p/(dr)dz. (3.7)

On the other hand, taking ¢ (z1,...,2m) = [[;~; f(z;) in (3.1), we obtain that
Dy (M) = (w, /)™
Let us thus show that, in this case, the expression on the r.h.s. of (3.2) coincides with

(3.7). We focus on the first term on the r.h.s. of (3.2), since the computations are the
same for the other terms. For fixed x,r,u,y, and writing B for B(z,r) to simplify the
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notation, we have

[, gttt T weo|| 1T

(1 = ww(z;) + u)} dzy...dz,,
jix;¢B jx;€EB

= % [ s s TT e orote)] | TTwen (@ - wute) + 0

JC{1,...,m} jede jEJ

dzy...dz,,

= Z <]chw,f>m7‘J‘<]lB((1—u)w+u),f>m
JC{1,....m}

= Z <Zn> (1gew, )" (1((1 = wyw +u), f) = (Apew + 1p((1 — ww +u), £)™,
=0

which coincides with the integrand in the first part of (3.7). Checking that the same
holds for the three other parts of (3.7), we can conclude that the two expressions for
the action of £ on functions of the form (w, f)™ coincide. Consequently, the process
in (3.3) is a martingale for ¢ form f ® --- ® f with f € C.(R%), and by linearity for v of
the form ¢; ® - - - ® 1, with ¢; € C.(R?) for every i. Using the same density argument
as in the case k = 1, together with the bound (3.5), we can finally conclude that the
process in (3.3) is a martingale for every k > 1 and every ¢ € .} ((R%)*), and Lemma 3.1
is proved. O

Remark 3.2. Note that either of these two sets of test functions, (1.5) or (3.1), is
sufficient to characterise the law of the SLFVS (see Lemma 1.1 for the first set, and
Lemma 2.1(c) in [49] for the second), and so we can use them interchangeably. In
particular, the family (1.5) will be more convenient in proving the convergence of
our rescaled M -valued processes, whereas the duality relation that will give us the
uniqueness of the limit is based on the family (3.1).

Armed with Lemma 3.1, we can now prove Proposition 1.7.

Proof of Proposition 1.7. Despite the fact that Theorem 4.4.11 in [21] does not directly
apply, we follow its proof closely (with « = 0 = ). Let (M;);>o be solution to the
martingale problem (1.11). For every s,t > 0, let

F(s,t) = Eppo [E[D(MS, =) |Eo ~ ,w]].

By Lemma 1.6, since = has law p,;, at every time ¢ > 0 the locations of the atoms of
=; have a joint distribution which is absolutely continuous with respect to Lebesgue
measure. Let us write %n) for the density of these points conditionally on the event
{N; = n}. We thus have, by (1.23),

Ny
F(s,t) = Eppo [E{/(]Rd)N ngt)(xl,...,a;Nt)<st(xj)>dx1 dzy,
t _7:1

=E |:EM0 [Dwt(Nt)(Ms)} ’EO ~ ,uw:| ,

o ~ Mw” (3.8)

where the last line uses Fubini’s theorem. Since for every n € {1,2,...} we have
(") ¢ L1((R4)"), we can use Lemma 3.1 and write that

F(s,t) — F(0,t) = E[EMO [/O LD gN”(MT)dT]

Zo ~ Mw} (3.9)
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On the other hand, for any fixed s > 0 and any ¢ > 0, we can rewrite the expression on
the r.h.s. of (3.8) as

Ejo {E []Nl:]l w, (&)

Ho ~ ,WZ’:H = Epo [E[exp (<Et71nw5>) ’EO ~ Mw”

= IE’M‘J [E [(bexp,ln W (Et) ’ Eo ~ /J/wi|i| 5 (3.10)

where we have fixed a representative w; of the density of M (since by (1.23), the r.h.s.
of (3.10) is independent of the choice of this representative) and ®cyp 1nw, is defined as
in (1.13) with F = exp and f = Inw,. Here we use the convention that ®exp inw,(E) =0
whenever at least one of the atoms «z of Z is such that w,(z) = 0. With this convention,
the definition of G®cxp 1nw, () given in (1.14) still makes sense, the function ®exp in w,
takes its values in [0, 1] and the same bound as in (1.19) controls the expectation of
GPexp,inw, (Er) for every 7 € [0,] (since in this case F'((Z,, f)) = [, ws(£L) € [0,1]). We
may therefore use Proposition 1.5 to write that

t
F(s,t) — F(s,0) = Epyo {E[/ GPexp inw, (E7)dT
0
It remains to show that for every s, > 0,

E[Eapo [£D v (M)] [ Zo ~ piy] = Baro [E[GPespinw. (Bu-s) | Zo ~ ][, 3.12)

= NW”' (3.11)

so that we may use Lemma 4.4.10 in [21] to conclude that
F(t,0) = F(0,1),

which is equivalent to (1.25).
Using (1.14) and shortening the notation I, ,(Z;—;) into I, we have,

géexp,ln W ‘—'t s

L / /BMV(.H“’S“{Q)

jere
X l Z ulPl(1 — I\D< H we(€l_) st(fi_s)>]dyyr(du)u(dr)dx
DCI;|D|>1 ieDe i€l
o] 1
N (¢ )[ IDI(1 — ) 1\PI
J b L e (et ) | 35 o
X (ws(y)ws(z) H wy (€L ) st &, >1dydzy;(du)u’(dr)dx
ieDe icl
oo rl 1 ( [ ( b
_ 1 (E) ) 0. AP0 — )N TT waer )
/]Rd/O /0 /B(L,r) ‘/7" ng = ( ) DEL%)IZl Zg(_ .
-(1-(1- u)\f\) st(gg_s)] dyv, (du)p(dr)dz
iel
/]Rd/ / \/B(z,,,)g <J1€_£wq ft s > [ ( ) s(Z)
X ( Z ulPl(1 — )P H S(E6L) ) -(1-Q —u)lll)st(gjs)]
DCI;|D|>1 ieDe iel
dydzv!.(du) ' (dr)dz. (3.13)
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On the other hand, using (3.2) and writing ;_ for ¢§§;-S> to ease the notation, we
obtain

LDy, (M)
I wite)

Pi—s(x1,. .., TN, (
Sl L T L I

x [ws@)H (1 wpw(ey) ) + (1 — wa(y) [T (1 — wa(a)) — s ]

Jjel jeI jel
d:z:Nt Jdyv, (du)p(dr)de

s / ¢ 1 £

jeI*
S [ws@)ws(z) TT (0 — wwateg) + ) + (1= w2 TT (01— o (a)
jer jer
- H ws(x]—)] dzy ...dzy, _dydzv.(du)y’(dr)dz. (3.14)

jel

Now, the first integral in the above is equal to

o) 1 1
_ 1#—8(3:17""33]\/}75) 'LU‘S(I)
/]Rdx/(; /O /B(z,r) V’I" (]Rd)Nt—s ¢ H J

jele
X lws(y) Z ulPl(1 — ) \P H wg(z;) — (1—( fu)lll)st(xj)
DCI;|D|>1 jebDe jer
dzy ...dzy,  dyv,(du)p(dr)de. (3.15)

Taking the expectation of (3.15) with respect to E[- |2y ~ (], we obtain that it is equal
to the expectation of the first term on the r.h.s. of (3.13). The same holds for the
expectation of the second part of (3.14) and that of the second part of (3.13). Taking
then the expectation with respect to £y, (and using Fubini’s theorem), we arrive at the
desired equality (3.12). Hence, we can use Lemma 4.4.10 in [21] to conclude that

F(t,0) = F(0,1),

and (1.25) is proved. O

4 Heuristics for the large-scale behaviour of the SLFVS and its
dual process

In this section, we provide an informal justification of our choices for the parameters
B, v and 0 in our scalings. Recall from the introduction that we should like to establish
scalings of the selection and impact parameters, s, and u,,, for which selection will leave
a trace in the long-term evolution of the population, without leading to an instantaneous
invasion by the favoured allele. In particular, we wish to complement the work of [18, 19],
in which the impact (or fraction of the local population replaced during an event) is
kept of order O(1) while the selection coefficient goes to 0 as the scaling parameter n
tends to infinity, modelling a population in which the local densities of individuals are
low and therefore any event leads to the replacement of a macroscopic fraction of the
local population. In our work, we always assume that local population densities are very
high and reproduction impacts only a very small fraction of the individuals present in
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the affected area (i.e., we assume that u < 1). We consider long timescales (nt, t > 0)
and identify the orders of magnitude of u,, and s,, and the corresponding spatial scale
(nﬁx, T € ]Rd) over which the dynamics of the population will converge as n — oo to a
Fisher-KPP type evolution. In passing, we shall also see why there is no way to obtain a
stochastic limit in more than one dimension when we assume that both the impact u,, of
each event and the relative frequency s,, of selective to neutral events tend to 0, and we
shall justify the claims made in Remarks 1.12 and 1.15 about the range of parameters
leading to a deterministic Fisher-KPP process in one dimension.

Let us start with the case of local reproduction. As usual in the spatial Lambda-
Fleming-Viot framework, it is easier to first think about the corresponding scaled dual
processes. Chapter 7 in [35] suggests that if there is a regime of parameters in which
the SLFVS converges to the solution to the Fisher-KPP equation, and in one dimension
to its stochastic counterpart, then the sequence of corresponding dual processes should
converge to a branching Brownian motion in which, in dimension 1, pairs of particles
coalesce at a rate proportional to their collision local time (we explain the correspondence
between our frameworks in the paragraph on uniqueness of the limit in the proof of
Theorem 1.11, see Section 5.1). Let us thus analyse the different types of event which
can affect the dual process when time is sped up by n and space is scaled down by
n?, focusing first on what happens to a single particle. During a neutral event, if this
particle is marked (with probability u,, = O(n~7)), then it is removed and replaced by
another particle whose distribution is uniformly distributed in the region of the event
(of radius Rn~”? in our new units). We see this as a jump of the particle. Because the
component of the intensity of II"V corresponding to the centres of events is Lebesgue
measure on R¢, when the particle jumps, the location of the centre of the corresponding
event is uniformly distributed in the ball of radius Rn~” around the current location =
of the particle. Consequently, the position of the particle “after the jump” belongs to
B(x,2Rn=") a.s. and has a radially symmetric distribution around . Summing up the
above, in our new units a single particle jumps at rate O(n!~?) and makes mean zero,
finite variance, jumps of size bounded by a constant times 1/n”. For this jump process to
converge to some non-trivial process (Brownian motion, in fact) as n — oo, we thus have
to assume that

1—v=28. (4.1)

Now consider what happens at a selective event. Again our particle is marked with
probability O(n~7), and in this case, the two particles which replace it are created at a
separation of order O(n~?%). Consequently, they may be overlapped by a new event very
quickly (after a time of order O(n~!)), and then with probability u2 = O(n~%7) they are
both erased and replaced by a single “parental” particle (we see this type of event as a
“coalescence”). In the limit as n — co, we will only “see” the branching event before it
is erased by such a coalescence if the two particles have positive probability of moving
apart to a distance of order one before (perhaps) coalescing. Let us find conditions under
which we can expect this to hold.

In our new timescale, each particle is overlapped by an event at rate O(n). The
probability that only one of the two particles is marked during such an event, and
therefore “jumps” to a location at distance O(n~#) while the other stands still, is un~=7(1—
O(n~7)). Furthermore, as soon as the two particles are at distance larger than 2Rn~=",
they cannot be overlapped by the same event and so they jump independently of each
other according to a continuous time random walk. Hence, what we actually have to
understand is how many times the two particles come back to a separation less than
2Rn~? before they manage to move apart to a separation of O(1). Indeed, the same
type of analysis as the one carried out in the proof of Lemma 6.6 in [7] (see Lemma 5.6
and below in Section 5 of the present work) shows that when they come together, the
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two particles remain at distance less than 2Rn~? during a number of events affecting
them of order O(1) (which translates into a number of events simply overlapping them
of order O(n")). Hence, the probability that they are both affected by an event and
coalesce before separating again to a distance more than 2Rn~# is of the same order as
the probability of coalescence during a single event conditionally on at least one of the
particles being marked, which is O(n=2Y/n=7) = O(n~7). From this, we can conclude in
particular that the two particles will need to come back “together” O(n?) times before
they have a positive probability of both being affected by the same event and therefore
coalescing into common ancestral particle(s).

When they are more than 2Rn~? apart, the two particles jump independently accord-
ing to a continuous time symmetric random walk with step sizes of order O(n~#), and so
the separation between them is also a symmetric random walk with step size of this order.
We are interested in the probability that during an excursion away from B(0,2Rn %), the
difference walk reaches a distance of order 1, i.e. n? times larger than its initial value.
It is convenient to work in our original space units. For a symmetric continuous-time
random walk with step size of order O(1), starting at distance slightly larger than 2R
from 0, the probability of reaching distance n” from 0 before reentering B(0, 2R) has the
same order as the probability that the number of steps to come back within B(0,2R) is
larger than n?%. This in turn will have the same order as the corresponding quantity for
simple symmetric random walk. Using Proposition 5.1.1 in [34] when d = 1, Theorem 1
in [45] when d = 2 and the transience of simple symmetric random walk when d > 3, we
obtain that in one dimension, this probability is of order O(n~?); in two dimensions, this
probability is of order O(1/Inn); in dimension d > 3, this probability tends to p € (0, 1)
as n — oco. Consequently, when d > 2 the probability that the two particles come back
together O(n") times before they separate to a distance of O(1) tends to 0 and, in the
limit, a given branching event is never followed by instantaneous coalescence. Since
branching events happen at a rate O(ns,u,) = O(n'~°~7), we need to impose that

1—6—7=0 (4.2)

if they are to occur at rate O(1) in the limit. On the other hand, in one dimension, we
see that if 8 > ~, with probability tending to one, the two particles will coalesce back
together before they can separate to a distance of O(1) and in the limit, all branching
events are cancelled (i.e., there is no branching in the limiting dual). If 5 < ~, the two
particles become separated at distance O(1) before they have any chance to coalesce,
and all branching events are conserved in the limit; in contrast coalescence will never
be seen in the limit for particles starting at any separation. Finally, when

B=x (4.3)

the particles have positive probability of separating to a distance of O(1) before coalesc-
ing, but coalescence of particles happens in finite time a.s. in the limit. In the last two
cases, we also need to impose Condition (4.2) for branching events to occur at rate O(1)
in the limit.

Solving the system given by Conditions (4.1), (4.2) and (4.3), we obtain f =1/3 =«
and § = 2/3 as specified in Section 1.3. Observe that if we keep Conditions (4.1) and (4.2)
and replace Condition (4.3) by

B<7, (4.4)

even in one dimension two particles can branch but not coalesce in the limit and, as
explained in the paragraph on uniqueness of the limit in the proof of Theorem 1.11 (see
Section 5.1), the limit of the SLFVS is the (measure-valued) solution to the deterministic
Fisher-KPP equation.
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Remark 4.1. In two dimensions, our heuristics suggest that if instead of scaling space
by n®, we were to scale it by a more general factor k,, then the relation between the
parameters allowing the number of excursions necessary for the particles to separate
to distance O(k,,) to be of the same order as the number of times the particles need to
come “together” before they coalesce is

Ink, ~ 1/uy,. (4.5)

(Here we use =~ to mean that the two quantities are of the same order of magnitude.)
Together with the relations nu, ~ k2 ensuring that the limiting motion is Brownian
motion, and nu,s, ~ 1 guaranteeing that branching occurs at rate O(1) in the limit, this

gives us that
Ink, ~ %7 and so k, ~ \/E (4.6)

But with this choice of parameters, the bound (5.24) we shall establish for the predictable
quadratic variation of F((w”, f)) reads

; 1
2 d —2d kn ~
upnky, X k, ¢~ —

~ —0 asn — oo. 4.7)
n In k,,

Therefore, something more subtle happens here and even with a more general form of
scaling of space, the limiting process of allele frequencies is still deterministic.

We now turn to the stable case. As before, we first consider the “jumps” of a single
particle. Again, such a jump occurs at rate O(n'~7), and its new position is chosen
uniformly over a ball whose radius is given by the intensity measure p with polynomial
decay described in (1.33). Consequently, if we choose nu,, x n®?, ie.

1—~=ap, (4.8)

then in the limit as n — oo the jump process will converge to a symmetric a-stable
process with index .. Second, in order to see any branching of particles due to selective
events at all, as before we need ns,u, to be order one, that is Condition (4.2) to be
fulfilled. Finally, let us consider the simultaneous removal of two particles, to be replaced
by “parental particle(s)” (what we called a coalescence earlier). Since u,, — 0 as n — oo,
although it is now the case that two particles can always be affected by the same event
(the radii of the events are not bounded), “most of the time” they will not and their
jumps are almost independent. Consequently, the difference of their positions is also
approximately described by an a-stable process. Now, because events of radius O(1) (in
our original units) are much more frequent than events of large radii O(n?®) for any a > 0,
and the probability that both particles belong to the fraction of the local population
replaced during an event is tiny (u? = u?n~27), if coalescence is to happen in the limit,
then we expect it to be driven by the smaller events. Note that because there is no bound
on the event radii, we can no longer perform the same decomposition into excursions
away from some ball as in the fixed radius case. The following argument only gives the
intuition behind Lemma 6.4 in Section 6, which allows us to control the coalescence rate
of the two particles.

In more than one dimension, the rotation-invariant a-stable processes with o € (1, 2)
are transient (see Example 37.19(ii) in [46]), and so as in the fixed radius case, this
tells us that the two particles do not spend enough time close together for coalescence
to occur, whatever our choice of 3, ~, a consistent with the previous conditions. In one
dimension, we have not found a simple heuristic explanation for the last condition on the
parameters (which one would expect to be analogous to the comparison between the
number and lengths of visits in a neighbourhood of zero for the difference process, and
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the coalescence rate of the two particles, carried out in the fixed radius case). Instead,
the condition

y=(a—1)8 (4.9)

will emerge when we control the second term on the r.h.s. of (6.9), which corresponds to
the variance term in the limiting process (and thus to the coalescence term in the dual
process). See also Equations (6.15) and (6.19) and the surrounding paragraphs. In the
end, we have three equations in three unknowns (in one dimension) and solving gives
the values in Equation (1.33). As in the fixed radius case, we may replace Condition (4.9)
by

(a—1)B <~ (4.10)

and obtain a limiting dual in which, in any dimension, branching occurs at rate O(1) but
coalescence never occurs.

As a final comment, notice that in this work we have chosen a particular form for
the parameters u,, and s,, given in (1.29), and for the scaling of space (by n®). We have
argued that, within this particular framework (which nonetheless covers a wide range
of scenarios), in more than one dimension it was not possible to find values for 3,~, ¢
such that the martingale problem characterising the limiting process (M;°);>(¢ contains
a Laplacian (or fractional Laplacian) term, a drift term due to the slight advantage of
type 1 individuals and a martingale term corresponding to the noise in the Fisher-KPP-
like equation satisfied by the process. Of course this does not prove that other forms
of parameters and spatial scalings would not yield a stochastic limit even under the
assumption that (uy),>1 and (s,),>1 tend to 0 as n tends to infinity that we have imposed.
One way to investigate this question is to use the correspondence between the fact that
the limiting process is stochastic and the property that the events that we loosely call
“coalescence of particles” have positive probability to happen in the limiting dual process
(a general property of continuous-site stepping-stone models, see Section 5 in [22]). We
have not been able to find scalings for which, in the limiting dual, particles may “move in
space”, “branch” and “coalesce” (even in a non-local way), with positive probability when
d > 2. In fact, due to the facts that rotation-invariant a-stable processes are transient for
d > « and that coalescence happens u,, times more slowly than movement of particles
before taking the limit, we conjecture that such scalings do not exist, even in the case of
a-stable radii. We leave this delicate question to the interested reader.

5 Convergence of the rescaled SLFVS and its dual - the fixed ra-
dius case

In this section, we prove Theorem 1.11 and, from it, deduce Theorem 1.13.

5.1 Proof of Theorem 1.11

The proof proceeds in the usual way. First, we show that the sequence of non-
Markovian processes (Hn)nzl is tight in D4, [0,00) and that any limit point has a.s.
continuous trajectories. Next, we prove that any limit point M satisfies the martingale
problem stated in Theorem 1.11. Finally, we show that there is at most one solution in
Dy, [0, 00) to this martingale problem (again thanks to a duality argument), which will
allow us to conclude that indeed (Mn)nzl converges to this solution.

1) Tightness and continuity of the limit.

First, let n > 1. Since the (unscaled) SLFVS (M;):>( with parameters given in (1.27),
(1.28), (1.29) and i = 0p has sample paths in Dy, [0,00) by Theorem 1.2, so has the
locally averaged and scaled process M" (recall that its density is defined by Rela-
tion (1.30)).
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Let us now show that the sequence (Mn)nzl is relatively compact. We proceed as in
the proof of Theorem 1.2 and refer to the paragraph Proof of (i), item (c), in Section 2
for a more detailed justification of the steps taken below. Again, due to the compactness
of M, endowed with the topology of vague convergence and the fact that the set of
functions of the form ¥ ; with F € C3(R) and f € C>°(R?) is dense (for the supremum
norm) in the set of functions of the form ¥ ; with F' € C'(R) and f € C.(R?), and is
therefore dense in C(M ) by Lemma 1.1, Theorem 3.9.1 in [21] tells us that it suffices to
show the relative compactness of the sequence of real-valued processes (U ;(M")),>1
for every F € C3(R) and f € C>°(R%). Second, for each such function ¥ s, we use the
Aldous-Rebolledo criterion [2, 43] to reduce the problem to tightness of the sequences
of the predictable finite variation parts and of the predictable quadratic variation of the
martingale parts of (U (M} ));>0. More precisely, since ¥, ; is a bounded function on
M, we directly have that for every ¢t > 0, the sequence (U, f(M:L))n21 is tight. Writing
(A})i>0 (resp., (Q7)i>0) for the finite variation part (resp., the quadratic variation of
the martingale part) of (U, f(M?))tzo, it remains to prove that for every T > 0, every
sequence of stopping times (7;,),>1 bounded by 7', and every ¢ > 0, there exists n > 0
such that

limsup sup P[lAZ o — A7 | >¢] <, (5.1)
n—oo 9e[0,n]
and
limsup sup P[|QF ,—QF |>¢] <e. (5.2)
n—oo  9€[0,n]
In what follows, we first establish an expression for the processes A" and Q" (see (5.12)
and (5.13)), and then we prove (5.1) and (5.2) by decomposing these expressions into
several parts that we control separately.

To find expressions for the predictable finite and quadratic variation parts of ¥z (Mn)
for any fixed n > 1, let us begin by considering the unscaled SLFVS (M;);>o with
reproduction events of fixed radius R, and parameters u,,, s, (notice that for simplicty
we have suppressed the dependence of (M;);>( on n in the notation). Also, the function
F will be fixed but for a moment we replace the function f by any function ¢ € C°(R%).
A judicious choice of ¢ will then yield the desired function of the scaled and locally
averaged process M .

Let ¢ € C°(RY). By Theorem 1.2, we know that before scaling space and time, the
extended generator of the SLFVS, acting on the function ¥, is given by

cors = [ [ {0 s O s, 0.0~ Fw )] 63)

+ (1= w(y) + sn(1 — w)w(2) [F(O ., (w),9) — F((w,¢))] }dydzdw,

where w is a representative of the density of M. This gives us that the predictable finite
variation part of (Vr ,(M;))i>0 is

t
Ay = / LYp,(M)ds,  t>0. (5.4)
0
Furthermore, the martingale problem stated in Theorem 1.2 applies to V= , = F((, <p>)2,

which allows us to obtain (using It6’s formula) that the predictable quadratic variation of
(Yr,u(My))e>0 at any time ¢ > 0 is given by

= t i w SpWs(Z - w — w ?
o= [ [ ] {m @ s (O, 0.0~ F(lws )] 65

(1= w,(y) + su(1 = wa()ws(2) [FUO g, (w0) ) = F((w,, )] dydzdads.
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Let us now consider the Markov process (M]*);>o whose density at time ¢ is w}(-) :=
wnt(nt/3 ). We set
B,(z) = B(xz,n"Y/*R) (5.6)

and write w(z) = n¥/3V; ! I (@) w(z)dz. In particular, in the notation of Section 1.3 we
have for every ¢t > 0

nd/3 1
— wi(z)dz = — wpe(y)dy = @y (x). (5.7)
ViR JB.(x) VR JB(n1/50,R)

From our expression for £, accelerating time by a factor n and performing several
changes of the spatial variables, we obtain that the extended generator of M" is given
by

LM g, (M
_n/le/ . nil/gy)(l+snw(n71/3z))[F(<@: Sem-1/5 R, (w), )

- F(<w> @))]
+ (1= wn™Py) + 501 = wn™Py)wn™ ) [FUO, 1y p1/ap., (W), 9))

— F((w,gp))] }dydzdx
=it [ {01+ s [FUOS, o, (0):69) ~ Fllw. o))
+ (1 —w(x) + sp(l — E(x)Q)) [F((@;n,l/gR,un (w), @) — F({w, @})} }da:. (5.8)

The predictable finite variation part of (¥p ,(M;")):>0 is thus ( fo LMY p ,(M])ds)e>o.
Likewise, its predictable quadratic variation at time ¢ is equal to

/ /R *" )(1+ 5,2 (1) [F(OF sy (W), 0)) = F((wl, )

+ (1= (@) + (1= B2 @) [FUOS 1o, (w2) ) = F((wl )] baads. (5.9)

Finally, it remains to evaluate the above expressions with ¢ of the form

nd/3
pr(z) = Vo f(y)dy (5.10)
R B, (z)

for our fixed f € C>°(R%) and to use the fact that, by Fubini’s Theorem,

d/3
R? J R R

to obtain that the predictable finite variation part of (U (M} ));>0 is given by

t
- / LM py, (MD)ds, (5.12)
0

with £ Fp; @sin (5.8), and its predictable quadratic variation is given by

2

n o i+ / /R AT @+ 5T @) PO, g, (0D 1)) = Fl(ul o))
+ (1= (x) + sp(1 — W2 (2) ))[F(<@;7n,1/3R,un(w?)7<pf>)—F(<w2,</>f>>]2}dxd8-
(5.13)
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Note that

<®;r,n71/33’un (w)a <10f> - <wa (pf> = Un <]]'B71,(:E)(1 - w)a (pf>
<®;n—1/33’un (w)a 90f> - <wa 90f> = —Up <ﬂBn(a:)w7 (Pf>7 (5.14)

so that both increments are of the order of u,,n~%3. Moreover, f has compact support

Sy in R? and thus so has ¢. This will enable us to control the integrals over space of
these increments.

Using this observation, we first show that |.A}| is bounded by a constant independent
of n. To this end, we write it as the sum of a neutral term and a selective term and
perform a Taylor expansion of F' (truncating at second order in the neutral term and at
first order in the selective term). This yields, for any ¢t > 0,

= [ (An0) + Ba(s) + Cule) + D)+ Bal) 0, (5.15)
where
Au(s) = () [ [T @), 01— o)
— (1= W (@) {1, (0w 1) da
B(s) =t 4 I [ a0, (1 - ),
(=T (@)L, oyl 1) da

da 3
Coa(s) < Cn'*3 /R (unVol(Ba(2))) 1 (5, (s, 20y 0

Do) = wnsun AP 1) [ [T L0001 = 0D)e)
— (1= (@)) L, @l 0p) | da,

En(s) < c’n1+%5nui/ Vol(By (2))*L( 5, (x)ns; 203 4, (5.16)
R4

for some constant C,C’ independent of n and s. To control these expressions, we take
a Taylor expansion of ;. We illustrate with the term A, (s). In fact, in identifying the
limiting process we shall need a precise expression for the limit of A,(s) and so we
perform the expansion slightly more carefully than would be required to simply conclude
boundedness.

Let us write Dy, for the vector of first derivatives of ¢; and Hyy for the corre-
sponding Hessian (Hy¢; = DDyy). Recall that Sy denotes the compact support of f.
Then

An(9) = uan A (@3 ) [ [0 2, 0 00) — Aoyt do (5.17)
R
14+ 2 o/ (j=n nd/ n
=upn S F (<ws ) f>) v, ]]-{|y—x\§n*1/3R}1{\z—z|§n*1/3R}ws (y)
R¢ VR

x (pr(2) = ps(y))dzdydz

B B nd/3 .
:unn1+3F1(<ws’f>)/Rd TR_/W /}Rd L(y—zl<n-1/3R}L{|2—a|<n-1/3R}Ws (y)
1

x [Des)(z =) + 5z =9 He () (= —y) + O]z - Y’ 1iyes,y]dzdyda.
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Consider the first term on the right. Integrating first with respect to x (using Fubini’s
Theorem) this term is

2d
upntt

B (@ ) [ wi) [ VollBaw) 0 Bale)Des )z~ y)dedy. 519
R R4 R4

and since Vol(B,,(y) N B,(z)) is a function of |z — y| alone, the integrand is antisymmetric
as a function of z — y and so the integral with respect to z vanishes.

Similarly, the integrals corresponding to the off-diagonal terms in the Hessian will
vanish, leaving

nd/3
unnlJrSF/ / / / Ljy—aj<n-1/3R}L{|2—z|<n—1/3 R} Wg "(y)
R4 R4 JR

2

0
- . 2
X5 ;Zl(zz Yi) o7 ¢r(y)dydzde (5.19)

plus a lower order term. Now observe that since f € C2°(R%), another Taylor expansion
argument enables us to write that

9? 02 f

8y2@f( y) = ¢y (1) = 55 (y) +On ), (pns, 20y (5.20)

K2

(where the term O(n~2/%) is independent of y). This yields
X nd/3
A, (S) = UpN JFSF/ *s’f / / ]l{‘y a;|<n—1/3R}jl{\z z|<n-1/3R}Ws ( )
R4 Rd JRE

d
Z )2 32f (y)dydzda:

i=1

_9/= 2
Ot /le /Rd /Rd ]l{ly—wlsrl/m}1{\z—ac|§n—1/3R}|Z ~ YL, (s, 20}

1\3\»—1

3(1+d) 62
=un27 F'((wy, f)) /R/B o (zi )QaJ;( )dydzdz + O(n=2/?)
x i=1
B uFR . n —2/3
= SRR [ Ay + )
ZUER (@S, f)) (@, Af) + O(n2/7), (5.21)
where
n3(1+d)

/ / (21 — y1)?dedr = / / (21)%dzdz (5.22)
By (y) /Y Bn(w) VR B(0,R) Y B(z,R)

was defined in (1.34), and the last equality uses another Taylor expansion to show that
for any s,
(Wi, Af) = (@, Af) + O(n=2/%) (5.23)

with an error term uniformly bounded in s. In particular, since [(@?, f)| < || f||Vol(Sy),
we can conclude that |4, (s)| < C4 uniformly in s and n.
Very similar arguments allow us to control the other terms:

u2n1+ // —71 1-d
Bo(s)| < 22 |/2v01 DoLies If12ds < Con'T:,  (5.24)
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and, again by the same arguments,
ICa(8)] < Con™ %, |Du(s)| <Cp and |En(s)| <Cgpn™ 5, (5.25)

where the constants Cp,Cc,Cp,Cg are all independent of n and s. Coming back to (5.15)
and combining all the estimates we just obtained, for every s < t we have

1+d

AP — A7 < (Ca+Cpn's +Con 5 +Cp+Crn™ 5 )(t —s). (5.26)

From there it is easy to deduce that for every 7' > 0, given a sequence of stopping times
(Tn)n>1 bounded by T, for every ¢ > 0 there exists n > 0 such that

limsup sup IPHA:LHM — Al | >¢] =0, (5.27)

n—oo  9e€l0,n]

which corresponds to (5.1) and shows that the sequence of finite variation parts of
(\I’F,f(Mt ))tZO is tight.
Similarly, we obtain that
n n 2
[F(OF o1 /ap, (WD) o) =F((wl,00)]” < CEIfIPunVol(Bu(2))Lip, @)ns, 0y (5.28)

Notice that this bound is independent of the value of w}. Substituting into the definition
of QF given in (5.13), we obtain that for every s < ¢,

1QF — Q7 < Crn'5" (1 — ), (5.29)

for a constant Cr independent of n (and s, t). Therefore, for every T' > 0, every sequence
of stopping times (7,,),>1 bounded by T and every ¢ > 0, there exists > 0 such that

limsup sup P[|Q7 ., — Q" |>¢| =0 (5.30)

n—oo0  9e€[0,n]
and the sequence of predictable quadratic variations of the martingale part of the process
(W (M, ))i>0 is not only tight, but also when d > 2 it tends to 0 uniformly over compact
time intervals. By the Aldous-Rebolledo criterion (see again (¢)-item (c) in Section 2), we
conclude that (Mn)n21 is tight in Dy, [0, 00), as required.
Finally, coming back to (5.14), we see that every increment of (M, f) = (M", ¢ r)is
bounded by | f||Vrun,n~%3. Consequently, for every T' > 0 we have

sup sup ‘<M:,f> — <m7,f>‘ < Vryun~0+d/3 (5.31)
te[0,T] feCe (R4):|| fII<1

and thus any potential limit for (M")n21 has continuous paths in M.

2) Identifying the limit.

In what follows, we suppose that (M*);>0 € Da,[0,00) is the weak limit of a
subsequence (Mnk) x>1 and for any ¢ > 0, we write w;° for (some representative of) the
density of M.

In order to show that M satisfies the martingale problem stated in Theorem 1.11,
we use the fact (established in the previous paragraph) that for every f € C’g."“(]R‘i) and
everyn > 1, .

(‘IIId,f (M:) — \Ifld,f (Hg) — /0 E"\IIId,W (M:)ds) (532)
t>0
is a martingale with predictable quadratic variation (5.13) (with F' = Id), where £L" was
defined in (5.8) and ¢y in (5.10). We first show that for every ¢ > 0,

t t
nmEH | v 0ras— | {“FR<wf°,Af>2Rua<w3°<1w2°>,f>}ds} 0,
k— o0 0 ’ ‘ 0 2 ° ) :

(5.33)
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so that we can then use the fact that the quantity in (5.32) is a martingale, the fact that
WP1q,7 is @ bounded continuous function and the Dominated Convergence Theorem to
conclude that forevery 0 <t <t/,m e N,0<t < --- <ty <tandhy,...,h, € Cp(M)),

(i - wien - [ ' {458 . A -2Rus - ). )} )
x <f[hi(M,;°)ﬂ ~0 (5.34)

and consequently that Zlisa martingale (with respect to the natural filtration of M °).
In the case d > 2 this property will be sufficient to conclude, since we showed in (5.29)
that the quadratic variation of the martingale (5.32) tended to 0 as n — oo, and therefore
the limit Z/ is the constant process equal to 0. In one dimension, we shall still have to
prove that the quadratic variation of Zf is non-trivial and has the announced form. This
is what we do in the last part of this point 2).

Let us prove (5.33). Specialising the computation of A™ in (5.8) to the case F = Id,
we have by (5.21)

R @, Af) + O )

s

Ank (5) =
ul'p Sk —2/3
= Af(@) oy (k)M " (dz,dr) + O(ny, ")
2 Jrixfo,1}
UFR

5 (W, Af) as k — oo. (5.35)

These quantities being bounded by (ul'r/2)||Af||Vol(Sy) + O(n,f/g), independently of s,
the convergence also happens in L' norm. Next, Taylor-expanding f to write that for
every y € B(z, Rn,zl/g),

er(y) = f(@)+Olly —al) = f(a) + O(n, "), (5.36)
we obtain that
Dy (s) = ouny/? /R AT @ (1, w1~ f2) + O )
— (=@ (@)2) (L, o, f(2) + O(ny ?)) }da

— Vi /R A @ (1 =W (@) — (1= W @)L ()} (@) de + O ()
= —ouVg (@™ (1 — @), f) + O(n; '/?). (5.37)
As above, the part of D,,, (s) which is linear in w"* converges (weakly and in IL') towards
—ouVg (W, f). (5.38)

We now would like to show that the “quadratic” part of D, (s) converges to

ouVg (w)?, f). (5.39)

S

Note that this is not a simple consequence of the weak convergence of M"™ to M, as
((@™)?2, f) cannot be written as an integral with respect to M. " or (M, ")®2. Instead,
we shall approximate this expression by an integral with respect to (W?’C)‘g’2 and use the
continuity estimates obtained in Proposition A.1 to bound the remaining terms. (The
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statement and proof of this proposition are postponed until Appendix A to ease the
reading.)

Let € € (0,1/2), and let p. be a continuous probability density function on R sup-
ported in B(0,¢). For every k > 1 and s > 0, we have

[(@2)2, £) = ((we®)?, )]
< ’/}Rd f(x)@™ (x)*dx — /Rd /Rd F(@)T™ (2™ () (y — x)dydz

+ ‘ /}R , /}R | @ (@)we (y)pe(y — 2)dydz — /}R . F@)w (2)w (y)pe(y — x)dyda

[ s et oo - [ e rasl (5.40)
R4 JRA Rd
The second term on the r.h.s. can be rewritten as
/ f@)p:(y — J})]l{o}(/ﬁ)]l{o}(/'@/)ﬁ:k (dy, d/@')ﬁgk (dz,dk)
(R4x{0,1})2

- F(@)pe(y — o) Loy (k) 1g0y (&) M® (dy, dw") MZ® (dz, dk)
(R4 x{0,1})2

— [ [ r@u@u .y - o)y (5.41)
Rd Rd

as k tends to infinity (since the mapping (z,y) — f(x)p-(y — ) belongs to C.((R¢)?), and
since these terms are bounded uniformly in k (and ¢, s), this convergence also happens
in ! norm. That is, the expectation of the second term in (5.40) tends to 0 as k — oo.

Concerning the first term on the rh.s. of (5.40), because w?* takes its values in [0, 1],
we have, by Fubini’s Theorem,

<151 /S /B Bl @ )l — oy (5.42)
f x,e

B| [ s@meran= [ jmm - oad

By Proposition A.1 applied with € = Rn,zl/ ® there exists a,v, \,C > 0 independent of k£
such that for every z,y € R satisfying |z — y| < 1 and every s € [0,t], we have

E[ w?k(m) _ mgk (y)H < C{nlza + Tnk(a?,y) + (lx . y‘1/4 + Tnk(m,y)1/2>6)\(\$|+Rn;1/3)
+ng_d)/GTnk(SU,y)(27d)/4}7 (543)

where
To(z,y) =n""V |z — y\z/(d“). (5.44)

Thus, using the facts that the support S of f is compact, that p. is a probability density
supported in B(0,¢), and that 7, (z,y) < £2/(¢+1) for n large enough whenever |z —y| < ¢,
we can write that the first term on the r.h.s. of (5.40) is bounded by

C«/(n’;a 4 e2/(dH1) 4 J1/4 y 1/(d+) _|_n’(cl—d)/6€1/(d+1)). (5.45)

Likewise, by taking n — oo in Proposition A.1 (along the converging subsequence), we
obtain that the last term on the r.h.s. of (5.40) is bounded by

C/(€1/4 4 g2/(d+1) 4 J1/(d+1) Jrs1/(d+1)1{d:1})_ (5.46)
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Combining the above, we have that for every ¢ € (0,1/2),

limsupEH((ﬁ?’“)z, ) = ((w)?, f>H < 0(61/4 + 51/(d+1)), (5.47)

k—o0

and letting ¢ tend to 0 we can conclude that the part of the expression (5.37) for D,, (s)

which is quadratic in w”* indeed converges in I.! towards

ouVg (w)?, f). (5.48)

S

Combining (5.35), (5.38) and (5.48), and using the facts that B, (s) = 0 since F' = 1d,
and that C,,(s) and £, (s) tend to zero uniformly in all possible values of M, we conclude
that (5.33) is satisfied. As we explained above, this is sufficient to conclude in the case
d > 2 since the quadratic variation of the martingale Z7 is then 0.

We now turn to the case d = 1. Defining

t
Wi (f) = (wy, f) — (wg, f) —/0 LW, (M])ds (5.49)

—wpf) - @5 0) ~ [ {5 @ AD - ouVie @1 - aD). g fds + O ),

we know that W"(f) is a zero-mean martingale with predictable quadratic variation
izt [ [ (@04 5 @)L, 0 (1~ ). S+ O )2
(L= @ (x) + su(L = W (0)2) (L, oy f + O(n™1/*)? | dads
= Vi /Ot<w?(1 —wy}), f2)ds + O(n~1?), (5.50)
where, more precisely, the remainder term is bounded by a constant times n~'/3t. As

a consequence, foreveryn > 1, 0 <t < t, me N, 0 <t < - < t, <tand
hl,...,hmECb(M,\),

]EK(W{?(f))Q— (W) —u?V2 /tt/<w?(1—w?),f2>ds+(’)(n_1/3)> (ﬁhi(MZ)ﬂ =0

i=1
(5.51)
Observe that for every n > 1 and every t > 0,

W) < Vol(Sy) (20514 ¢ (“GRIATL + ouvil £+ 0 ) | e52

and so we can let n — oo in (5.51) (along the converging subsequence) and use the
Dominated Convergence Theorem, together with (5.35), (5.38) and (5.48), to conclude
that

t m
EK(ZW — (2 - uQVI%/ (we(1 — ws°°),f2>ds) (Hhi(Mt"f)ﬂ =0. (5.53)
t i=1
This allows us to identify the quadratic variation of the martingale Z/ as
t
2], = u2v,§/ (WP —w®), s, 0. (5.54)
0

Since by (5.14) the jumps of W"(f) are all bounded by Cn~2/3, Z1 is a continuous square-
integrable martingale, starting at 0. By the Dubins-Schwarz Theorem (see Remark 5.1
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below), Z7 is therefore a time-changed Brownian motion, solution to the stochastic
differential equation

AW, = uVir/(w (1 — w®), f2)dBJ (5.55)

where B/ denotes standard Brownian motion. The bracket process between Z/ and 29
is then obtained by the same kind of calculations, writing first the bracket process for a
fixed n and then identifying the limit by letting n; — oo.

Remark 5.1. We cannot a priori prove that [Zf],, = +o0 a.s., as required by the classical
Dubins-Schwarz Theorem. Note however that this condition can be removed, at the
expense of extending the probability space on which we work. Indeed, if we introduce a
Brownian motion (Btf )t>0 independent of all other processes (possibly on some enlarged
space) and set for every ¢t > 0

zl ift < [27]o,
Bl =4 T : ; (5.56)
2L+ B ift> (2],

where
7y := inf {s >0: [Zf]s > t}, (5.57)

then by Theorem 1.7 in Chapter V of [44] we have that (Bf )i>0 is a standard Brownian

motion and for every t > 0, Z/ = B{z.f]t'

To summarise, we have shown that any limit point (M°);>¢ of (Hn)nzl satisfies the
following system of stochastic differential equations: for every f € C>°(R%),

d(wye, f) :{M;R(wfo,Af) — ouVg (w°(1 — w?),f)}dt
+ LggeryuVay/ (w(1 — wi®), f2)dBY, (5.58)

with initial value (wy, f), and in one dimension, by polarisation the covariation between
(w*, f) and (w, g) is as in the statement of Theorem 1.11(z).

3) Uniqueness of the limit.

Let us finally show that the system of equations (5.58) has at most one solution. We
start with the case d > 2. Any test function of the form

k
M (1, ... ,xk){ II 1{0}(@)} M (dzy,dky) - - - M(day, drky)
(R4 x{0,1})¥ =1

k
:/ w(xl,...,mk){Hw(mi)}dm1~-~dxk, (5.59)
(Rd)k i=1

with v continuous and integrable on (R?)* (where as before w is any representative of
the density of M), can be uniformly approximated by linear combinations of functions
of the form ]_[:;1(', fi) with f; € C2°(R?) for every i. Thus, we can extend (5.58) to this
more general class of functions. Then in Chapter 7 of [35], it is proved that, when ¢ = 0,
any solution to (5.58) is dual, through the set of functional relations (1.26), to a system
of independent Brownian motions with variance parameter ul'r, in which particles never
coalesce. This is easily modified to o > 0, in which case particles branch into two at rate
uo Vg, independently of each other. Since the set of all test functions of the form (5.59)
is separating by Lemma 2.1(c) in [49], we can proceed as in the proof of Proposition
4.4.7 in [21] to conclude that the system of equations (5.58) has at most one solution.
Hence, this solution exists and the full sequence (Hn)nzo converges to it in distribution,
as stated in Theorem 1.11(44).
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When d = 1, we follow the same route and use It6’s Formula to extend (5.58) to
functions of the product form Hf:1<~, /i) and then to the full class of functions (5.59) by
the same density argument as before. Again in Chapter 7 of [35], it is proved that in one
dimension and when ¢ = 0, any solution to these equations is dual, through the set of
relations (1.26), to a system of independent Brownian motions with variance parameter
ul'g, in which, this time, particles coalesce pairwise at an instantaneous rate given by
uQVI% times the local time at 0 of their separation (independently of the other pairs). As
earlier, this is easily modified to cover the case o > 0, by imposing that particles should
also branch into two at rate uocVg. By the same chain of arguments as in the case d > 2,
we can therefore conclude that the system of equations (5.58) has a unique solution, to
which the full sequence (Mn)nzo thus converges in distribution as n tends to infinity.
Theorem 1.11(%) is proved.

Remark 5.2. Liang’s notation is very different from ours. To see that his process (with
selection added and the coalescence rate multiplied by «?V32) and our limiting process
do coincide, notice that m(dz) = dz in our case and X,(z) = w®(z)dy + (1 — w®(x))d;.
Hence, taking x (k) = L1o(k) = p(k) and ¥ (z) = f(x), ¢(x) = g(z) in Proposition 7.2 in [35]
indeed leads to

d[z/,z9), = u2V§/
]Rd

W (@) (@g(o)de ~ ?VE [ (wi(a)

R4

f(z)g(x)da
= u?V3 /}Rd wg® (z) (1 — wg®(2)) f(z)g(z)dz. (5.60)

5.2 Proof of Theorem 1.13.

We divide the proof into two parts. The first, and simpler, shows that the only possible
limit for (2"),,>1 is the system of branching and coalescing Brownian motions =*°. The
second part, tightness of the sequence (Z}),>1, is rather more involved and will be
broken into a number of smaller steps.

Recall that =" is defined on the probability space (€2, 7/, P) and takes its values in
the set M, (R%) of all finite point measures on R?, which we have endowed with the
topology of weak convergence. The linear hull of the set of test functions (recall (1.13))

El
Dexpin g 2 [ £(€) =exp { / (lnf(x))E(dx)}, (5.61)
i=1 R4

where f € C'(RY) takes values in [0, 1], is dense in Cy(M,(R?)) (the space of continuous
functions on M, (R?) tending to 0 at “infinity”) for the topology of the uniform conver-
gence (cf. Lemma 0.2 in [27], where the formalism is different but the result is equivalent
to our claim). Consequently, the linear span of the set of functions (5.61) is dense in
Cy(M,(R?)) for the topology of uniform convergence over compact sets, and functions
of the above form will thus be sufficient to characterise the law of an M, (R%)-valued
random variable. In this section, the atoms of the point measures considered will be
viewed as particles evolving in R?.
We start with the following result.

Lemma 5.3. The finite dimensional distributions of the system of scaled processes ="
converge as n — oo to those of the system of branching and coalescing Brownian motions
=°°, described in the statement of Theorem 1.13. In particular, the only possible limit
point for the sequence (Z"),>1 is 2.

Proof of Lemma 5.3. Suppose first that the density i) of the locations of the atoms of
Zr can be factorised as ¥(z1,...,zx) = ¥1(z1)---¥r(zy), with ¢; € C.(RY) being a
probability density function on R? for every i.
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Let us write (Mt(n))tZO for the unscaled SLFVS with parameters s, u, (in the fixed
radius case), and wgn) for a representative of the density of Mt("), for every t > 0. Recall
the notation (M}*)¢> for the scaled process whose density at time ¢ is w'?) (n1/3.). Let

w® € C'(R%), and suppose that Mé") is such that M has density w® for every n > 1.
With this initial condition and Relation (5.23) (where A f can be replaced by any function
f € C%(R%)), it is easy to check that M, as defined in Theorem 1.11, converges to the
measure M° € M, with density w’ as n — co. Hence, by Theorem 1.11 the sequence of
processes (Hn)nzl converges weakly to M starting at M. Using the approximation

(5.23) to replace (@, ;) by (w? (n'/3.),4;) + O(n=2/3) on the third line, together with
Fubini’s Theorem and the duality formula (1.26), we have

k

E [H (/IRdx{O,l} %(xz‘)ﬂ{()}(/%)M?(d%df%))}

i=1

=By [/(Rd)k Yr(@1) - Un(an {Hwt z; }dxl dxk]
N EM‘gn) [/(]Rd)k Vi) u (e {Hw(n) Yig )}dﬂ?l dxk] +O(n_2/3)

k
_dk/SEMé ) [/(Rd)k U (n‘l/?’m) . .¢k(n—1/3xk){ ngtl) (x,»)}dan ) ..dxk]
i=1

+ O(nfz/s)
_ n—dk‘/?) /(]Rd)k 1/}1 (n—1/3x1) . wk(n xk)E'_[xl _____ ex] |:H won) ):| d{L‘l dl’]q
j=1

+O(n~%3)

Ny
= /(]Rd)k 1(zq) - .qpk(xk)EE[nl/sml7___7n1/31k] { H wé”)(nl/?’(n‘l/?'g;t))] dzy...dzg

j=1
+O(n~%3)
N
= [ )R, ,M][Hwo ﬂdxl day + O(n/%)
(R4)k Jj=1
Ny
=Ez; [Hwo(gt”’j)] +0O(n=3). (5.62)
j=1

Now the expression on the L.h.s. of (5.62) converges to the corresponding expression for
M as n — oo. Therefore, if = is the limit of a subsequence of (En)nZL then for every
t>0

k

E 0 [H (/}Rdx{o’l}wi(xi)]l{o}(m)Mfo(dmi,dni)ﬂ = Eg, [ﬁwo(gz)]. (5.63)

i=1

On the other hand, as explained in Point 3) of the proof of Theorem 1.11, the same
equality (5. 63) holds for any w? if we replace Z, in the r.h.s. by the empirical distribution
at time ¢, =¢°, of the system of independent branching (and in dimension 1, coalescing)
Brownian motions described in Theorem 1.13. As mentioned in the paragraph around
(5.61), test functions of the form used in the r.h.s. of (5.63) are separating. We can
therefore conclude that the one-dimensional distributions of (£');> converge to those
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of (£7°);>0. The generalisation to the finite-dimensional distributions is straightforward
since the duality formula (1.26) holds on any time interval [s, ¢] (if we replace wq by w;
and & by &_)).

Finally, since linear combinations of functions of the product form

e i) - Yr(), (5.64)

with 1; € C.(R?) a probability density function for every i, are dense (for the I.' norm)
in the set of probability densities 1 on (R%)*, an analogue of Relation (5.63) can be
established for this more general class of initial densities 1. The same chain of arguments
is then sufficient to conclude the proof of Lemma 5.3. O

Tightness

We now show tightness of the sequence (2"),,>1. To ease the notation, we write P,
for the probability measure on Dy, (ga)[0,00) under which the locations of the atoms of
each = have density 1. We first show that the compact containment condition holds
if we see (2"),,>1 as a sequence of _/\/lp(]I/{\d)-valued Markov processes, where R4 is the
one-point compactification of R%. We can then use Theorem 3.9.1 in [21], togeth/(_e\r with
the fact that the linear span of functions of the form (5.61) is dense in Cj,(M,,(R%)) for
the topology of uniform convergence on compact sets to reduce the tightness of (£"),,>1
to that of (Pexp,in (E"))n>1 for every f € CW(I@) with values in [0, 1]. More precisely,
we show that for every such f, every T' > 0, every sequence of stopping times (7,),>1
bounded by T and every ¢ > 0, there exists § = §(f, T, ,¢) such that

n

n
N+t

| RGO | BIGS)
=1

i=1

limsup Py

n— oo

sup
0<t<s

> 51 <e. (5.65)

(This is actually stronger than the classical Aldous criterion based on stopping times
[2], which considers the supremum over ¢ € [0, d] of the probability that the increment
between times 7,, and 7, +t is larger than ¢.) Finally, using Lemma 5.3 and Corollary 3.9.3
in [21], we shall be able to conclude that ("), is tight in Dy (ge)[0, 00), as desired
(and furthermore that =" converges weakly to 2% in D s (ga)[0, 00)).

We shall proceed in a number of steps. First we control the maximum number of
particles in =7 up to time 7' 4 1. Not only does this give us the compact containment
condition, but conditional on this result, it is then easy to control the probability that
there is a branch in an interval of length § (by branch, we mean that a particle is replaced
by two “parental” particles during a selective event). If we can also show that with
high probability there is no coalescence (i.e., no group of at least two particles is ever
removed during the same event and replaced by one or two “parental” particles), so that
the number of particles in the system does not change, then the problem is reduced to
controlling the jumps in a random walk. The most involved step, which is the substance
of Proposition 5.5, is showing that indeed there is no accll\mulation of coalescence events.

Let us replace R? by its one-point compactification R4, so that the set of finite point
measures with a total mass less than K is compact for every K > 0. Recall the notation
|Z| = (£, 1) for the total mass of the measure Z. The following lemma thus implies the
compact containment condition.

Lemma 5.4. Let T > 0. Given € > 0, there exists K > 0 such that for everyn > 1,
P,| sup [E>K|<E. (5.66)
0<t<T+1 4

Proof of Lemma 5.4. Recall that two particles are created when at least one of the extant
particles is affected by a selective event. For a given particle of =", this happens at
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rate ns, Vru, = uocVg. Furthermore, the presence of more than one particle in the area
affected by the event does not speed up the branching. Consequently, the number of
particles in (2});>¢ is stochastically bounded by the number of particles in a Yule process
in which particles split (independently of one another) into two offspring at rate uoVxg.
Let T' > 0. Since the initial value, Z, has k£ < oo particles, we conclude that there exists
K € NN such that for everyn > 1,

Pw[ sup  |=7| > K] << (5.67)
0<t<T+1 4
as required. O
From now on, all our calculations proceed conditional on the event
A, = { sup |2} < K}. (5.68)
te[0,T+1]

From our reasoning above, we already see that for any ¢ € [0,7], conditional on A,,
the probability that at least one particle is created during the time interval (¢,¢ + §] is
bounded by

K Py [a given particle branches in (¢,¢ + 6]] < K (1 — e‘““VR5) <uocKVgs. (5.69)

This bound is uniform in n and so we see that there exists §; € (0, 1) such that for every
n>1, .
P [at least 1 particle created in (7,, 7, + 01]; Ay ] < T (5.70)

We also want to control the probability of coalescence events. Because of the
calculation above, it is enough to do so in the absence of branching.

Proposition 5.5. Let B§ denote the event that there is no branching event in (7,,, 7, +6].
There exists 0, € (0, ;] such that

Plat least 1 coalescence in (7,, 7, + 02]; An, B§,] < —. (5.71)

NS

Before proving Proposition 5.5, let us turn to the final ingredient in the proof and
control the “jumps” of a single particle.

From the description in Section 1.2, after rescaling of time and space, £™! “jumps”
(i.e., is removed and replaced by another particle seen as its parent) at rate nu,Vg(1 +
sn) = n?/3uVr(1 + o(1)), to a new location whose distribution is symmetric about its
current location. Furthermore, the locations of the particle both before and after the
jump belong to the same ball of radius Rn~'/3, and so the length of the jump is bounded
by 2Rn~'/3. Doob’s Maximal Inequality and standard estimates for the variance of a
compound Poisson process then imply that there exists C; > 0 such that for every n, any
s,m > 0, and every stopping time 7,,,

> n} < % s, (5.72)

1 1
Pw |: Sup ‘5;’!L+t - 5,?1"
tel0,s]

where we have used the strong Markov property of ¢™! at time 7},. From this, we can
draw two conclusions. The first one, which is not necessary for the rest of the proof but
gives some nice insight on our sequence of processes, is that taking s =T and T}, =0,
we can find a compact set F C R? such that for everyn > 1,

Pw[ sup EP(E°) > 0; An} <e. (5.73)
t€[0,T)
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Indeed, since ¢ is integrable, there exists a compact set E such that P[22 (E°) > 0] <
¢/2. Conditionally on all the initial particles belonging to E, by (5.72) we can then find
a radius n > 0 such that the probability that any of the (at most) K particles leaves
E = E + B(0,7) is less than /2.

Second, conditional on the number of individuals not changing during a time interval
of length 4, we can index the particles of = and = _T 5 by a common indexing set which
we denote [,,, in such a way that a particle in Z” | ; has the same label as a particle in
=7 if and only if the position of the former can be seen as the result of a (potentially

empty) series of jumps carried out by the latter during (7, 7, +6]. Under this assumption,
for any f € C>°(R¢) with values in [0, 1], a Taylor expansion yields

H f 7'n+t H f ‘rn

i€l, iel,

<CIVAI D et — &), (5.74)

i€y,

for some C' > 1, where the sup norm of Vf is finite since ]?{\d is compact. Together
with (5.72) and the choice s =4, T,, = 7, and n = &/( ), this shows that there
exists d3 € (0, 2] such that for n large enough, writing C§ for the event that there is no
coalescence in (7,7, + 9],

IT £t =TT Feen

i€l €1y,

KC
> e An, BS,, C5, >

03 < (5.75)

[ sup <
1

t€[0,93]

Combining Lemma 5.4, (5.70), Proposition 5.5 and (5.75), we obtain (5.65) with § = ¢5.

It remains to prove Proposition 5.5. Let us remark that it is not enough to consider
particles at an initial separation of order O(1) (or O(n'/3) before rescaling). In particular,
when two particles are created through a selective event, their (rescaled) initial distance
is of order O(n~'/3) and so we also need to control the coalescence of particles starting
from very small initial separations.

Proof of Proposition 5.5. It suffices to consider just two particles and find é; > 0 such
that the probability that they coalesce in a time interval of length J; is bounded by
¢/(2K (K — 1)), irrespective of their initial separation. Once this bound has been estab-
lished, we can write

K(K-1) € B
= 2 2K(K—-1) 4

P [at least 1 coalescence in (7, 7, + 82 ; Ay, Bj,| < (5.76)

since, on the event A,,, there are at most K (K — 1)/2 pairs of particles at any time.

Recall that before scaling, each particle jumps at rate proportional to u, = un~/3.
This makes it convenient to work in the timescale (n'/?t, t > 0) and without rescaling
space. We shall write £ = € s, i€{1,2}.

When é"’l and 5"’2 are separated by more than 2R, they cannot be contained in
the same reproduction event, and so they evolve independently of one another. The
ith particle jumps at rate n'/3u, V(1 + s,) = uVz(1 + 0(1)) to a new location, which is
uniformly distributed over the ball B(Z, R), where Z itself is chosen uniformly at random
from B (é"vi, R). In what follows, we only need that the jump made by each particle is
an independent realisation of a random variable X taking values in B(0,2R), whose
distribution is symmetric about the origin.

On the other hand, when |§~”1 — £"2| < 2R, the two particles can both lie in a region
affected by a given reproduction event and their jumps become correlated. In particular,
if they are both affected by this event, they merge together. The infinitesimal generator of
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((ept, 53’2)),520, applied to any function ¢ € C’o((]ﬁ\d)z) (the space of continuous functions
on (R%)? vanishing at infinity) takes the form

1 - I
1+ s, — LE2) — (€1, 62))dzd
u(l + 5,) /B e /B o T () 0 B

1 ~ o
1 n 7 17 - 17 2 dzd
) [ T (G182 6 )

+u(l —un"V3)(1 + sp) /

B(£',R)NB(£2,R)

1 J

+u?n~13(1 —|—sn)/ / — (¢(z,2) — ¢(£',€%))dzda. (5.77)
B(&',R)NB(E2,R) /B(x,R) VR

[ 08+ 0(,2) ~ 2008, &))deda
B(z,R) YR

We can think of this as composed of two parts: the process ((£]"',£/"%));>0 whose
generator is determined by the first three lines above, on top of which a coalescence
event occurs at instantaneous rate u2n~/3(1 + s,,)Vz(0,£"" — £?) (recall that Vz(0, )
is the volume of the intersection B(0, R) N B(a, R)).

With this description, the probability that the two particles have not coalesced by
time dn2/3 (which corresponds to a time span of § on the timescale of &™) is given by

N 2(1 n?/? . R
P, [T > 6n*/%] = E, [exp{ - %/ Vr(0,Em1 — €n2) dsH, (5.78)
0

where we have written 7 for the coalescence time of the two particles.

Since Vz(0,2) = 0 when x > 2R, it just remains to establish how much time é"’l — f"’z
spends in the ball B(0,2R) by time dn?/3. To do this, we define two sequences of stopping
times, (0} )x>1 and (77!)k>1 by

ol =inf{t >0 : [ =% < 2R}, P =inf{t>o7 : [E" -7 > 2R),  (5.79)
and for every k > 1,

op =inf{t >, ¢ |§V -7 < 2R}, P =if{t>op ¢ |0 -0

> 2R}. (5.80)

Now, we have the following result.
Lemma 5.6. There exists C > 0 such that for everyn,k > 1,

Ey [} —op] <C. (5.81)

In words, although the two particles are correlated when they are close together,
each “incursion” of ™! — ™2 inside B(0,2R) lasts only O(1) units of time, uniformly in n.
The proof of Lemma 5.6 is similar to that of Lemma 6.6 in [7] (based on the facts that the
difference walk jumps at a rate bounded from below by a positive constant, independent
of its current value, and that the probability that this jump leads to a sufficient increase
of their separation for £"' — £/? to leave B(0,2R) is also bounded from below by a
positive constant). Therefore, we omit it here.

Outside B(0,2R), the difference ff - étn 2 has the same law as a symmetric random
walk, with jumps of size at most 2R, jumping at rate 2uVg(1 + s,). Its behaviour will be
determined by the spatial dimension.

d > 3: When d > 3, transience of the random walk guarantees that the number of
times 5"’1 — f”’Q returns to B(0,2R) is a.s. finite. Since the parameter n appears only in
the jump rates and not in the embedded chain of locations (during an excursion outside
B(0,2R)), the probability that the difference walk enters B(0,2R) at least k times decays
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to 0, uniformly in n, as k — oco. Together with Lemma 5.6 and the fact that Vz(0,-) is
bounded, this shows that for every n > 0,

on?/3 L nl/3
: n,l _ ¢n, —
7}13;0%[/0 Vr(0,£" — &%) ds > nug(Hsn)] 0 (5.82)
As a consequence, coming back to (5.78), observing that
. 2(1 4 s,) [ . .
Py[T <on®?] =Py {Exp(l) < %ﬁ,) / Vr(0,ém1 — 5272)ds] (5.83)
n 0

(where Exp(1) denotes an exponential random variable with parameter 1) and choosing
n small enough that P[Exp(1) < n] <e/(2K(K — 1)), we can conclude that for any ¢ > 0,

~ €
limsup Py [T < 00?3 < —————. 5.84
msup Py [T < 0n°7) < 5pre (5.84)
d = 2: When d = 2, we claim that there exists C’ > 0, independent of n, such that for
every x1, xo with |z — 22| > 2R,
/
> ¢
~ log(6n2/3)
where we have written P, ..y for the probability measure under which the two particles
start at locations x1, x2. The proof of this claim is very similar to the beginning of the
proof of Lemma 4.2 in [9], and so we only sketch the main ideas. We can a.s. embed the
trajectories of the difference process 5?’1 - §t"’2 into the trajectories of a two-dimensional
Brownian motion, in the same spirit as Skorokhod’s embedding in one dimension (see
e.g. [11]). Now, since the jumps of the difference process (when outside B(0,2R)) are
rotationally invariant, we have

P oy aay[of > 6n/?] (5.85)

‘ inf‘>2R Pioi oo} [é”l — £m2 leaves B(0,4R) before entering B(0, 2R)} >0, (5.86)
xr1—T2

and the result then follows from that for Brownian motion, namely Theorem 2 in [45]
applied with ¢ = 2R and r > 4R. As a consequence, the number N7 of excursions
outside B(0,2R) that the difference walk makes before starting an excursion of (time)
length at least 6n?/3 is stochastically bounded by a geometric random variable with
success probability C'/log(én?/3). Now, once the difference walk has started such a long
excursion (say, the kth one), it is sure not to come back within B(0, 2R) before time §n?/?
and the number of incursions in B(0,2R) in the time interval [0, 6n/3] is bounded by k.
Thus, fixing > 0 as before and observing that Vz(x,y) is bounded by the volume Vy of
a ball of radius R, we obtain that

sn?/3 . R n1/3
P, Vr(0,&81 = €02)ds > n ————
(/)|:/0 R( 7§5 55 ) 5>7]u2(1+sn)}

[C% log(6n?/3)]

<P, [N n 52/3 P n_n Tli
< w[ > Cglog(on )]+ ) ; (7% Jk)>nu2(1+sn)VR

1/3

u?(1 + sp)

. V
< e~ CnC R Cg log(5n2/3)C, (5.87)

nml/3

where the last inequality uses the stochastic bound of N7 first, and then Markov’s
inequality. Choosing C'% = logn, for instance, we deduce that for any 6 > 0,

on?/3 . R 1/3
lim P Vr(0,m — ) ds > ———| =0, 5.88
ngrolo w[A R( ags gs ) S 77u2(1+sn) ( )
and we conclude as in (5.84).
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d = 1: Finally, when d = 1 it is shown in [41] that there exists C’ > 0 such that for
every x1, zs such that |z; — z2| > 2R,

C/

Py, woylor > on2/3] > 5/ (5.89)
Proceeding as before, and with the same notation, we therefore have
on?/3 R N nl/3
Py {/O Vr(0,6m1 — £2)ds > g 205 Sn):l
[CEVon'/?] nl/3
<Py [Np > Cpven'/?] + Py { k; (i — o) > 1 Bl
< e~CEC’ w1+ ) [Vall cn/snt/3c. (5.90)

i/

Choosing C7 to be a constant large enough for the first term to be less than ¢ /(6 K (K —1)),
and then d3 > 0 small enough for the second term to be less than ¢/(6(K (KX — 1)), and
finally taking 7 small enough, we obtain that for any § < §s,

= 2/3 onl? nl fn2 n'/3
P, [T < 6n2/3] <P Vi (0, €M — 2y ds > p—"" | 4 P[Exp(1) <
o[F < on??) < w[/ R(OE80 = &%) ds > | PlExp() < 1)
g 13 & 13
< = . .
SOK(K—1) T 6K(K—1)  6K(K—1) 2K(K—1) (5.91)

We have now proved the desired bound for the probability of a coalescence in any
dimension and the proof of Proposition 5.5 is complete. O

6 Convergence of the rescaled SLFVS and its dual - the stable
radius case

We proceed exactly as for the case of fixed radius.

6.1 Proof of Theorem 1.14

As in the proof of Theorem 1.11, we first show that the sequence (Mn)nzl is tight in
Dy, [0,00), then we show that any limit point of a subsequence satisfies the martingale
problem stated in Theorem 1.14, and finally we prove that there exists at most one
solution in D, [0,00) to this martingale problem to conclude that (M"),>; indeed
converges to it.

1) Tightness.

We use the same method as in the proof of Theorem 1.11, but the computations
required are different. Note that for every n > 1 the process M" has sample paths in
D, [0, 00), since the unscaled process from which it is constructed has a.s. cadlag paths
by Theorem 1.2. Using again Theorem 3.9.1 in [21] and the compactness of M, we
reduce the proof of tightness of (M"),;>; to the proof of tightness of (U ;(M")),>, for
every F € C3(R) and f € C°(RY).

Hence, let us now fix F' and f as above. Since Vp; is a bounded function on
M, and consequently (U, f(ﬁy))nzl is a tight sequence for every ¢ > 0, by the Aldous-
Rebolledo criterion we only have to prove the equivalent of (5.1) and (5.2) after finding an
expression for the predictable finite variation A" of (¥ 1. ;(M; ));>0 and for its predictable
quadratic variation Q". As earlier, we first replace f by any function ¢ € C2°(R?) and
then specialise the formulae we derive to a suitably chosen function ¢ to conclude.
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For any given n > 1, the extended generator of the unscaled process with parameters
satisfying (1.27), (1.28), (1.29) and (1.31), acting on functions of the form ¥, is given
by

curs0n= [ [T G ()0 ) F(OL, 0, 0, 0) ~ Pl 0)
(6.1)
(1 = w(y) + sn(l — wy)w(2))) [F((O pu, (W), ¢) — F({w, 9))] }dydzu(dr)da

where, as usual now, w is a representative of the density of M. Arguing as in the part on
tightness of the proof of Theorem 1.11 and using (6.1) with ' and F2, we obtain that the
predictable finite variation part of (Vg (M;)):>0 is given at any time ¢ > 0 by

t
A; = / LU, (M) ds, 6.2)
0

and its predictable quadratic variation by

o= [ [ L7 (e s D [PUOL ), ) = Flfans)]

l_wS( ) +sn(l "US(:U)WS(Z)))[ (<®;run( S)a‘P»
_ F((ws,(p))}z}dydzu(dr)dxds. (6.3)

To make the expressions easier to read, below we retain the notation 5, v and ¢ from
(1.33). Let us now consider the process (M;');>o whose density at time ¢ is w}(-) :=
wy¢(n®-). Writing explicitly the martingale problem satisfied by M" and performing a
change in the time and space variables, we obtain that the extended generator of this
Markov process is given by

L'V (M (6.4)

X [F(<®Z—ﬁgj7n—ﬁr7un(w)790>) —F((w,g@))])
(L= w(ny) + 51— 0Py ) [F(O; 1y -y (0),6)) = Fllwo))]

dydzp(dr)de
e d++/B< L7 { )+ 500 [F(OF 1., (), ) = Fl(w,0))]
+ (1= w(y) + sa(l - D) [FUO; . (), 0)) = F((w, )] } dydzdrdz,

which allows us to write as in the fixed radius case that the predictable finite variation
part of Ur,(M™) is equal to (f(;S LMV ,(M])ds)¢>0, while its predictable quadratic
variation is given by the integral with respect to time of the function in (6.4) (applied to
M) in which the increments [F((0F,. ., (wl),¢)) — F((w?,¢))] are squared. It remains

to apply these results to ¢ defined by

ndﬁ
pr(x) = 7/ f(y) dy, (6.5)
1 JB(z,n="8)
and to use the fact that for every ¢ > 0,
Uper (M') = F((w}', ¢5)) = F((@y, f)) = Vpp (M) (6.6)
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(where w} is the density of M? defined in (1.32)), to identify A™ as

t
_ / L, (M) ds, (6.7)
0

and Q" as

or = [T e [ L B0 sl O, )0

— F(@?, )
+ (1= wl(y) + su (1 — Wl (H)wl(2) [FUOF o, (W) o))

— P, f>)]2}dydzdrdxds. (6.8)

Now that we have an expression for A" and Q", let us bound their increments to
complete the proof of tightness of (¥ ;(M")),>1. We start with A”. As before, it is
convenient to split £L"Wp (M) into its neutral and selective components. Using a
Taylor expansion of the function F', we obtain that the neutral part is equal to

e 1 1
1-Ba ol [ )= - n + ny _ ,,n
wer@) [ /B A GO NI RN

+ <1 - <®z U wg) - w?,¢f>:| dydrdx
o D) | /oo [ 2
1-Ba~ \\WssJ /) L L n ®+ nom
+n 2 ra J,y—p TATIFA B(M)Vr[ws W)(OF 0, (W) —wl, 0p)
+(17 <@rrun ?)7w?7¢f>2i|dyd7"d’1}+5n
1
_ o 1-Pa— !
=n TuF'( /Rd/ 5 7ﬂUerpra /B( ) V (ZU)(QOf( ) — f(y))dydzdrdx
Bo—ay U . . :
+nl-8 QW?F//(<wsaf>)/]Rd /n_ﬁ W/B(z T)Vr{ws (W) Lo (1 — "), 0f)?
+(1— w?(y))<13($,r)wg,<pf>2} dydrdz + ¢, (6.9)
with
BC 0o 1 9
< 1_aﬁ-3vu/ / 7/ “a 3 dudrd 6.10
‘5n| =N 3 R S5 ,r,d+1+a Blar) ‘/7'< B(m,r)7@f> yarazr, ( )

where the constant Cr is the supremum of F®) over the bounded set in which its
argument takes its values (recall that ¢ € C>°(R?)). Consider the first term on the right
hand side of (6.9). Since 1 —af —v =0, nl=Pa—7 =1 We split the integral over the radii
into the sum of the integrals over [n~”,1] and [1, o). By using a Taylor expansion of ¢
and a symmetry argument to cancel the integral of (z — y)dz, we obtain that

! 1 1
F'((w” —_ —w - dydzdrd
wr ) [ [ e [ ) — e dudzdrda

! 1
- ’/]Rd /,rg rd+lto /B( "2 V |Z ‘ {B(z,r)NS,, #0} dydzdrdz

1
1
< C'Vol(S,; + B(0,1)) /H rdtita

(6.11)

rd2dr = 0"(1 — n=PR=)

for some constants C,C’,C"” > 0 (where S,, denotes the compact support of ¢¢). To
control the integral over radii in [1, 00), the cruder bound | (y) — ¢f(2)| < 2| f]| suffices
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and, using the fact that
Vol{z : S,, N B(x,r) # 0} < Ca(r v 1), (6.12)

we have

1
F( dydzdrd
! /]Rd/ rd+1+a /B(z i v wi(y)(er(2) — ¢r(y))dydzdrde
1
= C/]Rd/l 7‘d+1+a~/B(w,'r)2 ﬁ(ﬂ{yesw} +1{zes¢f})dydzdrdx

° 1
S C’/l W/]Rd ]l{B(w,T)ﬂS%,f#@}VOI(SWf)dxdT

> 1
S CH/ W ’I”dd’la S OH/, (613)
1T o

again for some constants C,C’, C” and C"” which depend only on d, F and f.
To control the second term on the right hand side of (6.9), we use (6.12) together
with the inequality

[(Lpgnwe )| < [fIVOU(S,, N B(z,7)) < CilflI(r! A1), (6.14)
to see that it is bounded by

u CF
% 202 £ / / s (M APLgs, ey drda

— Cyn~ 'V/iﬁm(r A D2V D)dr

1 7“2’1 o] rd
= an_’y/ —IiT ————dr + C3n~ 'Y/ Wdr = C’4n_7(1 — n_ﬁ(d_“)). (6.15)
n*/j « 1 r «

When d > 2, d—«a > 0 and so this bound tends to 0 as n — oo. Whend =1, (a—1)8—v =0,
and so this term is bounded by a constant as n — oco. The same calculation shows that
en — 0, uniformly in w}, as n — oco. As a consequence, in any dimension the absolute
value of the neutral term of L"V (M) is bounded by a constant independent of n and
M.

Proceeding in the same way as for the second term above, we obtain that the
“selection” term (i.e., that involving s,) of L"Vp, (M) is bounded by (recall that
l—af—v=0)

Quonl—Ba—r-60 / / 7/ — ")|dy dzdz'drd
o " Rd Jp—p Titlte Blar)® V2 lor(2')|dy dz dz'drde

<
_5 d
<Cn /n Sy /Rd (LA ) LB s, 20y dedr

-8
> 1
< c’n*‘?/ —= A (v rY)dr <Ot = 07 (6.16)
n=8T a

since a8 — § = 0. Combining (6.9), (6.11), (6.13), (6.15) and (6.16), we obtain that there
exists a constant C independent of n such that for every 0 < t; < to,

ta
/ |L"W g, (M7)|ds < C(tz — t1), (6.17)
ty
and therefore for every T' > 0, every sequence of stopping times (7,,),>1 bounded by T,

and every ¢ > 0, we can choose n > 0 small enough so that

limsup sup P HAT”H, ﬁ‘ >e] =0, (6.18)
n—oo  9€[0,n]

which corresponds to the first part of the Aldous-Rebolledo criterion.
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For the quadratic variation of the martingale part, a similar analysis yields that the
integrand in Q} is bounded by

S| 1
Cl—ﬁa—%// 7/ — Ndy dz dz'drd
n R S TEIFE fp 0V, pr(2)pyr(2)dy dz d2'drda

T

oo 1 2
/. — d
=Cn 7/}R’d /nfﬁ e LAT) LB@nns,, #0drde
> 1
<C"n™7 / e (1 A rd)2(1 Vv rd)dr < C””n_'y(l + n_ﬁ(d_a)), (6.19)
n=-8T «

which is bounded by a constant independent of n. As before, we conclude that the
equivalent of (6.18) with A" replaced by Q" is satisfied for n > 0 small enough. The
Aldous-Rebolledo criterion allows us to conclude that the sequence of real-valued pro-
cesses (Ur ;(M")),>1 is tight, and since this is true for every F € C3(R) and f € C°(R?),
we obtain the tightness of (M"),>1 in Dy, [0, 00).

2) Identifying the limit.

Suppose M € Dy, [0,00) is the weak limit of a subsequence (Mnk)kzl, and for
every t > 0, write wy® for a representative of the density of M. We know from the
previous paragraph that for every f € C°(R?) and every n > 1,

t
(‘I’Id,f(M?) — W1q,5 (M) */ LMW1q,,, (M?)dS) (6.20)
0 t>0
is a martingale with predictable quadratic variation (6.8) (with F' = Id), where L" was
defined in (6.4) and ¢ in (6.5). As in the fixed radius case, we first show that for every

t>0,
=0

(6.21)
so that we can then use the fact that the quantity in (6.20) is a martingale, the fact that
W14, is @ bounded continuous function and the Dominated Convergence Theorem to
conclude that forevery 0 <t <¢,meN,0<t; < -+ <ty <tandhy,..., h, € Cp(M)),

t i
i B[ [ e, upgs - [ {0 - 27 e - w) s
0 0

k—o0

2uo

EK(U}?"J%<w§°7f>—/ttl{<w§°,7>“f> = u). ) fos)

x <f[hi(Mg°))] =0 (6.22)

and consequently that Z7 is a martingale (with respect to the natural filtration of M ).
In the case d > 2 this property is again sufficient to conclude, since we showed in (6.19)
that the quadratic variation of the martingale (6.20) tended to 0 as n — oo, and therefore
the limit Z/ is the constant process equal to 0. We shall thus end this point 2) by showing
that in one dimension, the quadratic variation of Z/ and the bracket process between
2 and 29 have the required form.

Let us fix f € C2°(RY) and show (6.21). Let us first analyse the part of £"W1q,, (M)
corresponding to neutral events. By (6.9) with F' = Id, since 1 — a3 — 7 = 0 this neutral
part takes to form

1 1
1—ab=y —_ — wl (2) — dydzdrd
un /l'{d' \/r;_ﬁ rd-‘rl-‘roc /B(x,r)2 er Wg (y)(gof(z) @f(y)) ydzdrdx

o 1 Vi(y,
— u/Rd wy (y) /]Rd (/_szy s (‘3// z) dr) (pr(2) — wy(y)) dzdy, (6.23)
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where V,.(y, ) is again the volume of the intersection B(y,r) N B(z,r). Now, a simple
Taylor expansion to the second order gives us that

or(2) — () = f(2) = F(y) + O ) (L, (2)ns; 20y + L(B.(y)NS,#0} ) (6.24)

where B, (-) = B(-,n~") and the error term is uniform in y and z. Since

e [ oyt Ry, O (L{Ba(=)nsr 20} T L{Ba(y)ns, 20y)dzdy
—d—«
< C'nfzﬁ/ / <nﬁ V |Zy|> dzdy < C'n B2 (6.25)
S4B, (0) JRA 2

as n — oo, we can conclude that up to a vanishing error term, the neutral part of
LMW e, (M) is given by

n * 1 V;"( ) )
wf wr [ (/ﬁv SRR dr) (f(2) = f(z)) dady. (6.26)

Now, our computations (6.11) and (6.13) in the proof of tightness imply that the function

e 1 Vi(y,r
winsve [ (f e @) UG - feds 62)

—pylzzul V.

is a continuous function, uniformly bounded in y and n. Hence, up to a vanishing error
term we can first replace w} by w7 in (6.26) and, second, use dominated convergence to
pass to the limit as n — oo in (6.26), along the converging subsequence. Doing so, and
using the fact that all the error terms go to 0 uniformly in s, we obtain that the limit in
! norm of the neutral term in fot L Wq , (M*)ds is equal to

t
w[ [ w) [ e -G - fw)dsdyds, (628
0 JRd R4
where, as in (1.36),
°° L Vily,
ol —y)) = /;‘ e (‘3// 2 ar, (6.29)

2
In passing, let us show the following property of the operator we obtain in the limit.
Lemma 6.1. For f € C>°(RY) write

D f) = [ ¥z = uD(£(:) ~ F)i (6.:30)

Then D* is the infinitesimal generator of a symmetric «-stable process ((;);>o.

Proof of Lemma 6.1. It is reassuring to first check that this is the generator of a well-
defined Lévy process:

> 1 V.(0,9)
1A |y|? " drd
Joantl) [ s Y aray

1 e
1 1
<C| 5= % dyd c’/ ———d
= /0 rdtita /]3(0,21‘) [y|” dydr + | rdrira

<" bopd+2 Y e 1
>~ C o md'f' + C . md'f’ < 00, (631)
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since «a € (1,2). Therefore the measure

* 1 Vi(0,9)
Va(dy):/o oy Uy (6.32)

is a Lévy measure and there exists a unique Lévy process with values in R? whose Lévy
triplet is (0,0, v,). By Theorem 6.8 in [30], the operator D* is its infinitesimal generator.

To verify that the associated Lévy process is a symmetric stable process, we check
the scaling property (the symmetry property is obvious from the form of v,,). Let b > 0.
The generator of (b71/a<bt)t20 is given by

Dy f(y) = bu /Rd ®(lz = 0y (F(072) = f(y)) d2

_ upitd/a /}R BBz — By ) (f(2) — f(y)) dz. (6.33)

But a simple change of variables gives us that

o 1 Vv (bl/ay bl/az)
1/a 1/ = - :
@(‘b/ 2 —bY/ yl) _/w rd+ita v, dr
2
L o0 1 V(y,2)
_ 1 d T )
- /o k/zfm s v d’r, (6.34)
T T

and so D;* = D for all b > 0. This shows the desired property of D. O

Having identified the neutral part of the limit, we now turn to the part of £L"Wyq ,,, (M]")
corresponding to the selective events. It is given by

ugnliﬁaﬂié/ / 7/ — (Wl (y)w () —wi (") es(z") dydzdz'drda.
Re S5 rd-ﬁ-l-&-oz Blar)? V2 ( ( ) ( ) ( )) f( )

(6.35)
Now, the term which is linear in w} is easy to deal with: by Fubini’s Theorem, it is equal

to
6/ /oo 1 / / / /
on” — wi (2N (2") d2'drdx
Re Jn—8 rdtit B(z,r) !

o Vird uoV
_ —0 ngt / 1 r_ 1 ,—n
= uon /]Rd wy (2")ps(z )(/ﬂﬁ oS dr) dz = — (wy, f), (6.36)

where the last equality uses the fact that o — § = 0. It is then straightforward to obtain

that .
uoi H / @, fds - [z, fds
k—>oo (0% 0

Similar calculations show that the “quadratic” term in (6.35) is equal to

s n"?logn 1 1 2
on- rdfita —wi(y dy) / pf(z)dzdrdz + O((logn)™“).
/Rd /n*‘* rie (/B@c,r) v, s T ((logm)™)

(6.38)
In contrast with the fixed radius case, here we first have to show that up to a vanishing
error term, along the trajectories of the process M"™ we can replace the average of the
density w” over a ball of radius at most n~" logn by @W", the average over a ball of radius
n~? centered at the same point. In a second step, we use the same method as in the fixed
radius case to prove that for every ¢t > 0, (w;*)? converges to (w{®)? in the appropriate
sense.

} =0. (6.37)
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Concerning the first point, we have

1 2
w;’(y)dy)
( /B(ac,r) Vi

1 1
— (/ vw;’(y)dy + w;’(x)) (/ vw?(y)dy — w?(x)) + " ()2 (6.39)
B(z,r) Vr B(z,r) Vr

Suppose we have the following lemma (whose proof is quite technical and is given in
Appendix B).

Lemma 6.2. Under the conditions of Theorem 1.14, for every r € [n="? n=%logn),

, wily)
lim E / = dy —wy
n—o0 H B((L‘,’I') Vr,» ( )

uniformly in € R and uniformly in s over compact time intervals [0, ].

} =0 (6.40)

From this result, we can conclude from a dominated convergence argument and a
Taylor expansion of ¢, that the “quadratic” part of (6.35) is equal to

uoWi (@2 f) + e, (6.41)

s B logn v
_ A . ) B
o /Rd _/n—/i m W, (:E) f(‘r) drdx + ¢, =

where ¢, tends to zero as n — oo uniformly in s over compact intervals of time.

As concerns the second point, we proceed as in (5.40) and below. Using Proposi-
tion B.1(i7) in Appendix B, the facts that the support of f is bounded, and that p. is
supported in B(0,¢) (so that 7» in (B.4) is bounded by g%/(d+1) when |21 — 22| < eandnis
sufficiently large), we obtain that the first term in the decomposition (5.40) of {(w™”)?, f)
is bounded by a constant (independent of n, ) times

= e/ 4 1/4 | a/(2d42) 4 —B(d=1) (a—d)/(2d+2) (6.42)

Letting n tend to infinity in the above expression, we can write that the third term in the
decomposition (5.40) is bounded by a constant times

60&/((14’1) +€1/4 +€a/(2d+2) +€(a71)/41{d:1}- (643)

Finally, the second term in the decomposition (5.40) tends to 0 by the assumption that
M converges to M °. As in the fixed radius case, we can therefore conclude from (6.41)

that
. “fuoVi, . uoVi (Y
lim IEH/O { ” ((@W™)2, f) +€n}d8— /0 (wX)?, f)ds

k—o0 «

] =0. (6.44)

(Note that this convergence is independent of the representatives of the different
densities that we choose.)

Combining (6.28), (6.37) and (6.44), we obtain (6.21) and we can therefore conclude
that Z7/ is a martingale with respect to the natural filtration of M>°. As we already
mentioned, when d > 2 this is sufficient to conclude that M°° satisfies the equations
stated in Theorem 1.14(ii).

To identify the quadratic variation of Z/ and the bracket process between Z/ and
Z9 when d = 1, we proceed exactly as in the fixed radius case and therefore we do not
provide all the details. Setting

Wi (f) = (Wi, f) — (wg, /E\Ifldw ™ds,  t>0, (6.45)
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we know from the paragraph 1) on tightness that for every n > 1, W"(f) is a zero-
mean martingale with predictable quadratic variation Q" given in (6.8) (with F' = Id).
As a consequence, foreveryn > 1, 0 <t < t/, me N,0<t; < -+ < t, <tand
hl, e hpy € Cb(./\/b\),

E[(( ()= (W) - Qp + Qt) (Hh )} (6.46)

Recall from our calculations in 1) that all summands in the expression for W;*(f) are
bounded uniformly in n» > 1 and ¢ in a compact time interval. Furthermore, the same cal-
culations as those we performed to obtain the limit of the selection part of £"W1q (M)
(see in particular (6.37) and (6.44)) show that

2

tim E[o - [ -z s

a—1

] =0, (6.47)

uniformly over compact intervals of time. Letting n — oo in (6.46) along the converging
subsequence, we arrive at

E[((thf)Q —(2h)? - ;fl /tt/<w§°(1 - w;”),f%ds) (ﬁhi(Mgo)ﬂ =0. (6.48)

This allows us to identify the predictable quadratic variation of the martingale Z/ as

4u?
a—1

t
(27, = / (WPl —w), fA)ds,  t>0. (6.49)
0
By the analogue of (5.14) (with n~'/3 replaced by n~?), every jump of W (f) is bounded
by u, Vol(S, ) independently of the size of the radius of the event, where we recall that
u, = un~". Consequently, Z/ has a.s. continuous trajectories. Since Z{; = 0, we can
use the Dubins-Schwarz Theorem (or rather its extension since we do not know whether
[Zf Joo = 400, see Remark 5.1) to conclude that Z fisa time-changed Brownian motion,
solution to the stochastic differential equation

AW, = \/%ngo(l —wi®), f2)dB], (6.50)
where B/ denotes standard Brownian motion. The bracket process between Z/ and 29
is then obtained by the same kind of calculations, writing first the bracket process for a
fixed n and then identifying the limit by letting n; — oo. We thus obtain that any limit of
a subsequence of (Mn)n21 satisfies the set of equations stated in Theorem 1.14(i).

3) Uniqueness of the limit.

The argument is exactly the same as in the corresponding part of the proof of
Theorem 1.11. Indeed, by another modification of the results of Chapter 7 in [35]
(replacing Brownian motion by the symmetric a-stable process ({;):>o generated by D -
see Lemma 6.1), we obtain that any solution to the limiting system of equations stated in
Theorem 1.14 is dual through the set of relations (1.26) to a system of particles following
independent symmetric a-stable processes (with the same law as (), and branching
independently at rate uoV; /«a into two particles starting at the location of their parent.
In one dimension, each pair of particles also coalesces at a rate 4u?/(« — 1) times the
local time at zero of their separation, independently of the other pairs. Since the set of
all test functions of the form (5.59) is separating, we can again conclude that there is
at most one solution to the system of equations of Theorem 1.14. Hence, this solution
exists and the full sequence (M"),>o converges to it in D, [0, 00).
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6.2 Proof of Theorem 1.16

Most of the proof is identical to that of Theorem 1.13. That the only possible limit for
(EF)¢>0 is the system of branching (and in one dimension coalescing) symmetric a-stable
processes described in the theorem, again follows from an adaptation of Chapter 7 of
[35], in which the only change is that Brownian motion is replaced by the stable process
generated by D¢ (see (6.30)) and we have added natural selection/branching of particles.
This gives us the analogue of Lemma 5.3 in the case of stable radii, whose proof is
exactly the same as that of Lemma 5.3.

Lemma 6.3. The finite dimensional distributions of the system of scaled processes ="
converge as n — oo to those of the system of branching and coalescing a-stable motions
=°°, described in the statement of Theorem 1.16. In particular, the only possible limit
point for the sequence (E"),>1 is 2

Next, we have to show that the sequence (2"),>; is tight. Let again P, denote
the probability measure on Dy, r«)[0,00) under which for each n > 1, the locations
of the atoms of =f have density 1. As in the proof of Theorem 1.13, after showing
that the comp;a\ct containment condition holds if we replace R by 11:§ one-point com-
pactification R and consider each Z" as taking its values in M, (R?¢), we shall use

Theorem 3.9.1 in [21] to deduce the tightness of (£"),>1 in DM (Rd)[O, o0) from the

tightness of (Pexp,in f(E™))n>1 in Do 1[0, 00) for every f € COO(IE{d) with values in [0, 1].
More precisely, we show that for any such function f, every T' > 0, every sequence of
stopping times (7,,),>1 bounded by T" and every ¢ > 0, there exists 6 = §(f,T,1,e) >0
such that

N

Tn +t n

H f T'n+f - Hf(ffﬂ’,i>
i=1

Once these properties have been shown, we can use Lemma 6.3 and Corollary 3.9.3 in
[21] to conclude that (Z"),,> is tight in Dy, (ge)[0,00) and converges to =.

Again, we proceed in four steps. First, by exactly the same arguments as in the proof
of Theorem 1.13, for every T' > 0 and every € > 0, there exists K > 0 such that for every
n € IN we have

lim sup Py [ sup

n—oo

> 5} <e. (6.51)

Py[A,) :=Py| sup [E<K|>1-25, (6.52)
0<s<T+1

N

which, in particular, grants us the compact containment condition since the set of
all point measures on the compact space R? with total mass less than K is compact.
Furthermore, there exists §; € (0, 1), independent of the subinterval of [0, 7] considered,
such that

P, [at least 1 particle created in (7,7, + d1]; 4 ] < (6.53)

»Jk\m

As before, the difficulty will be to control the coalescence (i.e., the events in which
two or more particles are removed and replaced by one or two “parental” particles), but
suppose for a moment that there is no change in the number of particles in the interval
(Tn, Tn + 2] and write I,, for the indexing set of the particles in =" . Then, exactly as
before, we can write

IT reent) =TT £

i€y, i€ly

SCIVAIY fent, —&ml, (6.54)

€1y,

and it suffices to consider the motion of a single particle to control the evolution of the
whole set of particles. This is slightly more involved than in the fixed radius case.
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Let (Z})1>0 be a Lévy process, independent of (£');>0 and with infinitesimal generator

-8

D"¢(z) :==u(l+ sn)/o Td+11+a /]Rd VT({;’ v) (¢(y) — (b(:r)) dy dr, (6.55)

for every ¢ € C’O(I@) and = € R%. Then the process (X;);>o defined by X, = £ + Z7
has generator (1 + s,)D®, where D® was shown in Lemma 6.1 to be the generator of a
symmetric stable process (indeed, observe that the jump rates of ¢£” and Z" depend only
on the jump size |y — z|, hence the fact that the intensity measure of the jumps of X is
the sum of the intensity measures of £” and Z™). Using the strong Markov property and
standard results on the growth of Lévy processes, see e.g. [42], we have for any 7,6 > 0,
and any stopping time 7,

Pd{ sup | X7, 4+ — X7,

é
> 77] <C— (6.56)
t€[0,8) n

for a constant C which is independent of , § and T,.
Since

Pw[ sup |€T +t 5%‘ > 77}

te(0,9]

< Pw[ sup | Xr, 14 — } +P¢,[ sup | Z7 44 — (6.57)
t€0,6] te[0,0]
it remains to show that
Pw[ sup |Z¢. ., — 27 | > n} —0, asn— oo. (6.58)
t€0,6]

Now, by construction, the process (Z}'):>o has finite predictable quadratic variation,
whose time derivative when Z' = z is

(s [ R /. LD () — £(0)”

—su [ e [ (- 0.9 5@+ Oy - o) dyar

72

-8
n 1
< O/ —TiTa / ly — z|* dydr = C'n =P~ (6.59)
0 r B(z,2r)

where the Taylor expansion is justified since V,.(x,y) = 0 if |z — y| > 2r and we are
concentrating on radii » < n~?, and the first integral on the right hand side vanishes by
rotational symmetry. Hence, we can conclude that for any 7, d,

lim P [ sup |Z§3 1t — 27 | > 77] =0. (6.60)
n—o0 tefo,5] " "

Coming back to (6.57), and taking 7;, = 7,, and 7 fixed, we can conclude that there exists
d3 € (0, d2] such that for n large enough,

P sup |&F > 77] < (6.61)
v Le[o,ég] | s | 4K
Choosing n = ¢/(KC||Vf]|) and recalling (6.54), we obtain that for all sufficiently large
n,
€
|: sup H f T,L-‘rt H f > €, An7B53,O§3:| < 1 (662)
t€[0,d5) 1 e, i€l,
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where as in the fixed radius case, Bf is the event that there is no branching event in
(t™, 7™ + ¢] and C¥ is the event that there is no coalescence in (7", 7" + 4].

Finally, tightness will be proven if we can show that coalescence events cannot
accumulate. In particular, since we have controlled the total number of particles and
the probability of branching, we just need to control the probability that two particles
coalesce. The result will be based on the following lemma, in which we use again the
interpretation of the replacement of a particle by its “parent” as a jump by this particle
(or ancestral lineage — when there are two parents, we choose one of them uniformly at
random).

Lemma 6.4. Let (¢},,);>0 and (£2,,):>0 be two independent copies of the jump process
obtained by following the (unscaled) position of one particle on the timescale (n"t, t > 0),
and let (' = £2,, — £L., denote their difference. Then, for every t > 0 we have:

(i) When d = 1, there exists C(t) > 0 such that

1ot
limsup Ey | — ———ds| < C(¥). (6.63
mew e [ g o] <00 )
Furthermore, the function t — C(t) can be chosen such that C(t) L 0 ast — 0.
(i1) Whend > 2,

, oMt
lim E, [ / _ ds} =0. (6.64)
0

n—eo | nY 2%V |¢g >
We defer the proof of Lemma 6.4 until after the end of the proof of Theorem 1.16.
Suppose that we start with a sample of two (non independent) particles at some
(unscaled) separation zy € R®. As before, we work on the timescale n” so that a single
particle jumps at rate O(1) and we suppose the two particles ¢! and ¢2 are currently
at locations 0 and z (in fact, only their separation matters). Then, the infinitesimal
generator I' of the difference walk (£2,, — &L,,):>0 (until it reaches a cemetery state A,

say the point “infinity” in (R%)2, corresponding to the two walks having coalesced) is

equal, for every given ¢ € Cy((R4)?), to
L'g(2)
=2u(l+ sn)/

o1 LiyeB(a,r)}
1 1 2 dxd
]Rd{/l rd+14a /]Rd {0¢B(z,r)} +{z€B(z,r)} V. rdar

s

<1 LiyeB(a,
+ (1 - un)/l s /]Rd ﬂ{OEB(x,r)}ﬂ{zeB(x,r)}w dxd?’}(cﬁ(y) —¢(2))dy

oo 1 o 1
2 —~ {yeB(z,r)}
+unT7(1+ sp) /]Rd {/1 rd+ita /]Rd LioeB (.} L{zeB(zr) Vv, d:ZZdT}

< (9(8) — 6(2)
A s e arfo) - o a

=2u(l+ sn)/

R

aeno s [T i HE arbew - s
FuPn (1 + sp) /R { /100 Td+11+a Vr(ﬂf’z) dr}(qS(A) — $(2))dy, (6.65)

where V,.(0,y, z) denotes the volume of the intersection B(0,r) N B(y,r) N B(z,r).

From the first two terms on the r.h.s. of (6.65), we see that until coalescence we can
couple the difference walk (on the timescale n”) with the difference (¢;*);>o between two
independent random walks, each jumping according to the law of a single walk but with
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each jump z — y “cancelled” with probability

20 (14 s,) [ ﬁ%jﬂ) dr

Ap(z,y) = =
(z:9) 2u(1+ sy) [, ﬁ%@dr

(6.66)

(One can check that these two descriptions give rise to the same jump times and
embedded chain.) Each time we cancel a jump, with probability one half it was a
coalescence in the original system (compare the second and third terms on the r.h.s.
of (6.65)), but the key point is that if there are no cancelled jumps, then there was no
coalescence.

It therefore suffices to show that we can find d2 € (0, d;] such that, for sufficiently
large n, the probability that an event is cancelled in the interval [0, dyn' =] is smaller
than e/(4K(K —1)).

Now, according to the expression on the right hand side of (6.65), when the two
particles lie at separation z € R?, a cancelled event occurs at instantaneous rate

- * 1 Vi(0,y,2)
2uZn 7(1+5n)/]Rd{/ e V2 dr dy

<2un71+sn/ /2' e drdy = Cin 2V [2]) T (6.67)

2

Hence, (using the coupling with ({;");>¢), the probability of having no event cancelled up
to time n'~7t (corresponding to time nt in original units) is equal to

=74
" _ < 1 Vi(0,y,¢)

E — 2un Y (1 + sy, 52 dr vdyd 6.68

¢|:exp{ A v ( e )/]R"{/l rdtite Vi Ty ( )

e —« n'77 ds
ZEw{eXP{—C&n—’Y/ 2V ¢ dsH zl—Cle{n—v/ a]
o ! ) o (2vie)

But Lemma 6.4 shows that we can indeed find §, > 0 such that

n"74s
2 ds €
limsup E, nﬂ/ a} < . (6.69)

Consequently,

K(K-1) =

> k-1 1 ©70

P [at least 1 coalescence in (7, 7, + d2]; Ay, Bf,| <

which was the last result we needed to complete the proof of tightness and therefore of
Theorem 1.16.

Proof of Lemma 6.4. As before, we shall exploit the fact that ((}"):>0 is “nearly” a sym-
metric a-stable process. Indeed, the intensity at which (¢;*);>o jumps by some vector y is
independent of its current location and equal to

* 1 Vi(0y)
2(1—|—8n)</1 dtita v dr | dy. (6.71)
Writing (Z}'),>¢ for a jump process, independent of ({}*);>o, starting at 0 and with jump
intensity
1
1 V(0,y)
201+ sn)</0 ey ) dy, (6.72)
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then the generator of the process (X;);>o, where X, = (J + Z7, is precisely 2(1 + s,,)
times the operator D defined in (6.30), which we already checked corresponds to a
symmetric a-stable process. Once again, the idea is that the jumps of (Z}');>o (which
are bounded by 2) do not contribute much to the evolution of (X;);>¢. More precisely, let
us show that there exists C' > 0 such that for every n large enough and every s > 1,

ZTL
Pw{'\/}' > (1ogn)2] < Ce(osn)*/d, (6.73)
To this end, observe first that since the law of Z7' is invariant under rotation, we can
write that

n(1) 2 n(1) 2
zn 7z 1 Z 1
P, ['\/El > (1ogn)2] gdeP NG S (Ogd”) } :2dP¢[ > (“57”) . (6.74)

where Z;l(l) denotes the first coordinate of Z'. Now, (Zg(l))szo is again a symmetric
Lévy process with jumps bounded by 2, and so Theorem 25.3 in [46] shows that for every
s,q >0, ]E[exp(qZ?(l))] < oo. In this case, it is known that the characteristic exponent

U™ of (Z;l(l))szo, given here by a formula of the form

¥"(q) /[ o (1— €% +igrly)y<y) m™(dz), (6.75)
has an analytic extension to the half-plane with negative imaginary part, and we have
E, {eqzﬁ“)} = e"@ with ¢"(q) = —T"(—iq). (6.76)
As a consequence, the Markov inequality gives us that
Pw{zi(: - (loil”q < ¢~ log )/t (1)), 6.77)

Since the measure m™ has support in [—2, 2], we can write that when ¢ is small

W@ == [ g /24 0] 4 g ) ' )

2
= q/ Tz >1ym” (dz) + % / z?m"(dz) + O(g®), (6.78)
(-2.2] (-2,2]

)

where the first term on the right is zero, by symmetry. Furthermore, s,, = 0 and so m"
converges to some finite m. Consequently, there exists a constant C' > 0 such that for
every s > 1, ¥"(1/4/s) < C/s. Together with (6.74) and (6.77), this gives us (6.73).

It will be convenient to suppose that (, = 0, but notice that there will be no loss of
generality in so-doing, since for n sufficiently large, (, will be bounded by (logn)? and
so, for s > 1, can be absorbed into our bound for Z,. Similarly, we can, and do, replace
2% ACP|™ by 1 A |€2|* in the denominator of our integrand.

Based on these considerations, let us return to the integral of interest when d > 2.
Fixing a € (0,) and splitting the integral with respect to time into f[o,na] + [ we
obtain

ne nl=7t]’

1ot o 1
E,|— e ds| = Ome) + — Eyl— |4
¢[n/ v } o+ [ 41v|x5—zy|a} ’

nlT7t | n| nl=7t
s

Z L1 zr|<(og n)?v/3}
P 1 21d - E s =108 d
o[ > o asen= [0 | o

b1
{122 |<(logn)?V/5)
E, - ds. 6.79

w{lles—Zgla} ’ (©-79)

<Cn®* 74 n_’y/
na
nt=Y

<Cn* 7+ Cnl=2vte=(ogm)*/d 4 n*“*/

na
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Since the first two terms on the right tend to 0 as n — oo, it now suffices to show that
the last term remains bounded when n is large.

By Lemma 5.3 in [10], if (p$)s>0 denotes the transition density of (X;)s>0, we have,
for every s > 0 and = € R,

(0, ) =: p2(z) = s~V (xs™ ) (6.80)
and there exists Cy , > 0 (independent of x) such that
0 < p§(x) < Cpa(1+ [ 7). (6.81)

Hence, for any s > n® and any z € R? such that |z| < (logn)?,/s, we can write

1 1
E,l—— | < —d/a/ d 6.82
w[lwxs—zm] S5 e OV o — 2 (A 1 JosVajra) (662

1 1
<s*d/°‘/ —ders*d/“/ dx
B B(z1) 1+ [zs1/e|dte B(z1)e | = 2[*(1 + [zs—1/e|dte)

< Cs—d/oz + C/S—d/a/ dix + C//s—d/a/ dx )
B(0,s1/o)\B(2,1) 1T — 2| B(0,s1/a)e | @ — z|@|zsT1/«|dta

But since s > n® and |z| < (logn)?+/s, we have

1

|z]s~V < (logn)Qsifé < (logn)?n—2(2=2)/2) _ (6.83)

and so the second term on the right is bounded (after a change to polar coordinates) by

1/

Cl s / pdp = s, (6.84)
1
while the third term is bounded by
oo
C//S—d/a81+d/a / / pd—l—Qa—ddp _ C”S_l. (685)
sl a4

Since all the constants depend on neither z (in the range considered) nor s, we deduce
that the right hand side of (6.79) is bounded by

' +Cnl=2rte=(oem)*/d 4 oty = (n*“(d*a)/d+log n+logt) -0  asn — oo, (6.86)

which proves (ii).
The only point that differs when d = 1 is that 1 — d/o > 0 and so

1y

n_"’/ s~1ogs < Cn In1=2)A=-Nl=5 (6.87)
An easy check confirms that (1 — 1)(1—~) —y = 0, and so C(t) exists and is proportional
to t'~=. Since « > 1, we also have that C(t) | 0 as t — 0. O
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A Continuity estimates in the fixed radius case

In this section, we state the continuity estimates for the scaled measures M7 required
in the proof of Theorem 1.11. Because their proof is an adaptation of the (long and
slightly more involved) proof of Proposition B.1(i:), we do not give it here and instead
refer to Appendix B. These estimates have the same flavour as the one dimensional
estimates derived in [39] for the convergence of the local densities of 1’s in the long
range voter or contact process.

Proposition A.1l. Under the conditions of Theorem 1.11, for every T > 0 there exist
a,\,v,C > 0 such that for every n > 1, 2,z € R? such that |z; — 2| < 1 and € € (0, 1),

1 n
EHV/ Wi (2)(Lfjz—zy<ey = Lfjamzo]|<e})dT ]
e JRRA

S Cn=9 —|—CT + C(|Zl _ Z2|1/4 —‘rTl/Z)e)\(lle_e) + Cfn—(d—l)/67_(2—d)/47 (Al)

where
T=7(n,21,22) =n""V ]z — z2\2/(d+1),

and e can depend on n (as long as €,, < 1).

B Continuity estimates in the stable radius case

Our aim in this section is to obtain some continuity estimates for the measure M7
(this time in the stable radius case), which are valid for fixed (large) n. Since in the
stable radius case, we also need to compare the local densities of type-1 individuals
over balls of radius n~# to the densities over balls of radius O(logn)n ", Proposition B.1
below is more complete than Proposition A.1. Lemma 6.2 will then follow as a corollary
of item (7).

Proposition B.1. Suppose the conditions of Theorem 1.14 are satisfied. Fix T > 0.
Then,

(i) There exist a,C > 0 (dependent on T) such that for every z € R%, ¢t € [0,T], n > 1

andn=" <e¢, <€, <1,

1 1
E / wy (y)dy — / wy (y dyH
{ Ven JB(z16n) ‘w Ve, JB(zer) w
_d+1 a—d)—~ _ 2(d+1)
<Cn~ %+ Cr + Cé, (log TL)d’Tll > 4+ (log n)d/znﬁ( 1= [e/n? 7—11 o (B.1)

;  —BE—ed
+e,n  20+D 7

B(2—a)d q1_ 421 } 1/2
)

where
mn=n(n)= n—BR—a)/(2(d+1)) (B.2)

(i4) There exist a, \,C > 0 (dependent on T) such that for every |z; — zo| < 1, t € [0,T],
n>1lande€ (0,1),

1 n
EHV / W (@) Loy 1<e) — Lijosa<)de
e JRd

1/2

<Cn *+Cr+C(|z — 2|V + (72)1/2)6)‘(‘21‘+6) + C(n_ﬂ(d_l)@l*d/a) , (B.3)
where
Ty = 7'2(”’ 21, 22) — n—ﬁ(Z—a)d/(4(d+1)) \Vi |Z1 _ 22|0¢/(d+1), (B4)
and e can depend on n (as long as ¢, < 1).
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In particular, (i) implies uniform continuity of the limiting process of allele frequen-
cies. That is:

Corollary B.2. Suppose the conditions of Theorem 1.14 are satisified and fix T > 0.
Then for every |z1 — z2| < 1,t € [0,T] and € € (0, 1),

. 1 n

lim sup I& A () (L{jz—zi|<e} = Lfja—z|<ey)dT

< Clz — 22‘(0471)/41{(1:1} + Oz — Z2|a/(d+1)ﬂ-{d22} + C(\zl _ 22|1/4
+ |21 — Z2|a/(2(d+1)))ek(|21l+e)7

where C depends on T.

Before proving Proposition B.1, let us show how it implies Lemma 6.2.

Proof of Lemma 6.2. Sete, =n"" and ¢, € [n=?,n"?logn] in (i). Then

2(d+1) B(2—a) B(2—a)

12 1-="3— 2, —2 —
€.°T, = (logn)?n=2$n>@mD )

and it is straightforward to check that the exponent of n on the right hand side is negative
for any « € (1,2). Moreover,

a+1 2—a /1

¢, (logn)’r; = < (logn)*n*0= 73" (G mwi)

for some a > 0, and again one can check that the exponent of n is negative in all
dimensions. Thus the right hand side of (B.1) tends to zero and the lemma follows. O

The rest of this section is devoted to the proof of Proposition B.1. Note that the
different lemmas that appear in this proof will be shown later in Appendix B.3.

Proof of Proposition B.1. We define for x € R?,

1

I_IT(:E) = v:ﬂ-{\ﬂgr}a

M** to be the k-fold convolution of MM, and w"(z;r) = v% fB(m) w"(y)dy. Recall the

expression (6.4) for the extended generator of M™. For ¢ € ]Ll(]Rd), we follow our usual
strategy of writing the value of (v}, ) as a sum of drift and martingale terms (see the
beginning of the proof of Theorem 1.14, where we can replace ¢ € C.(R%) by ¢ € LL'(R)
by a density argument): for any representative w;* of the density of each M[*, we have

T )
1 1
T 0) =(wg, M# 1750‘/ / / 7/ — B.5
(wp, ) =(wg, p) + Mp¥ +upn o Jra Jnos P Jp 00 V2 (B.5)

x {wi () (1 + s} () (Lpgem (1 = ), )

— (L= w(y) + sn(l — wi (y)wi (2)) (Lm0 s0>} dydzdrdzdt

T o]
1 1
:<wn, <,D> + me + U/ / / 7/ pger wn(y)<]]-B z,r 7(P>
0 r 0 Rd Jn—8 pdtita B(z,r)? VTQ{ ‘ (=)

- <]lB(x,r)wz?v SD> =+ sn(w?(y)w?(z)@B(xJ')a §0> - <le(w,r)w?v 90>)} ddedrdxdt
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(since u,n'~A* = u), where (M}¥)7>( is a mean zero martingale. The first term in the
integrand in (B.5) is equal to:

A" / -8 Td+1+a ~/B(x r) i{wt ( )<1B(T r)s 90> <]]'B(T r) Wy ,§0>}dyd7"d$
/md/ s rd+1+a /]Rd/ Ljo—yl<r}L{jz—z|<r{wf (¥)p(2) — wi (2)p(2) }dzdydrdz
- /75 /Rd rd+:+a {(M2 s« w) (2)@(2) — wi(2)p(z) dzdr

> V’l‘ *2
:/}Rd wy (z) /niﬁ m{(l‘lr * 0)(2) — p(2) pdrdz. (B.6)

The second term in the integrand in (B.5) is equal to
> 1 ~ T n
su [ i @) U ) = (Lot )rds

[e'S) 1 » §
o /(Rd)z /75 —grira Mle—yl<r (@7 (2:7)” = 0} () (y)dydadr.

Since u2n' A = u?n~7 = u2n~(@=1)/(22=1) the martingale term in (B.5) has predictable
quadratic variation

T oo
n — 1 o 22 =N n
ey =utn [ ][ {0 s @) e (- u). )
+ (1 =@ (z5r) + 50 (1 — @ (257)?)) (A, mwi's <p>2} drdzdt.

It is convenient to replace this martingale problem by a mild version, obtained by
replacing ¢ by the time dependent function (}*(z, z, €) chosen to solve

0 (@200 = | i [ (P (52,0)(0) = laiz o) dr

with initial condition (J(-;z,¢). That is (/'(-;z,€) is the density at time ¢ of the d-
dimensional Lévy process, (X}');>o, with initial distribution (J(;z,€), zero drift, no
Brownian component, and Lévy measure

v (dx) :/ , W 2 (x)drda

for x € RY (in particular, ('(x, z,¢) € L'(R?)). Here we assume that for any n € NN,
ze€RYand e > 0, (J(-;2,€) = (§(- — 2;0, ¢) and that the support of ((;0,€) is included
in B(0,€). Of course, the particular example we have in mind is (}(-; z,€) = V%]lﬂ.,z‘«}.
The parameter € can be taken to depend on n. We observe that v" is radially symmetric.
Let

a"(zyr) = rd / 1oyl (0" (5 7)? — 0™ (2))dy

b”(ﬂﬁﬂ‘)zﬁ)( r)(1+ sp@" (z;7)
1—a@™(x;r) + sp(1 — 0" (z;7)?).

Notice that a”, b” and ¢™ are all uniformly (in »n,  and r) bounded between constants. Sup-
pose that we know the exponential decay of (}_,(-; z, ¢) (which we prove in Lemma B.3),
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then substituting in the martingale problem in the usual way, we obtain
n n(. _ n ni. M"v((?(';z&)
<wTvCO(7Z’6)>*<wOvCT(’Za€)>+ T

T e
1
—|—usn/ / ) m/da?(m;r)(%_t(x;z,e)dxdrdt, (B.7)
0 n- R

T o)
n 1
n,(y (+5z,€ 2 — n . n n . 2
[M o )}T —un V/0 /n—/a rd+lta /]Rd {bt (3 T)<1B(x’r)(1 —w;),6r (52 €))

(5 )Ly 07 Gy (52, ) e

[Tt n n )\ 2
=u’n 7/0 /n_ﬁ W/R {bt (;7) </B(w)(1 —wy (y))CTt(y;zje)dy>

2
+ ¢ (z;7) < / wy' (y)C?_t(y;zae)dy> }dxdrdt. (B.8)
B(z,r)

In order to control the different terms appearing in (B.7) and (B.8), we are going to
need to establish continuity estimates for ¢". In preparation for this, note that (X}");>o
is a continuous time random walk with jump rate

UV [e%
V B
A—/ /37! 1 adrfhn .

To describe the corresponding jump chain, let R}, be i.i.d. R¢-valued random variables
distributed according to %r‘(1+a)1{T>n_ﬁ}dr, Z1, and Zs  be independent uniformly
distributed random variables in B(0,1), and Y;, = R;(Z1 1 + Z2,%). Then we can write

K
XP=X3+Y Y, (B.9)
k=1

where K; is a Poisson random variable with parameter At. We define fy as the density
of Y1, fi* to be the k-fold convolution of fy,

k
i ) = APl = 4] = A A k)

g () = > g (@), (B.10)
k=1

Then,
(a5 2,€) = G (w2, €)e A+ (GG (52, €) + 47 () ()
Our estimates will involve splitting into two cases, according to whether the walk has
taken greater or fewer than L steps in the interval [0,¢] and so it will be convenient
to define ¢/"' = Srera™* for I C [1,00), t"’{k}(-; z,€) = (5 2,€) * qf’{k}(-), and
G = e G for 1 € [0, 00).
Since the number of jumps made by the walk in [0, {] has mean proportional to neps,

with probability tending to one as n — oo it will take at least n°*? steps for any ¢ € (0,1).
We define ¢; := (a — 1)/(2a) € (0,1) and set

L =nceh/2,

In Section B.3, we shall prove a sequence of lemmas that control the behaviour of
the random walk. In particular, we establish the following. For every ¢t > 0, let ¢; be the
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density function of value at time ¢ of the symmetric a-stable process starting at 0 and
with Laplace exponent

W(0) = / (67 — 1)u(da),
R4
where < LV
u
dzx) = — "2 (z)drda.
v(dx) /0 e ol (z)drdz
(Note that this process is the one appearing in Lemma 6.1.)

Lemma B.3. Let || f||» = sup, |f(2)|e*®]. Let ¢ € (0, ) be a constant. Recall L = n®*#/2,
with ¢; = “2—;1 Forz,y,z € R? and n,

() If M > 2 and t € [n=¢2P2~)/Qd+1) T|, then
g7 (@) = qu()] < Cagpn PRI EHD) 4 QoM=L 4 K, < M)
for some a € (0, 1) independent of M and T. Furthermore,
‘qtn,[L,oc) () — qi(z)] < Cd}Tn_ﬁm_")d/(Q(dH)).

(i) Ift >0, then |q(x) — q:(y)| < Ct= @D/ |z — g,
(iii) Ift € [n—c2P2=)/2d+D) T, then

g2 (@) = g1 (y)| < OV e — y| 4 Cqpn PR RLEHD),

(iv) IfFA> 0, t < T and |z| > 1, then ¢/ (z) < CypezI=D),
(v) If A >0, t € [n=c2AR=)/(2d+1) T] and |y — 2| < 1, then

(L, (L, €(1— a
I (g, 0) = I (2,00 n < Cr et D/ @y — 212
+ nfﬁ(2fa)d/(4(d+1)))ex\|2|’
where € can depend on n.
Recall the definitions
= n PR-a)/Q>d+1)
Ty = p~PA2-@)d/(4(d+1)) \, |21 — 22|a/(d+1).
The quantity 7 (resp., 72) will be used in the bounds needed to prove Proposition B.1(7)

(resp., (it)). Observe that for ¢t > 75 and |21 — 29| < 1, the estimate on the right hand side
of Lemma B.3(v) is

< Crarllz — 222 + m)etedl=l,
Since the organisations of the proofs are similar, we shall show Proposition B.1(%)

and (é¢) in parallel. In both cases, we set

1
o(52,€) = LIp(z,e
CO( Z 6) ‘/6 B(z,€)

(although most of the proof does not require a specific form for ('), and we estimate
(1)) (w0, G (52, 6n) = G (5 2,6,)),s
(@)  (wp, (g (521,€) = G (5 22, €))

for the range of parameters stated in Proposition B.1, using (B.7) and (B.8).
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B.1 Drift terms

Let us split the different terms into the cases in which K3, the number of jumps of X"
by time t, is less than or larger than L. This first gives (using the fact that the function
ay is bounded uniformly in n, ¢, z,7):

T poo
1 n
usn/ / Bm/ ap (z;7) (¢ O (212, e,) — TfOt’L)(fU;%e;))dmdrdt
n—

< Cusn/ / o / g [Ot L)(x Z,€n) + CT n,[0,L) (23 2, e%))dxdrdt
n -8 r

< Cus,n® 5/ P[K, < L]dt < Cp~(1—e1)ab (B.11)
0

by Lemma B.6 (which controls P[K; < L]) and the fact that, by definition, s,n%" = o.
The same estimate holds for (i) and the corresponding integral.

Next, let us split the remaining integral into an integral over large and small times.
We can write

1 @z en) = 1 (w2, €) = /R (@ahze) = @z 6)dr ™ (@ — o)’

G (@32 ) (675 (@ — 2!) = g7 15 (0 — 2)) o’

| @@z @) (@l @ = af) = g™ - ) da.

(The extra terms cancel since fRd (', 2 en)da’ = 1 for all choices of ¢,.) Since the
second term above will be bounded in the same way as the first term, let us just consider

the first one. We have by Lemma B.3(ii¢) and (iv) (recalling also that the support of
¢l (+; z,€) is contained in B(z,€)):

T T1 1
cus, [ [ i [ [ @@me)ldi i e - o) - i - o) fas'dsdrae
0 n=8T R4 JRA

T
< Cs,n? / / G5 2, €0) (7D 22 — |
71 J B(z,logn) JR4

+ Cd.Tnfﬁ(%O‘)d/(Q(dH)))dx'dajdt

C's naﬁ/ / (a2 en)e “lz=2lqy/ dadt
B(z,logn)c JRA
d—1

1
< Cey(log n) / (At /agy 4 Ca,rT(log n) _5(2_“)d/(2(d+1))) + C’T%

_d+1 1 d—1
< C(en(log n)dTl1 g + (log n)dn = PE-a)d/(2(d+1) %) (B.12)

For (ii), the corresponding calculation is different and uses Lemma B.3(v) with an
arbitrary A > 0:

T T2 o0 1 P
“/ / = / af (z;7) [ %) (@5 21, €) = G (@5 25, €)| dadrdt
0 n-8 T JRa

T*Tz
< Cusyn®®  sup |ty (@ 21,6)—C;’_[i’“)(:c;ZQ,é)HA/ / el dzdt
0 R4

te[0,T—72]
< Crar(lzr — 2zo|Y? + m)ereet=l, (B.13)
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Finally, it remains to bound the integral corresponding to small (T" — ¢)’s. For (z), we
obtain

T o)
1 n oo n oo
usn/ / 7,r.1+a/ ap (z;r)| T_[i )(aj;z,en)— T_[g )(aj;z,e;)]dxdrdt
T—71 Jn—"8 R4

T ]
< C’sn/ / / ( molEo0) (12 €) + C;ﬁ’oo)(x;z,e;))dxdrdt
T—71 Jn—F R4

< Cs,n*Pr = Cry. (B.14)

1
7«1+Oé

The same result obviously holds for (i), with 7, replaced by 7.
For the terms involving the initial condition w{, similar arguments using Lemma B.3(%)
and (v), and Lemma B.6 lead to

n sn n _pc1aB/2 _ —a
[(ws P (5 2, €n) = P (5 2,€,)) | < Ce + Cn PR/ RUHD)

and

craf/2

|(w, CF (5 21, €) — C%(';ZQ,G»‘ < Ce™™ + CeMlzlte) (12 + |21 — 22|1/2).

B.2 Martingale terms

Now we turn to the martingale terms. As before, we first consider the case K; < L.
We shall estimate the term involving b, but the same approach can also be applied to
the terms involving ¢". We have

T 00
— 1 n n , Y,
wn ’Y/o /*B rdt+ita /]Rd b} (23 7)(Lp(a,r) (1 — wy'), T—[(l L)('§ 2, €n)) dzdrdt

T o
_ 1 n,[0,L)
<Cn ”/0 /7,3 W/Ct (U3 2:€n) | L{jy—a<r)

x /1{\y'7w\<r}éf’[0’” (v; 2, €n)dy’ dedydrdt
T 1 n,[0,L)
= Cn‘"*/o /_B m/@’ Ay Z,E)/Jl{\m_ykr}dxdydrdt

T 00
1
<cn [ S [atP s darar
0 n-

T
< cn—vnaﬂ/ P[K; < L)dt < Cnfn~(-(a=1)/Ca)as — cp=(a-1)5/2 (B.15)
0

by Lemma B.6. Of course, this inequality holds for (i) and (ii).
Now we turn to

T—r1 oo
w2 / | / e /R b (@) (L e (1= w7) G le ™ (52, €0)
- C;ﬁ’oo)(-; z,€))2dadrdt|.
Once again we write
G iz en) = G sz, )

=/ G5z 60) (g (y — 2') — P (y — 2)) e
R

- @@z e (gt — ) — g (y - 2))da
R,
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This gives us
n n n,[L,c0 n,[L,00
| B e (=) G ) = G .6 )
n n,[L,00
<C Ljo—yl<ry L{jo—y|<r} K/ a5 2 en) g (y — o)
(R)3 Rd

- )
x </le Gy zen)|a Iy — ) — gy !dw> + S,é”} dy'dydz,

where S}’ is the sum of the remaining three terms comprising the squared integral on the
first line. Since all these terms behave in the same way, we shall only bound the first one.
Writing as before V;.(y,y')(< C4r?) for the volume of B(y,r) N B(y',r), and using Fubini’s
theorem, we can replace the integral over x by V,.(y,y’). Next, as in our estimates of the
drift, we split the integrals over y,y" according to whether or not y,y’ € B(z,logn). This
gives us the following first bound, using Lemma B.3(4i7):

’ n _d+1 B(R2—a)d
Vi(y,y) Ch (s 2, €n) (t o |z —x|+ Cqrn~ Sico )dx
B(z,logn)? R4

B@-a)d
X < (@5 2, €n) (t*% |z —a'| + Carn™ ECHy )dx )dy'dy
R4

2—a)

B8(
< Td/ Lfjy—y|<2ry (Gn " Cq,rn 200D ) dy'dy
B(z,logn)?

B(2—a)d\ 2
< Td(r A log n)d(log n)d(ent_% 4 Od,Tn_ 2(dF1) ) )

Integrating over ¢t and r, we obtain

—'y/ / rd+1+a (r/\logn) (logn) (en +CdTTL 72(((”1) ) drdt
s

logn 0o
< Cn‘”(logn)d(/ rd—l—adr+(1ogn)d/ T_l_"dr>

-8B logn

9 2(d+1) B(2—a)d _dt1 (2—a)d
x (€ [ t o dt+2e,n” 2@ t 2 at + T @
T1 T1

_2(d+1) B(2—a)d d+1 B(2—a)d
< Cn(logn)*((logn)** + n'B(O‘_d)) [62711 4 2e,n 20@FD Tll 4 n” @D }
(B.16)

Secondly, considering the case where y € B(z,logn) and 3’ € B(z,logn)¢ and using
Points (4i7) and (iv) in Lemma B.3, the corresponding integral is bounded by

[ ([ e (ol 4 Can” 5 0o
B(z,logn) J B(z,logn)¢ R4

( leC x5z, en)e |Z—y/|dx’)dy’dy

B(2—a)d

C’(t* o €n + Cyrn~ 260 )/ / Td67‘27yl‘dydy/
B(z,logn)¢ J B(z,logn)NB(y’,2r)

_ B(2—a)d 1 d—1
C’(t*%en + Cqrn 2@FD )rd(r A log n)di( ogn)
n

IN

IN
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Integrating over ¢t and r as well, we obtain

e 1 d+1 B(2=a)d (logn)d—!
-y - d aio
/7—1 /rrﬁ Td+1+a t €n + Cyn~ 2@+ )r (r Alogn) - drdt
1 d-1 _dt1 B(2—a)d
< n_"*% [enTll “ + Cyqrn 2@FD } [(log n)d_a + nﬁ((’_d)}. (B.17)
n

The case where y € B(z,logn)¢ and y’ € B(z,logn) is treated in the same way. Finally, if
y,y" € B(z,logn)¢, Lemma B.3(iv) gives us the bound

/ Vr(y,y’)< C{f(z;z,en)elzyldx) < (g(z/;z,en)ezyldx'> dy'dy
(B(z,logn)c)? R4 R4

< C’rd/ / 1=Vl e= =¥ I 4y dy
B(z,logn)¢ J B(z,logn)cNB(y,2r)

1 d—1

< Crd(l/\rd)i( og ) .

n

Integrating over ¢ and r gives the bound

T foo d—1 d—1
_ 1 (logn) _. (logn) _
i ——— (1 Ar?) 2L drdt < OTn Y ~—2—— (nPe=D 1 1), (B.18
" /ﬂ /n—ﬁ pdtita " ( " ) n = " n (n +1)- )

For the corresponding bound for (i7), the argument is again much shorter thanks to
Point (v) in Lemma B.3:

‘/]R /R /]R L{jy—a|<ryL{jz—a<rybF (3 7) (1 — wi' () (1 — wi'(2))
(G5 s 21,0 = G (s 22, NG (220, €) = G (25 20, ) dadyda

n,[L,00 n,[L,00
S/ (o) (s 21, €) — ol )(y;2276))/ / Lfjy—z|<r}l{|z—a|<r}
R4 R4 JRA

) (4 2y €) — (o) (2 2y )| dzdady
<2 sup [z e) — ) (2, )

te[0,T—2]
/CT (y; 21, € //Rd]l{\y zl<r}|z—a|<r}€ Mzl dzdady

<C suwp G (me) — T (5, ||A/< 1) (s 20, €) (2 A 1) dy
te[0,T—72]

< CA,d,T(|Zl *22| 1/2 +7-2)€>\(|21|+6)(7,2d/\r )’

which yields

n” o h L n,[L,00)
‘u " 7/0 /‘Bm/ﬁw b?(SU;T)@lB(z,T)(l—w?), P (2 €)

— ) e))zdwdrdt‘

T T2 1
< Cx,d,T”_7/0 / , rdFita (P Ar?) (|21 — 222 + )M BT drdt
-

1 [eS)
< Crarn (|21 — 222 4 m)er=lFe) (/ rd=1=edy +/ rladr)
n—~ 1

< Charn (|2 — 22|1/2 + 72)6/\(|zl|+e) (n(afd)ﬁ +C)
< Crarn” @B (|2 — 29|V2 4 1) Inl+O) (B.19)

since n(@=DBp=7 = 1.
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Fort € (T — m1,T), we apply Lemma B.7 to obtain
b (e 1 1 —wh n,[L,00) - 2d
L t (l‘, 7‘)< B(m,r)( Wy )7 T—t ( 3% 6n)> T

< C/C?_[ﬁ’w)(y;zmn)//1{|y—w|<r}1{|yf—w|<r}<¥f§’w)(y’;z,en)dy’dxdy

<0y / ) (ys 2, €0) / L{jy—aj<ry (LA (T = 1)~ + &7 )r?))dady

< Calr® A (T — )~ + &7 )r2dy),

which implies that

T e
- 1 n ny FnlLos
’“2” V/TTI /Wﬁ m/}m b7 (237) (L) (1 — w0}, G2 )(~;z,en)>2dxd7’dt‘

SCn_'y/ 1/ |:T—1—(Jn/\(t—d/a_~_e_nc5)rd_1_aj|d’rdt
0 Jn=#8

%) rYATL o) 1 )
=Cn™" / / rYi=edtdr + Cn™" / / (t_d/a + e_”%)rd_l_adtdr
n=8J0 n=8 Jraar

1/c 1/a
Tl oo Tl T1
= C’nfw/ ridr 4+ C’Tﬂf”/ , roiadr 4+ C’nfv/ / = apd=l=aqidy
n—~8 Tl n—~ ro
1
< Cn "logn + Cn*“”*g(o‘*d)ﬁl_d/a. (B.20)

The same bound holds for (i7), with 7; replaced by 7.

Combining (B.15), (B.16), (B.17), (B.18) and (B.20) yields (recall that ¢,, < €/,)
Mn,cg(~;z,en>—<g(‘;z,e;)}T < Cn~(@=DB/2 | p=rBla—d) 1=d/a
1_ 2(d+1)

+n~"(log n)d((log n)d-e 4 nB(a—d)) [6;2 -

, _BR2-—a)d q_d+1 _ B(E2-—a)d
+2e,n 2@ T 4 <d+1>}

while combining (B.15), (B.19) and (B.20) gives us

[Mn,qg<-;zl,e>fcg<-;zm} < OV L 0y r(lzy — 22 + o)1 1HO)

T
§ CynrHa=d) famdla,

Now, by the Burkholder-Davis-Gundy inequality ([12]),

} < [M”’CS(-;z,en)%g’(-;z’dm)]1/ g

E {Sup MG (i) =G (i) i

t<T

Combining this and the estimate for the drift term yields the desired result. O

B.3 Lemmas
We define for § € RY,

qf’{k}(e) _ E[ei&(XZLfXSl)]]_{Kt:k}],

~n,I

and correspondingly ¢! () for I C [0,00), as well as ¢'(6) = g"[*°)(6). Recall the
representation of X” using random walks in (B.9). As X™ has independent and stationary
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increments, the Lévy-Khintchine Formula (see e.g. Theorems 2.7.10 and 2.8.1 of [46])

implies that

q{z»[om)(g) _ E[eie-(xguxg;)] _ etw"(9)7

where

V() = /}R (T 1 ), (B.21)

Similarly, we define the limiting Lévy measure
o U‘/r
v(dr) = /0 m 2 (x)drde,
as well as the corresponding function 1,
»(0) :/ (€T — 1)v(dz). (B.22)
R4

"®)| <1 and hence [¢!*(?)] < 1.

Lemma B.4. For all n, we have:

(i) Forall§ € R, [ (0) — (0)] < Ln=FC=o)|g|2,
(i) For |0 < nf, —y™() > c|d|* for some positive constant ¢ = c, independent of n.
Hence —(0) > ¢|0|* for all 0.

Proof. Since v is radially symmetric, (B.21) implies

1 102 —i0-T\, n 1 i10-x —i6-x n
¢n(9):7\/ﬂ{d(ew —24¢ 0 )I/ (dx):§/]Rd(ee /2_e 7 /2)2V (dl‘)

2
— o [ w20 a/2unde) = —2 [ sin0-2/2) [ V2 (w)drd
= ]Rdsln T 14 xTr) = Rdsm X ﬂrd+1+a rdx.

The calculations above can easily be repeated for X and 1, then

1 n n’ V;“ 102
S10n(0) v 0)] = ‘ | i [ sin@-ar2) [0 o = ayaar

:/0 ,,d+1+a/
S/O rd-‘rl-&-a /}Rds (0 2/2) /1{|x\<2r}dl’dr
:/0 rd+1+a/

Since |sin(x)| < |z| for all 2, we have

sin® 9 g[;/g
/ﬂ'{|y‘<r}1{|mfy|<r}dyd$d7"

sin?(0 - 2/2)dadr.

|z|<2r

-8

1. 1 m
5‘1/} (9)_¢(0)| < Z/O 7d+1+a/|<27~ (Z@ Il> dxdr

=1

1 n=f 1 2r 2r d 2
gf/ 7/ / O;x; | dxy...dxgqdr
4 0 Td+1+a —2r —2r ;
1 d n=Ff 1 2r 2r
< - 92/ 7/ / z2dxy ... dxgdr.
4 l:zl ’ 0 Td+1+a —2r —2r !
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The (d + 1)-dimensional integral above is the same for all ¢ (by symmetry), and is equal to
B

n=h — 2r n=#8 d—1 d+1 n- d+1
(47“)(1 ! 2 4 2 3 4 1—a 4 —B(2—a)
/ el zidadr = ; v 5(27') dr = 5 ; r—%dr = 3 n .

Hence d
n 4 — —
[(8) = (0)] < 5 nPEP,

as required by (7).
For (ii), we have

. , * Y,
—51/) (9) = /]Rd 81112(0-3;/2) /”L7ﬂ m |_|,,.2 (Z‘)drdﬂj
©
_ 12
= /}Rd sin(6 - z/2) /n—a m/w Lty <ryL{ja—y|<rydydrde

oo
1
.
Z Co /I;Ld S11 (9 . .Z'/Q) /T;iﬁ m1{|x|<r}d7‘d$7
since the intersection of the disc {y : |y| < r} and {y : |y — 2| < r} has volume larger than

¢oV, for some positive constant ¢, (dependent on d) if |x| < r. Ford =1 and 6; > 0, we
have

1 o0 T . 1
—§¢n(91) > 2¢q /WB/O Sln2(01x/2)mdxdr

o0 o0 1
= 2c sin?(0,2/2) ——drdz
o, [, )

_ 2 /00 sin?(012/2)(n™" v )~ 1+ dg
1 + [0 0

> 2¢o /OO sin?(012/2)x~ 1+ dy

T 14+« n—>58
200 /oo .2 —

= —07 sin 2)y~ 1+ dy.
+alt ), (y/2)y y

Since #; < n”, the integral in the above is bounded below by a constant. By symmetry,
with thus obtain that for any @ such that 0] < n”,

— " (0) > clo]” (B.23)

for some ¢ > 0. We can carry out a similar calculation for d > 2. Since ¥" is radially
symmetric, it suffices to consider 6 = (64,0,...,0) with §; > 0:

1 n > " 2 1
_51/) (0) > co /qrﬂ/o /ml_psln (91x1/2)mdxdpdr

o0 o0 1
=y / / / sin?(01x1/2) — o dadrdp
0 Jn=PvpJlz|=p rdti

_ /OO/ 2 —By y)-(d+a)
= sin®(6121/2)(n™" V p) dzdp

d+aJo Jizl=p

Co o / ) —(d+a)
sin®(01x1/2 dad

> 0/ o
__“ - .2 —(1+a)
= sin”(pf 2 dyd,

d+a/mg /ly1 (pb1y1/2)p ydp

Co ° .92 —(1
= 79“/ / sin?(ry; /2)r~ () dydr.
PR A (ry1/2)
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Since #, = |0| < n®, the double integral in the above is bounded below by a constant.
Therefore we arrive at the same estimate as in (B.23) and we have proved (7). O

Lemma B.5. (i) Letc, € (0,a) be a constant. If n~¢2f(2-)/(2(d+1)) < < T, then

/ (HE"O=(60)) _ 1)eh0)|gg < Oy g~ PR/ (1)),
lo]<ns

(ii) Let Z, be a uniform random variable on B(0,7) C R?, then

; 2421 (d /2 4 1)
0-Zp _
E[e?%] = T Jas2(|ro]),

where J,/, is the Bessel function of the first kind of order d /2.

(iii) If M > 2, then under the assumptions of (i) there exist positive a (with a < 1) and
Cy, independent of M, such that for allt > 0,

/ g (0)]d0 < CynPla™ .
16 2n0

Proof. Let ¢ = n~P2-)d/(d+1)  For || < Venf-a) = pf2-)/(2(d+1) [emma B.4(i)
implies for t < T and sufficiently large n,

| WO @) 1) < Ct|y™(9) — ¥(0)| < Care.
Hence

/ (1™ O)=(0) _ 1)ot0(0)|gg
16 <n5

<

/ (10" O)=0(0) _ 1)et00) g 4 / (") 4 (10 g
10| <VenB(2—a) VenP(2=a) <|0|<nb
nh
< Cd,T(€’I’Lﬁ(2_O‘))d/2€ + Cd/ pd—1g=ctr® q,.
VenB(2—a)

_B(2-a)d
by Lemma B.4(7i). The first term is equal to Cyrn~ 2@+ . Since

tre > pla—c2)B8(2—a)/(2(d+1))

in the integral, the second term is bounded by Cnfde="" (with b = (o —¢2)B(2 — ) /(2(d+
1)) > 0). Both estimates combined give us (i).

For (ii), we use Theorem 4.15 of [48], which states that the Fourier transform of the
indicator function on the unit ball in d dimensions is

—d/2

0
Jasa(10]).

[ toaabe=as = | 7

Hence, dividing by the volume of the unit ball in d dimensions, which is 7%/2/T'(d/2 + 1),
yields
_242T(d/241)

E[ew‘Zl] ‘g‘d/z

Jas2(10]). (B.24)
Scaling Z; by a factor of r gives us the desired result.

For (iii), we recall from (B.9) the representation of X" using random walks with step
size Y;. Let R be an R-valued r.v. distributed according to %7’_(1+0‘)1{r>n—5}dr, Z be
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a uniformly distributed random variable in B(0, 1) and j(¢) = E[¢*’Z]. Then j is given
by (B.24) is real and

3 (0) = B, [(Br[6(RO) 1,01

where E, and Er are expectations taken with respect to K; and R, respectively. Observe
that

Er[p(R0)2] = n—oP / r=(149) 5(,0)2dyr.

n—>8

First, we show |5(v)| = |E[e*"#]| is bounded above by a constant a € (0,1) for
|v] > 1 uniformly. Since Z is radially symmetric about 0, we have p(v) = E[cos(v - Z)] =
E[cos(v; Z(M)], where v; and Z(!) denote the first coordinate of v and Z, respectively. It
suffices to consider v; > 1. Let §; be a small positive constant. If |v; zM — nmw| > 01 for
all n € Z, then | cos(v;ZWM)| < cosdy < 1. Let I, = ((nm — &1) /v1, (nm + 1) /v1), then

P(jv;Z") —nx| < 6 forsomen e Z] = > P[ZW e1,).

n=-—oo

Since —1 < Z(M) < 1, the intervals I, for which the probabilities on the right hand side
above are non-empty and have total length < 2§,. These intervals do not overlap. The
way to arrange non-overlapping intervals J, of total length 24, so that the probability
>, PZW € J,] is maximised is to take J; = [~1,—1+ 6], Jo = [l — d;,1] and J,, = 0
otherwise. Therefore

IP[|le(1) — nr| < &, for some n € Z| < 2IP[Z(1) > [1—61,1]] <26,
for some d5 € (0,1/4) if we pick a sufficiently small ¢;. This implies

]E[cos(le(l))} = ]E[cos(le(l))]l‘vlzm7M|25J + E[cos(le(l))Jl‘vlszm‘dl]
< (cosél)IPleZ(l) —nm| > 6] +IP[|1)1Z(1) —nr|<bi] <a

for some a € (0,1). This estimate implies
Eg[p(R)*] < a

for |0 > nf.
Second, plugging in # = n?¢ yields

Enlp(Rn’ef) = n=" [

n—~8

r= () j(rnf) 2 dr :/ w” ) () da
1

— 2'D(d/2+1)? / x<l+a>d/2$f')dxgcd / o) g D) g

< Cyl|~@HY),

where we use the fact |J,(2)| < Cz"Y2 for v > 0 ([1], p. 362, 9.1.61). The two estimates
above imply that there exist a € (0,1) and Cy > 0 (both independent of M) such that for
€l >n"?,

Er[p(Rn€)?] < a A Cyle|~ 4D,
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We use this to estimate

[, e
=t [ 1 gl

< nPd /{|> (a A Cd|€|_(d+1)>Md§
>1

< ( / aMde + / (Cd|£|<d“>)Md£>
1<]¢<(Cq /a)t/ (d+1) |€]>(Ca/a)t/(d+1)

< P (CdaM<Cd/a)d/(d+1) Jr/ (Cdr(d+1))Mrd1dr> .
(

Cq/a)l/ @+

We take p = r/Cé/(dH) (hence Cyr—(4+1) = p=(d+1)) o obtain

/ ‘qlz,[M,oo)(aﬂda < C;nﬁd (aMd/(d+1) Jr/ (p(d+1))M(pC;/(d+1))d1dp>
|6]|>nP 1/al/(d+1)

< P (aMl +/°o p(d+1)(M1)2dp>
1

Jal/(d+1)

< Cénﬂd<aM—1 n (1/a1/(d+1))—(d+1)(A4—1)—1)

< C&nﬁdaMfl
if M > 2. Hence we have established (ii). O

Lemma B.6. Let c; € (0,1) be a constant. If M = n®*#/2 and n=(1=)*f < ¢ < T, then
P[K; < M] < Ce """ Hence, [, P[K, < M]dt < Cpn~(1=¢s)o8,

Proof. By a standard tail estimate for the Poisson(V;n°?t) random variable K;, since
M < Vin®Pt we can write

M
= exp(=Vin®Pt + M (1 + log Vi + log(n®?t) — log M)).

a M
P[K, < M] < e_VlnaBt<eV1n ﬂt)

The dominant term in the exponent above is Vln"‘ﬁ t, which is > Vm%aﬁ , hence

cgaB/2

PIK, < M] < Ce™

This establishes the estimate on P[K; < M]. The estimate on its integral follows easily
by splitting the integral over [0, n~(1=¢3)2#) and [p~(1—¢3)a8 T, O

Finally we turn to the proof of our key lemma.

Proof of Lemma B.3. Recall from (B.9) the representation of X" using random walks
with step size Yj: conditioned on Ry, which has density n*aﬁr*“*a)]l{wnfa}dr, Yi|Rr =
r has density M7?(z). Recall also the definition of ¢}' given in (B.10) and let ¢ be the
density of the limiting a-stable process with Laplace exponent ¢ defined in (B.22). We
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write

n,[M,
27lgp ) (@) — gu(w)] =

/ (" O _ B XTI =XD 1 ] — etd)(@))eie-mda‘
R4

<

+

/ (W O=p(0) _ 1)et0(®) =it g / P[K, < M]do
0] <nB 1] <nb

/ (@) g / g M) (9)de
6]2n? 0]2n7

Lemma B.5 implies that the first and fourth terms are bounded above by

+ +

Cy P04/ Cd+D) o pdM—1

respectively, where we also use ¢ > n~2f(2-2)/(2(d+1))  The second term is bounded
above by
C P[K; < MnP?.

Lemma B.4(é¢) implies that the third term is bounded by

oo

/ e qp < / e~ % g < Cd/ ré=1 exp ( — cn‘cZB(Q_‘)‘)/(Q(dJrl))r)dr
[0]>n# |6|>ns nB

< C’d/ exp (— en~e2P2=a)/2(d+D)y 4 (4 — 1) log r)dr

B

< Od/ exp (= en 2P/ L 19)dr < Cyexp ( _¢ nﬁfcﬁ(%a)/(?(dﬂ))).
- nb - 2
Combining the estimates for these four terms yields the desired result in (i) for the
case M > 2. Using Lemma B.6, the estimate for L = n®*#/2 follows easily (noting that
n~(=c1)af i5 always smaller than n—¢28(2-)/2(d+1)] whenever ¢, < 1).
For (ii), we observe that it was shown in Lemma 6.1 that the process 7; with gen-

erator (6.30) is a symmetric a-stable process, hence 7 44/ “ni. Let f,, be the density
function of 7;. By Proposition 5.28.1 of [46], since [, |et¥©@)]10|™df < oo forall m > 0, f,,
is C™ for all m > 0. In particular, this means that the first derivative of f,, is uniformly
bounded, therefore f,, is uniformly continuous. This means that

[fou @) = Fau () = £ L (7Y %) = f, (17 0y < CE Dz —y).

Hence
|4 () — qr(y)| < Ct Dz —y),
as desired in (i4). Part (iii) follows easily from (i) and (ii).
Let fx, denote the density of X} = Zle Y;. Since the density of Y; is radially
symmetric and decreasing in |x|, the same properties hold for fx,. Let X} ; denote the
first coordinate of X}, then for z; € [1,00) and A > 0,

ka<l‘1,0, s 70)) < P[Xk,l > X — 1}
< e—/\(ml—l)E[e(A,O,...,O)'Xk] _ e—)\(.rl—l)E[e(A,O,...,O)Yl]k.

We would like to estimate E[e(*00)Y1]

00 d 2
E[e(’\’o"'”o)'yl] —1= n_"‘ﬁ/ 1 (2 L(d/2+1) Jd/Q(T’)\)Q — 1) dr

, for which we calculate, using Lemma B.5(i4),

n—~8 7«1+(l (’I“/\)d
1 [(29D(d/2 +1)2
_ o—afha 2
=n""\ / < Jae(p)” =1 ) dp.
An-s pre p? /
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From [1], p. 362, 9.1.69, Bessel functions are related to generalised hypergeometric
functions in the following way

1 (=a?/4)"
)(g +n) nl

d —d/2 _ d 12— 3
I‘(2+1)Jd/2(x)(x/2) 0F1<2+1’ r /4> ' 1+;(%+1
Hence

(0 (5 + 1) due)o/2)2)" ~1] < Cup?

for p € [0, 1]. This implies

1 o)
E[G(A’O""’O).Yl] —1< n—aﬁAa (/ Cdpl—adp+2/ p—(l-‘roc)dp)
0 1
S Cknia[i

2%/2D(d/2+1)

where we also use | 72 Jas2(p)| = |E[e’”%1]| < 1 in the first inequality. Hence

E[e(x,o,...,o)yl] <1 _,'_C)\n—oz,ﬁ’ < ecwwﬁ’

which means
—af
Fx, ((21,0,...,0)) < e e Can™ k.

Plugging the above into the random walk representation yields

g (z) < B, [eﬂ(ml*l)eC*”_aﬂKt]l{Ktzl}] <e M exp (Vmaﬁt(ecw—aﬁ - 1))

since K, ~ Poisson(Vin®?t). Since n®?(exn "” — 1)) = Cy as n — oo, we have fort < T
and |z| > 1,
g (@) < Oy peMol=D),

as desired in part (iv).
For part (v), we obtain,

¢ @y €) — ) (w52, 6)

= / (", €) = Gy 2,0) g ™ (@ — 2 )da!

~ @6 = 50,0 - G’ = 50,9)" o - 2y

- /C{f(m’; 0, e)(qu’[L’oo)(:c —y—a')— qZL’[L’OO)(:c —z—21'))da’. (B.25)
For t € [n¢2f(2-)/Q2d+1) T]and |y — 2| < 1, we have

,1L, J[L,
sup g™ (y — x) — g1 (2 — )]
xT

< sup gty - 2) - g (2 - )
z:lz—z|<2
+ sup gy —2) — g1 (e - )|
|z —2z|>2

< Cnar[(t= D/ )y — 2] 4 n PR/ G A

+  sup min(t‘(d+1)/"|y — 2|+ n—ﬂ(2—a)d/(2(d+1))7 e 2Mz—yl | 6—2A\m—2|)eklml],
zi|lz—2z|>2
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where we use (iii) for the first term, and (ii¢) and (iv) (applied with 2)) for the second.
Hence,

Loo)( n,[L,oo)(z _ Az

sup’qt y—1x)—q x)’e
< Crar [/ — 2] 4 PO/ (D)) A

—|—sup(t_(d+1)/°‘\y z|—|—n B(2— a)d/(2(d+1)))1/2( —2X|z— y|+ —2X|z— z|)1/2 A|x|]
x

< CA,d,T [(tf(d+1)/a|y - Z| + nfﬁ(Qfa)d/(2(d+1)) + (tf(d+1)/a|y o Z‘
4 B/ (2Ad41))1/2] e
< O (t~ D/ Oy _ 41/2 |y =B(2=a)d/(4(d 1)) 2],

Plugging this estimate into (B.25) yields

n,[L,00 n,[L,00 x
sup |G 1) @3y, €) = 1) (232, )|

< sup/C0 2'50,¢€)|q” [, OO)(:E -2 —y)— qZL’[L’OO)(:z: -z — z)|e)‘|x7‘”/‘eA(‘zlfle‘rll)dx'
< C)\,d,T (t—(d+1 /(2a) |Z/ _ Z|1/2 + n—ﬁ(Z—a)d/(4(d+1)))6)\|z| /Cg(x/;o’e)e)\|x’|dx/
< O (£ @D/CD |y 12 4= BR-a)d/ (1)) A

as desired. Note that we used the assumption that the support of ({(+; 0, €) is contained in
B(0,¢€) to bound el by e*¢. Note also that this calculation holds even if ¢ = ¢,, depends
on n. O

Lemma B.7. There exists c5 > 0 such that for allt > 0,

sup ¢ (L Oo)(x; z,€) < C’d(tfd/a +e " ),

where € can depend on n.

Proof. Let (2(0 = [ra €9“Co(x; 2, €)da, then IC(0)] <1 regardless of e. Let C oL Oo)(G) =
) (0)én (o ) where we recall that §"“°” (9) = B¢ (X!~ Xi)1(g,>1}). Then
G (s 2, €)
1 - ,
— 27 Ct”v[LvOO) (9)6719-zd9
7r
1 ~n,[L,00) ~ —i0- 1 / ~n,[L,c0) e —_i0-
<|=— 1129 () (9)e =10+ dg| + 1529 () (0)e =10+ dg
<lgz [, @ 0G0 S A C10
1 1" (0) _ gml0.L) (g / ~n,[L,00)
— e —q. " df + — T(0)|de.
<o [ O —at e o [ )

Since |g,” [0.L) ( )| = |E[€i9'(Xt”_X6L)]1{Kt<L}H < P[K; < L], we apply Lemmas B.4(ii), B.6
and B.5(ii%) to each term above to obtain

G (@ 2,€) < Oy (/ emestlOl” g 4 pPde—n'HP 4 nﬁdaL1>
R4
for some ¢, > 0and a € (0,1). Let f(t) = [, e~!°"df, then f(t) = t=%/f(1). Hence,

@ an 20 (i4e [ o),
Rd

for some c5 > 0. This implies the desired result. O
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