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Abstract

This is a continuation of our earlier work [Stochastic Processes and their Applications,
129(1), pp.102–128, 2019] on the random walk in random scenery and in random
layered conductance. We complete the picture of upper deviation of the random walk
in random scenery, and also prove a bound on lower deviation probability. Based on
these results, we determine asymptotics of the return probability, a certain moderate
deviation probability, and the Green function of the random walk in random layered
conductance.
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1 Introduction and main results

This paper is a continuation of our earlier work [16]. In that paper, we studied
upper deviation estimates for the random walk in random scenery in the case where the
random scenery is non-negative and has a Pareto distribution. The results were applied
to establish tail estimates for a random conductance model with a layered structure.

There are two situations left incomplete in [16] for the random walk in random
scenery. The first is the regime where the upper deviation probability exhibits a power
law decay. Such a regime was proved to exist in d ≥ 3 but the precise decay rate
has not been obtained. The second is the lower deviation estimate. In this paper,
we give the precise estimates in the first regime (Theorem 1.1), that is needed for the
asymptotic of the moderate deviation and the Green function for the random conductance
model explained below, and a partial result for the second problem of lower deviation
(Proposition 1.2).
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Quenched tail estimate for RWRS and RCM II

As in the previous work, these results have applications to a random conductance
model with a layered structure (see Section 1.2 for the precise formulation). In fact,
one of our main motivation is to show that in contrast with the standard situation,
where the random conductance are independent and identically distributed (cf. [4]), the
upper tail of distribution of the conductance in a layered structure yields an anomalous
behavior of the heat kernel and the Green function. The first application is to the on-
diagonal behavior of the heat kernel. We determine the so-called spectral dimension of
the integer lattice weighted by the random conductance, and prove a sharp criterion
for the recurrence and transience (Theorem 1.3). The spectral dimension exhibits a
non-standard behavior as soon as the first moment of the conductance is infinite. The
second application is to a moderate deviation estimate. Similarly to the random walk in
random scenery, we found a power law decay regime in [16], and in this paper the sharp
asymptotics is determined (Theorem 1.6). To the best of our knowledge, this slow decay
of moderate deviation probability is a new phenomenon in the context of random walk in
random environment. The last application is to derive estimates for the Green function
(Theorem 1.7). In contrast with the spectral dimension, the decay of the Green function
exhibits a non-standard behavior even for finite mean conductance when d ≥ 5.

1.1 Results for random walk in random scenery

Let ({z(x)}x∈Zd ,P) be a family of non-negative, independent and identically dis-
tributed random variables whose law satisfies

P(z(x) > r) = r−α+o(1) as r →∞ (1.1)

for some α > 0. The random walk in random scenery is the additive functional of the
continuous time simple random walk ((St)t≥0, (Px)x∈Zd) on Zd defined as follows:

A(t) =

∫ t

0

z(Su) du. (1.2)

For the background and related works, see the introduction of [22, 16]. Among many
results, the asymptotic behaviors of A(t) in our setting are studied in [23, 12], which say
that A(t) scales like

ts(d,α)+o(1) with s(d, α) =

{
α+1
2α ∨ 1, d = 1,
1
α ∨ 1, d ≥ 2

(1.3)

under the product measure P⊗P0. In fact, finer distributional limit results are established
in [10, 11, 23, 12].

In this paper, we study quenched tail estimates for A(t), that is, conditionally on z.
The following upper tail estimates are proved in the previous work [16]:

Theorem A (Theorem 1 in [16]). Let ρ > α+1
2α ∨ 1 for d = 1 and ρ > d

2α ∨ 1 for d ≥ 2. Then
there exists p(α, ρ) > 0 such that P-almost surely,

P0(A(t) ≥ tρ) = exp
{
−tp(α,ρ)+o(1)

}
(1.4)

as t→∞. Furthermore, when d = 1 and ρ < α+1
2α ∨ 1 or d ≥ 2 and ρ < d

2α ∨ 1, P-almost
surely the above probability is bounded from below by a negative power of t.

Theorem B. Let d = 1 and α > 1 or d ≥ 2 and α > d
2 . Then for any c > E[z(0)], P-almost

surely,

P0(A(t) ≥ ct) =

exp
{
−t

α−1
α+1+o(1)

}
, d = 1,

exp
{
−t

2α−d
2α+d+o(1)

}
, d ≥ 2

(1.5)

as t→∞.
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Quenched tail estimate for RWRS and RCM II

In this paper, we provide sharp estimates in the power law decay regime of Theorem A
and an estimate for a lower deviation probability.

Let us start with the upper deviation in the case d ≥ 3. The reason why we have
a power law decay in the regime d ≥ 3 and ρ < d

2α ∨ 1 can be explained as follows:
The random walk can reach any point inside [−t1/2, t1/2]d with probability ct−d/2. Since
the highest value of z-field in this box is t

d
2α+o(1), the deviation up to this value can be

achieved with probability at least ct−d/2. The first result in this paper provides a sharp
estimate in this regime.

Theorem 1.1. Let d ≥ 3 and α < d/2. Then for any ρ ∈ ( 1
α ∨ 1, d2α ),

P0(A(t) ≥ tρ) = t−αρ+1+o(1) as t→∞ (1.6)

and
P0(A(t) ≥ tρ, St = 0) = t−αρ+1− d2+o(1) as t→∞. (1.7)

If α > 1 in addition, then the same bounds hold with tρ replaced by ct for any c > E[z(0)].

In the proof, we will see that these asymptotics are coming from a simple specific
strategy: the random walk visits the intermediate level set {x ∈ Zd : z(x) ≥ tρ} and
spends a unit time there. The right-hand side of (1.6) turns out to be the probability for
the random walk to visit that level set before time t.

In the remaining case where d = 1, 2 and the conditions in the last part of Theorem A
are satisfied, we expect from (1.3) that the left-hand side of (1.4) tends to one as t→∞.
This is confirmed by the following lower tail estimate. It shows that, in contrast with the
upper deviation, any small lower deviation causes a stretched exponential decay in all
dimensions.

Proposition 1.2. Let d ≥ 1. For any ε > 0, there exists c(ε) > 0 such that P-almost
surely,

P0

(
A(t) ≤ ts(d,α)−ε

)
≤ exp{−tc(ε)} (1.8)

for all sufficiently large t. Furthermore, if E[z(0)] <∞, then the same bound holds with
ts(d,α)−ε replaced by t(E[z(0)]− ε).

It would be an interesting problem to determine the precise decay rate as a function
of ε.

1.2 Results for random walk in layered conductance

Let us define the conductance field on Z1+d by

ω(x, x± ei) =

{
z(x2), i = 1,

1, i ≥ 2,
(1.9)

where we write x = (x1, x2) ∈ Z1+d with x1 ∈ Z and x2 ∈ Zd. Then the random walk
((Xt)t≥0, (P

ω
x )x∈Z1+d) is defined through its generator

Lωf(x) =
∑
|e|=1

ω(x, x+ e)(f(x+ e)− f(x)). (1.10)

This is the variable speed random walk in the random conductance field ω. One of the
primary interests in this type of model is the central limit behavior. When E[z(0)] <∞,
weak convergence results, such as the quenched functional central limit theorem, are
relatively easy to establish since the environment is balanced and reversible for the
environment viewed from the particle process. A similar model in the discrete time is
called “toy model” in [8, Section 2.3]. In this paper, we will focus on the local central
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Quenched tail estimate for RWRS and RCM II

limit theorem type results. Our result in fact covers the case E[z(0)] = ∞, where the
heat kernel exhibits anomalous behaviors.

This model is related to the random walk in random scenery through the following
representation. Let ((S1

t , S
2
t )t≥0, (Px)x∈Z1+d) be the continuous time simple random walk

on Z1+d which jumps to each of the neighboring sites at rate one, where S1 is the first
one-dimensional component and S2 is the remaining d-dimensional component. Then the
process ((Xt)t≥0, (P

ω
x )x∈Z1+d) has the representation

(Xt)t≥0 = (S1
A2(t), S

2
t )t≥0, (1.11)

where the clock process is defined by A2(t) =
∫ t
0
z(S2

u) du. In particular, it follows that

Xt scales like t
s(d,α)

2 in e1-direction and t
1
2 in the other directions. If we define a distance

between two points x = (x1, x2) and y = (y1, y2) in Z1+d by

d̄(x, y) = |x1 − y1|
1

s(d,α) + |x2 − y2| (1.12)

with | · | denoting the Euclidean norm on Zd, then Xt obeys the diffusive t
1
2 scaling

in this distance. We will see that this distance plays a similar role as the so-called
intrinsic distance; see [2] for a recent study in the random conductance setting. The
representation (1.11) plays a key role in the proofs of following results.

Our first result concerns the behavior of the on-diagonal heat kernel. Roughly
speaking, its behavior is similar to the case ω ≡ 1 when α ≥ 1, and different when α < 1.

Theorem 1.3. If E[z(0)] =∞, then P-almost surely,

Pω0 (Xt = 0) =

{
t−

3α+1
4α +o(1), d = 1,

t−
1
2α−

d
2+o(1), d ≥ 2

(1.13)

as t→∞. If E[z(0)] <∞, then P-almost surely,

Pω0 (Xt = 0) =
(

(4π)−
d+1
2 E[z(0)]−

1
2 + o(1)

)
t−

1+d
2 (1.14)

as t → ∞. In particular, when d = 1, (Xt)t≥0 is transient if α < 1 and recurrent if
E[z(0)] <∞, and when d ≥ 2, it is always transient.

Remark 1.4. (i) By irreducibility of the random walk, the return probability Pωx (Xt =

x) has the same asymptotics as in (1.13) for all x ∈ Zd, P-almost surely. This
implies that when α < 1, the weighted graph (Z1+d, ω) has the spectral dimension

ds = −2 lim
t→∞

Pωx (Xt = x)

log t
=


3α+1
2α , if d = 1,

1
α + d, if d ≥ 2,

(1.15)

which is strictly greater than 1 + d.

(ii) The on-diagonal behavior of the heat kernel is often related to the volume (car-
dinality) of an intrinsic distance ball with radius t

1
2 . In our setting, the above

asymptotics are the same as the volume of the ball with respect to d̄ in (1.12) with
radius t

1
2 .

The right-hand side of (1.14) coincides with the asymptotics of PE[ω]0 (Xt = 0), the
return probability for the random walk in the averaged conductance. It is natural to
ask when this extends to the local central limit theorem. The following result answers
affirmatively when α > d

2 ∨ 1, and negatively when α < d
2 ∨ 1.

Proposition 1.5. For any R > 0, the following hold P-almost surely:
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(i) When α > d
2 ∨ 1,

lim
t→∞

sup
|x|≤Rt1/2

∣∣∣∣∣ Pω0 (Xt = x)

P
E[ω]
0 (Xt = x)

− 1

∣∣∣∣∣ = 0. (1.16)

(ii) When d ≥ 3 and α < d
2 ∨ 1,

lim
t→∞

inf
|x|≤Rt1/2

Pω0 (Xt = x)

P
E[ω]
0 (Xt = x)

= 0. (1.17)

Our next result is about the decay rate of Pω0 (Xt = tδe1). When δ > s(d,α)
2 ∨ 1

2 , this is
a large or moderate deviation probability, and in [16, Theorem 4], it is proved to decay
stretched exponentially except when d ≥ 3, α < d

2 and δ < d
4α . In the last regime, unlike

in the independent and identically distributed conductance case (cf. [4]), it is shown to
exhibit a power law decay in [16, Theorem 4]. The following theorem determines the
exponent.

Theorem 1.6. Let d ≥ 3, α < d
2 and δ ∈ [0, d4α ). Then,

Pω0 (Xt = tδe1) = t−r(d,α,δ)+o(1) (1.18)

as t→∞, where

r(d, α, δ) =

{
1
2α ∨

1
2 + d

2 , δ ∈
[
0, 1

2α ∨
1
2

]
,

δ(1 + 2α)− 1 + d
2 , δ ∈

(
1
2α ∨

1
2 ,

d
4α

)
.

(1.19)

While this power law decay is new for nearest neighbor walks, it is standard for
random walks with unbounded jumps. In our setting, the unbounded conductance along
lines play a similar role to a long distance jump. More precisely, the above asymptotics
is the same as the probability of the strategy explained in Figure 1.

tδ0

Zd

Z

z(y) = t2δ+o(1)
y

1

Figure 1: A strategy of the random walk that gives the lower bound for Pω0 (Xt = tδe1).
The thick polyline represents the range of the random walk. The second coordinate walk
X2 visits y ∈ Zd with z(y) ≥ t2δ, spends a unit time there, and then come back to the
origin. While the second coordinate is y, the first coordinate walk X1 moves in a speed
faster than t2δ and hence can reach tδ =

√
t2δ in the unit time.
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Quenched tail estimate for RWRS and RCM II

Based on the above results on heat kernel asymptotics, we can derive estimates on
the Green function defined by

gω(x, y) =

∫ ∞
0

Pωx (Xt = y) dt. (1.20)

Note that our random walk is transient and gω is well-defined if α < 1 or d ≥ 2. When
d ≥ 3, we have the standard exponent for α ≥ d

4 ∨ 1, and non-standard exponents for
α < d

4 ∨ 1 depending on d and α. When d = 2, the decay exponent is always −1, which is
the same as for the three dimensional simple random walk, regardless the value of α.
The non-standard behaviors are caused by the power law decay in Theorem 1.6.

Theorem 1.7. For α ≤ d
2 ∨ 1, P-almost surely,

gω(0, ne1) =

{
n−

1−α
1+α+o(1), d = 1 and α < 1,

n−1−(1∧α∧
4α
d )(d−2)+o(1), d ≥ 2

(1.21)

as n→∞. For d ≥ 2 and α > d
2 , P-almost surely,

gω(0, ne1) =

(
1

4
Γ(d−12 )E[z(0)]

d−2
2 + o(1)

)
n1−d (1.22)

as n→∞.

Remark 1.8. (i) Similarly to Proposition 1.5, the right-hand side of (1.22) coincides
with the asymptotics of the Green function of the random walk under PE[ω]. More-
over, except for the case d ≥ 5 and α < d

4 , we have gω(0, ne1) = d̄(0, ne1)2−ds+o(1)

as n→∞ by using the distance in (1.12) and the spectral dimension in (1.15).

(ii) In the case d ≥ 5 and α < d
4 , the Green function in the direction e1 decays slower

than d̄(0, ne1)2−ds+o(1) as n → ∞. In particular for α ∈ (1, d4 ), the exponent is
strictly smaller than 1− d although the quenched functional central limit theorem
holds. This looks strange but there is no contradiction since this slow decay is
specific to the e1-direction. We elaborate more on this singularity in direction in
Remark 9.1.

Let us compare Theorems 1.3 and 1.7 with recent results for more general ergodic
random conductance models. The quenched local central limit theorem is proved in [1,
Theorem 1.11, Remarks 1.5 and 1.12] under a moment condition which in our case reads
as

E[z(0)p] <∞ for some p > 1+d
2 . (1.23)

The condition in [1] involves a negative moment of random conductance which controls
a certain trapping effect. Here we do not need it since the conductance is one except
for the first coordinate direction and hence no trapping can occur. Proposition 1.5
shows that (1.23) can be relaxed to p > d

2 in our special model. More recently in [5],
the invariance principle and the elliptic Harnack inequality have been proved under a
slightly weaker condition where 1+d

2 is replaced by d
2 . Combining them, one can deduce

the convergence of the Green function as in the last part of Theorem 1.7. Here our
result requires exactly the same moment condition. In addition, we show in Remark 9.1
that if α < d

2 in our model, which implies E[z(0)p] =∞ for some p < d
2 , then the elliptic

Harnack inequality fails to hold.

Let us briefly explain how we use the representation (1.11) in the proof. For example,
the on-diagonal heat kernel in Theorem 1.3 can be related to a negative moment of A2(t)
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as follows:

Pω0 (Xt = 0) = P0

(
S1
A2(t) = S2

t = 0
)

= E0

[
pA2(t)(0, 0);S2

t = 0
]

= ((4π)−1/2 + o(1))E0

[
A(t)−

1
2 ;St = 0

] (1.24)

as t → ∞. We dropped the superscript in the last formula since it involves only the
second random walk S2. If we formally substitute (1.3), that is,

A(t) = ts(d,α)+o(1) with s(d, α) =

{
α+1
2α ∨ 1 if d = 1,
1
α ∨ 1 if d ≥ 2

(1.25)

into (1.24), we obtain Theorem 1.3. Thus our task is to justify this substitution by
controlling the upper and lower deviations of A(t) away from the above scaling for
P-almost every z. In view of (1.24), the lower and upper bound for Pω0 (Xt = 0) are
related to the upper and lower tail estimate for the random walk in random scenery,
respectively.

Before closing this introduction, we mention two variants of our model. The first is a
multidimensional layer model which can be covered by our method.

Remark 1.9. A similar model on Zd1+d2 can be defined by setting the conductance
around x = (x1, x2) ∈ Zd1+d2 to be

ω(x, x± ei) =

{
z(x2), i ≤ d1,
1, i > d1.

(1.26)

All the above results have extensions to this setting and we list them below, though we
give proofs only in the simplest Z1+d case for brevity. In the following list, we assume
d1 ≥ 2 and state the results with o(1) in the exponents which is not always necessary.

On-diagonal estimate: For any d1 ≥ 2, P-almost surely,

Pω0 (Xt = 0) = t−
d1
2 s(d2,α)−

d2
2 +o(1) (1.27)

as t→∞, which implies that

ds = d1s(d2, α) + d2

{
> d1 + d2, α < 1

= d1 + d2, α ≥ 1.
(1.28)

In particular, the random walk is always transient in this case.
Off-diagonal estimate: For any d2 ≥ 3, α < d2

2 , δ ∈ [0, d24α ) and x1 ∈ Rd1 \ {0}, P-almost
surely,

Pω0 (Xt = tδ(x1, 0)) = t−r(d1,d2,α,δ)+o(1) (1.29)

as t→∞, where

r(d1, d2, α, δ) =

d1
(

1
2α ∨

1
2

)
+ d2

2 , δ ∈
[
0, 1

2α ∨
1
2

]
,

δ(d1 + 2α)− 1 + d2
2 , δ ∈

(
1
2α ∨

1
2 ,

d2
4α

)
.

(1.30)

Green function estimate: For any x1 ∈ Rd1 \ {0}, P-almost surely,

gω(0, n(x1, 0)) =

{
n−d1+(1∧ 2α

α+1 ), d2 = 1,

n−d1−(1∧α∧
4α
d2

)(d2−2)+o(1), d2 ≥ 2
(1.31)

as n→∞.
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The second variant is the constant speed random walk.

Remark 1.10. For the ω given in (1.26), consider a continuous time Markov chain
(Yt)t≥0 on Zd1+d2 with generator

L̃ωf(x) =
1

ω(x)

∑
|e|=1

ω(x, x+ e)(f(x+ e)− f(x)), (1.32)

where ω(x) =
∑
|e|=1 ω(x, x + e) = 2d1z(x) + d2. This process jumps to a neighboring

site with probability proportional to ω(x, ·) and with rate one, hence called the constant
speed random walk. This can be realized as a time change of the variable speed random
walk (Xt)t≥0 as follows: if we define B(t) =

∫ t
0
ω(Xu) du = 2d1A

2(t) + 2d2t, then by using
its right continuous inverse B−1, we have

Yt
d
= XB−1(t) = (S1

A2(B−1(t)), S
2
B−1(t)). (1.33)

In the last expression, A2(B−1(t)) is comparable to t, up to multiplicative constant, and
hence the first coordinate behaves more or less like a simple random walk on Zd1 for
large time. The second coordinate is a well-studied process called the Bouchaud trap
model. For quenched results, we refer the reader to [6] for functional limit theorems
and [14] for a two-sided heat kernel estimate. Though the long time behaviors in
Theorems 1.3 and 1.6 become different by the time change, the decay of Greens function
in Theorem 1.7 is unchanged since g̃ω(x, y) = gω(x, y)ω(y). This allows us to formally
compute the spectral dimension for the constant speed random walk on Zd1+d2 asd1 +

(
1 ∧ 2

α+1

)
, d2 = 1, and α < 1 if d1 = 1,

d1 + 2 +
(
1 ∧ α ∧ 4α

d2

)
(d2 − 2), d2 ≥ 2.

(1.34)

The detail is given in Remark 9.1 (iii).

1.3 Notation convention

In the proofs, we will use c and c′ to denote positive constants depending only on d and
α, whose values may change from line to line. We write F (t) ∼ G(t) as t→∞ to indicate
limt→∞ F (t)/G(t) = 1, and F (t) � G(t) as t →∞ to indicate c ≤ lim inft→∞ F (t)/G(t) <

lim supt→∞ F (t)/G(t) < c′.

2 Overview of the paper

Since we have various results depending on the parameters, the proofs split into
many cases. We summarize the organization of the rest of the paper and also explain
basic ideas of the proofs.

In Section 3, we recall standard estimates on the transition probability for the simple
random walk.

In Section 4, we prove Theorem 1.1, that is, the power law decay of the random
walk in random scenery. We first prove that for the random walk to achieve A(t) ≥ tρ,
it is almost necessary and sufficient to visit the relevant level set {x ∈ Zd : z(x) ≥ tρ}.
More precisely, we prove that it is too difficult to get a contribution from lower level
sets of z. Here we need to invoke some estimates from [16]. The upper bound on the
hitting probability to the relevant level set is shown by a rather simple argument using
the asymptotics of the random walk range. The lower bound is obtained by using the
so-called second moment method.

In Section 5, we prove the on-diagonal lower bounds in Theorem 1.3. Essentially, we
simply substitute the following results on the random walk in random scenery into (1.24):

EJP 25 (2020), paper 75.
Page 8/28

http://www.imstat.org/ejp/

https://doi.org/10.1214/20-EJP478
http://www.imstat.org/ejp/
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the law of large numbers for A(t) when E[z(0)] < ∞, Theorem A when d = 1, 2 and
E[z(0)] =∞, and Theorem 1.1 when d ≥ 3 and E[z(0)] =∞.

In Section 6, we prove the on-diagonal upper bounds in Theorem 1.3. In fact they
follow immediately from Proposition 1.2 and most of the section is devoted to the proof
of it. When α ≥ 1, we use certain truncations to reduce the problem to upper and lower
deviations for the random walk in bounded scenery, which are rather well-understood.
For the case α < 1, it essentially amounts to proving that it is difficult to

(i) reduce the local time on the level set {z(x) ≥ t 1
2α } to o(t1/2) when d = 1,

(ii) make the random walk avoid the level set {z(x) ≥ t 1
α } when d ≥ 2.

The argument for d = 1 is rather bare-handed and based on the path decomposition
according to the successive moves over the points in the above level set. For the
case d ≥ 2, we use the so-called method of enlargement of obstacles developed by
Sznitman [27].

Sections 7, 8 and 9 are devoted to the proofs of Proposition 1.5, Theorems 1.6 and 1.7,
respectively. The proofs are mostly straightforward applications of the results in the
earlier sections.

3 A bound on the continuous time random walk

We frequently use the following estimate on the transition probability of the con-
tinuous time simple random walk pt(x, y) = Px(St = y). This can be found in [15,
Propositions 4.2 and 4.3].

Lemma 3.1. There exist positive constants c1–c4 such that when t ≥ 1,

c1t
− d2 exp

{
−c2
|x|2

t

}
≤ pt(0, x) ≤ c3t−

d
2 exp

{
−c4
|x|2

t

}
(3.1)

for |x| ≤ t and

exp

{
−c2|x|

(
1 ∨ log

|x|
t

)}
≤ pt(0, x) ≤ exp

{
−c4|x|

(
1 ∨ log

|x|
t

)}
(3.2)

for |x| > t.

4 Power law decay rate for random walk in random scenery

Proof of Theorem 1.1. We first prove the upper bounds. Let us define the level set for
λ > 0 by

Hλ(t) =
{
x ∈ Zd ∩ [−t1/2+ε, t1/2+ε]d : z(x) ≥ tλ

}
. (4.1)

We often write Hλ instead of Hλ(t) for simplicity and let HHλ denote the hitting time to
Hλ. Then we can write

P0(A(t) ≥ tρ) ≤ P0

(
A(t) ≥ tρ,HHρ−5ε ≥ t

)
+ P0

(
HHρ−5ε < t

)
. (4.2)

We are going to show that the first term in (4.2) decays stretched exponentially in
Lemma 4.1 and that the second term obeys the right power law decay in Lemma 4.3.

Lemma 4.1. Let d ≥ 3, α < d/2 and ρ ∈ ( 1
α ∨ 1, d2α ]. For any ε ∈ (0, ρ5 ∧ ( 1−αρ

3 ∨ ρ−1
3 )),

there exists c(ε) > 0 such that P-almost surely, for all sufficiently large t,

P0

(
A(t) ≥ tρ,HH%−5ε

≥ t
)
≤ exp

{
−tc(ε)

}
. (4.3)
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Proof. We use some estimates from [16]. Let `t(·) =
∫ t
0

1Su(·) du be the occupation time
measure for the simple random walk. Then we have the following obvious bound as
in [16, eq. (49)]:

P0

(
A(t) ≥ tρ,HHρ−5ε ≥ t

)
≤
bρ/εc−4∑
k=0

P0

(
`t(Hkε \ H(k+1)ε) ≥

1

bρ/εc
tρ−(k+1)ε

)
+ P0

(
max
0≤u≤t

|Su| ≥ t
1
2+ε

)
.

(4.4)

The second term on the right-hand side is easily seen to decay stretched exponentially in
t by the reflection principle and Lemma 3.1. For the first term on the right-hand side, we
can drop the summands with k < (ρ− 1)/ε− 1 since the total mass of `t is t. In order to
control the other summands, we introduce η = 1− ρ+ (k + 3)ε. Then we can verify that
the condition η/α < kε in [16, Lemma 2] holds for all k ≤ bρ/εc − 4 and ε ≤ (1− αρ)/3 as
follows:

• when α < 1, this is equivalent to kε < (ρ− 1− 3ε)/(1− α), which holds true for the
largest k = bρ/εc − 4;

• when α ≥ 1, this is equivalent to ρ > 1 + (1− α)kε+ 3ε and it holds for any k ∈ N
under our assumption ε < %−1

3 .

Once the condition of [16, Lemma 2] is verified, we can follow the same argument as
in [16, eq. (74)] to show that

P0

(
`t(Hkε \ H(k+1)ε) ≥

1

bρ/εc
tρ−(k+1)ε

)
≤ exp

{
−ctρ−(k+3)ε

}
(4.5)

for ε ≤ (1 − αρ)/3 ∨ (ρ − 1)/3. Since this decays stretched exponentially in t for all
k ≤ bρ/εc − 4, we are done.

We can prove the following version by almost the same argument.

Lemma 4.2. Let d ≥ 3, 1 < α < d/2 and c > E[z(0)]. For any ε ∈ (0, α−1
20(α+2) ), there exists

c(ε) > 0 such that P-almost surely, for all sufficiently large t,

P0

(
A(t) ≥ ct,HH1−5ε

≥ t
)
≤ exp

{
−tc(ε)

}
. (4.6)

Proof. We mostly repeat the proof of Lemma 4.1 with ρ replaced by 1. The only difference
is that the summands in (4.4) are positive for all k ≥ 0. We instead introduce c′ ∈
(E[z(0)], c) and write

P0(A(t) ≥ ct) ≤ P0

(∫ t

0

z(Su) ∧ tlε du ≥ c′t
)

+

b1/εc−4∑
k=l

P0

(
`t(Hk \ Hk+1) ≥ c− c′

b1/εc
t1−(k+1)ε

)
+ P0

(
max
0≤u≤t

|Su| > t
1
2+ε

)
.

(4.7)

The last term decays stretched exponentially just as before. Next, if we let l be the
smallest integer larger than 3

α−1 , then for any k ≥ l, one can check that the probability

P0

(
`t(Hkε \ H(k+1)ε) ≥

c− c′

b1/εc
t1−(k+1)ε

)
(4.8)

decays stretched exponentially (see [16, eq. (75)] and the following discussion therein).
Finally, note that our assumption on ε and the choice of l imply that lε < 1

20 . Then [16,
eq. (76)] shows that the first term in (4.7) decays stretched exponentially.
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Lemma 4.3. Let d ≥ 3 and ρ ∈ ( 1
α ∨ 1, d2α ]. Then P-almost surely,

P0

(
HHρ−5ε

< t
)
≤ t−αρ+1+6αε+o(1) as t→∞. (4.9)

for all sufficiently small ε > 0. When α > 1, this bound remains valid for ρ = 1.

Proof. We start by introducing an unrestricted version of the level set

Hρ−5ε(t) =
{
x ∈ Zd : z(x) ≥ tρ−5ε

}
⊃ Hρ−5ε(t). (4.10)

Then we have

P⊗ P0

(
HHρ−5ε(t)

≥ 2t
)

= P⊗ P0

(
every x ∈ S[0,2t] does not belong to Hρ−5ε

)
= E0

[
P
(
x does not belong to Hρ−5ε(t)

)|S[0,2t]|
]

= E0

[(
1− t−αρ+5αε+o(1)

)|S[0,2t]|
] (4.11)

as t→∞. By using the Jensen inequality and that E0[|S[0,2t]|] grows linearly as t→∞
(see [18, Theorem 1]), we can further bound the above probability from below by

P⊗ P0

(
HHρ−5ε(t)

≥ 2t
)
≥
(

1− t−αρ+5αε+o(1))
)E0[|S[0,2t]|]

≥ exp
{
−t−αρ+1+5αε+o(1)

}
≥ 1− t−αρ+1+5αε+o(1)

(4.12)

as t→∞. Then by the Markov inequality, we obtain

P
(
P0

(
HHρ−5ε(t)

< 2t
)
> t−αρ+1+6αε

)
≤ tαρ−1−6αεP⊗ P0

(
HHρ−5ε(t)

< 2t
)

≤ t−αε+o(1)
(4.13)

as t→∞. Substituting t = 2n (n ∈ N) and using the Borel–Cantelli lemma, we conclude
that P-almost surely,

P0

(
HHρ−5ε(2n)

< 2n+1
)
≤ 2−n(αρ−1−6αε+o(1)) (4.14)

for all sufficiently large n. Since P0

(
HHρ−5ε(t) < t

)
for t ∈ [2n, 2n+1) is bounded by the

above left-hand side, we are done.

The above three lemmas yield the upper bound in (1.6). Let us discuss how to include
the pinning restriction St = 0. Our starting point is

P0(A(t) ≥ tρ, St = 0)

≤ P0

(
A( t2 ) ≥ 1

2 t
ρ, St = 0

)
+ P0

(
A( t2 ) ◦ θt/2 ≥ 1

2 t
ρ, St = 0

)
= 2P0

(
A( t2 ) ≥ 1

2 t
ρ, St = 0

)
,

(4.15)

where θ denotes the time shift operator and we have used the time reversal. By using
the Markov property at time t/2 and Lemma 3.1, we obtain

P0

(
A( t2 ) ≥ 1

2 t
ρ, St = 0

)
≤ E0

[
pt/2(St/2, 0);A( t2 ) ≥ 1

2 t
ρ
]

≤ ct− d2P0

(
A( t2 ) ≥ 1

2 t
ρ
)
.

(4.16)

Substituting the upper bound in (1.6), we conclude the upper bound in (1.7).

EJP 25 (2020), paper 75.
Page 11/28

http://www.imstat.org/ejp/

https://doi.org/10.1214/20-EJP478
http://www.imstat.org/ejp/


Quenched tail estimate for RWRS and RCM II

Remark 4.4. The above argument shows that the upper bound in (1.7) holds for ρ ≥ d
2α

as well. For ρ > d
2α , Theorem A gives a better bound but we need this boundary coverage

in the proof of Theorem 1.6.

Next we proceed to prove the lower bounds. We only prove the lower bound in (1.7)
since the argument essentially contains the proof of (1.6). Recall that `t denotes the
occupation time measure for (Su)u∈[0,t] and let

Hρ = Hρ ∩B(0, t
1
2 ) \B(0, t

αρ
d +ε), (4.17)

where we choose ε > 0 so small that αρ
d + ε < 1

2 . Then it suffices to show that

P0

(
`t(Hρ) ≥ 1, St = 0

)
≥ t−αρ+1− d2+o(1). (4.18)

To this end, we first bound the probability that the random walk visits Hρ before t/2, by
using the so-called second moment method. We introduce the annulus

D(k) = B(0, (k + 1)t
αρ
d +ε) \B(0, kt

αρ
d +ε). (4.19)

Then a simple argument using the Borel–Cantelli lemma yields that P-almost surely,

|Hρ ∩D(k)| ∈
(
kd−1t(d−1)ε, kd−1t(d+1)ε

)
for 1 ≤ k ≤ t 1

2−
αρ
d −ε (4.20)

for all sufficiently large t > 0.

First moment: By Fubini’s theorem, we can write

E0

[
`t/2(Hρ)

]
=
∑
x∈Hρ

∫ t/2

0

pu(0, x) du. (4.21)

Let us recall a well-known bound
∫ t/2
0

pu(0, x) du � |x|2−d as t→∞ which holds uniformly
in |x| ≤ t1/2, and hence in x ∈ Hρ as well (this can be proved by the same argument as
for [25, Theorem 4.3.1]). Then by dividing Hρ into {Hρ ∩D(k)}k≥1 and using (4.20), we
get

E0

[
`t/2(Hρ)

]
�
t1/2−αρ/d−ε∑

k=1

∑
x∈Hρ∩D(k)

|x|2−d

{
≥ t−αρ+1−Cε,

≤ t−αρ+1+Cε.

(4.22)

Second moment: To bound the second moment, we first write

E0

[
`t/2(Hρ)2

]
= 2

∫ t/2

0

∫ t/2

u

∑
x,y∈Hρ

pu(0, x)pv−u(x, y) dv du

≤
∑
x∈Hρ

∫ t

0

pu(0, x)

∫ t

0

∑
y∈Hρ

pv(x, y) dv du.

(4.23)

By [16, Lemma 2], we know that

sup
|x|≤t1/2

∑
y∈Hρ

∫ t

0

pv(x, y) dv ≤ tε. (4.24)
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Substituting this bound into (4.23) and using (4.22), we find the bound

E0

[
`t/2(Hρ)2

]
≤ t−αρ+1+Cε. (4.25)

From (4.22), (4.25) and the Paley–Zygmund inequality, it follows that

P0

(
HHρ < t/2

)
= P0

(
`t/2(Hρ) > 0

)
≥ t−αρ+1−Cε.

(4.26)

Finally, using the strong Markov property and Lemma 3.1 together with |x| ≤ t1/2 for
x ∈ Hρ, we obtain

P0

(
`t(Hρ) ≥ 1, St = 0

)
≥ P0

(
HHρ < t/2, there is no jump on [HHρ ,HHρ + 1], St = 0

)
≥ t−αρ+1− d2−Cε.

(4.27)

Since ε > 0 is arbitrary, the desired bound (4.18) follows.

5 On-diagonal lower bounds

In this section, we prove the lower bounds in Theorem 1.3. Recall the representa-
tion (1.24).

5.1 Lower bound under E[z(0)] <∞
We first deal with the simplest case E[z(0)] <∞. In this case, let us fix M > E[z(0)]

and bound the return probability as follows:

Pω0 (Xt = 0) ≥
(

(4π)−1/2 + o(1)
)
E0

[
A(t)−

1
2 ;St = 0, A(t) < Mt

]
≥
(

(4π)−1/2 + o(1)
)

(Mt)−
1
2 (P0(St = 0)− P0(A(t) ≥Mt, St = 0))

(5.1)

as t→∞. The last probability is bounded by

P0(A(t) ≥Mt, St = 0) ≤ ct− d2P0

(
A( t2 ) ≥ M

2 t
)

(5.2)

just as in (4.15)–(4.16). This right-hand side is o(t−d/2) thanks to the law of large
numbers for the random walk in random scenery. Coming back to (5.1) and recalling
that M > E[z(0)] is arbitrary, we conclude that

Pω0 (Xt = 0) ≥
(

(4π)−
d+1
2 E[z(0)]−1/2 + o(1)

)
t−

1+d
2 . (5.3)

5.2 Lower bound for d = 1, 2 with E[z(0)] =∞
In order to prove the lower bounds for d = 1, 2 with E[z(0)] = ∞ (hence α ≤ 1), we

recall (1.24) to bound the return probability from below by

Pω0 (Xt = 0) ≥ cE0

[
A(t)−

1
2 ∧ 1;St = 0, A(t) < ts(d,α)+ε

]
≥ ct−

s(d,α)
2 − ε2

(
P0(St = 0)− P0

(
A(t) ≥ ts(d,α)+ε

))
≥ ct−

s(d,α)
2 − ε2

(
ct−

d
2 − P0

(
A(t) ≥ ts(d,α)+ε

))
.

(5.4)

Since Theorem A implies

P0

(
A(t) ≥ ts(d,α)+ε

)
= o
(
t−

d
2

)
(5.5)

in this case, the desired lower bound follows.
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5.3 Lower bound for d ≥ 3 with E[z(0)] =∞
It remains to deal with the case d ≥ 3 and E[z(0)] =∞. As before, we write

Pω0 (Xt = 0) ≥ cE0

[
A(t)−

1
2 ∧ 1;St = 0, A(t) < t

1
α+2ε

]
≥ ct− 1

2α−ε
(
P0(St = 0)− P0

(
A(t) ≥ t 1

α+2ε, St = 0
))
.

(5.6)

Since the probability in the last line is o(t−d/2) by Theorem 1.1, we are done.

6 On-diagonal upper bounds

In this section, we prove the upper bounds in Theorem 1.3. Assuming Proposition 1.2,
we can deduce the desired upper bound as follows:

Pω0 (Xt = 0) ∼ (4π)−1/2E0

[
A(t)−

1
2 ;St = 0, A(t) > ts(d,α)−2ε

]
+ exp

{
−tc(ε)

}
≤ (4π)−1/2t−

s(d,α)
2 +εP0(St = 0) + exp

{
−tc(ε)

}
≤ (4π)−

d+1
2 t−

s(d,α)
2 − d2+ε + exp

{
−tc(ε)

} (6.1)

as t→∞. If E[z(0)] <∞, then we can replace ts(d,α)−2ε in the first line by t(E[z(0)]− ε)
and the finer asymptotics follows.

Therefore it remains to prove Proposition 1.2. The proof splits into four cases: (i)
E[z(0)] <∞, (ii) α = 1 and E[z(0)] =∞, (iii) d = 1 and α < 1, and (iv) d ≥ 2 and α < 1.

6.1 Upper bound under E[z(0)] <∞
For any ε > 0, let us take M > 0 so large that E[z(0) ∧M ] ≥ E[z(0)]− ε and define

VM (t) =

∫ t

0

M − z(Su) ∧M du. (6.2)

It is then easy to check that A(t) < t(E[z(0)]− 2ε) implies

VM (t) > t(M − E[z(0)] + 2ε)

≥ t(E[M − z(0) ∧M ] + ε).
(6.3)

This is an upper deviation for the random walk in random scenery and (76) in [16] shows
that for any ε > 0, P-almost surely,

P0(VM (t) ≥ t(E[M − z(0) ∧M ] + ε)) ≤ exp
{
−t1−ε

}
(6.4)

for all sufficiently large t. Therefore we obtain the desired bound

P0(A(t) < t(E[z(0)]− 2ε)) ≤ exp
{
−t1−ε

}
. (6.5)

Remark 6.1. The process VM is a random walk in bounded scenery. Asselah–Castell [3]
proved a large deviation principle with rate t(log t)−2/d for the Brownian motion in
bounded scenery. Although not stated in [3], the rate function is positive except at
E[M − z(0) ∧M ] (A. Asselah and F. Castell, personal communication, March 2, 2019).
This improves the bound in (6.5) to exp{−ct(log t)−2/d}. We include the proof of above
weaker result for the sake of completeness.
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6.2 Upper bound for α = 1 with E[z(0)] =∞
Recall that we have s(d, α) = 1. Let us define Bernoulli random variables by

z̃(x) = 1z(x)≥1 ≤ z(x) (6.6)

and let Ã(t) =
∫ t
0
z̃(Su) du. Then we know

E0[exp{−A(t)}] ≤ E0

[
exp
{
−Ã(t)

}]
≤ exp

{
−c t

(log t)2/d

} (6.7)

for some c > 0. This bound is first proved in the continuous setting in [26]. See [9] for a
result in more general setting and [21] for a simple argument to derive (6.7) from the
result in [17]. By (6.7) and Chebyshev’s inequality, we find

P0(A(t) ≤ t1−ε) ≤ exp
{
t1−ε

}
E0[exp{−A(t)}]

≤ exp

{
− c

2

t

(log t)2/d

}
(6.8)

for sufficiently large t, and Proposition 1.2 follows in this case.

6.3 Upper bound for α < 1 and d = 1

In this case, we have s(d, α) = α+1
2α . Let us recall the notation

H1/2α−ε =
{
x ∈ Z ∩ [−t1/2+ε, t1/2+ε] : z(x) ≥ t 1

2α−ε
}
, (6.9)

from which the main contribution to A(t) is coming. In order to prove Proposition 1.2 in
this case, it suffices to show the following proposition:

Proposition 6.2. For sufficiently small ε > 0 depending on α, there exists c > 0 such
that P-almost surely,

P0

(
`t(H1/2α−ε) ≤ t

1
2−ε
)
≤ exp{−ctε} (6.10)

for all sufficiently large t.

In order to estimate the probability (6.10), we introduce the successive times of
returns to/departures from H1/2α−ε. Set R0 = D0 = 0 and for k ≥ 1,

Rk = inf
{
u ≥ Dk−1 : Su ∈ H1/2α−ε

}
, (6.11)

Dk = inf
{
u ≥ Rk : Su 6∈ H1/2α−ε

}
. (6.12)

See also Figure 2. We are going to show that the number of returns before time t, which
we denote by

Nt = sup{k ≥ 1: Rk < t}, (6.13)

cannot be too small. To this end, we need some controls on the structure of H1/2α−ε.
More precisely, for Dk−Rk to be not too large, we need a control on the size of connected
components of H1/2α−ε; and for Rk − Dk to be not too large, we need to control the size
of vacant intervals. Here and below, the term interval indicates the set of the form
{k + l}1≤l≤m for k ∈ Z and m ∈ N, and we write it as [k, k + m]. The following lemma
provides the above-mentioned controls.

Lemma 6.3. When ε > 0 is sufficiently small, P-almost surely, the following hold:

any interval I ⊂ H1/2α−ε has length at most 3 (6.14)
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R1 D1 R2 D2 R3

0

Z

time

1

Figure 2: Schematic picture of returns/departure system. The arrows indicate the
movements of the random walk and • are the points belonging to H1/2α−ε.

and

any interval I ⊂ [−t 1
2+ε, t

1
2+ε] \ H1/2α−ε has length at most t

1
2−ε (6.15)

for all sufficiently large t.

Proof. Using the assumption on the tail, we have

P(x ∈ H1/2α−ε) ≤ P(z(x) ≥ t1/2α−ε)

= t−1/2+αε+o(1).
(6.16)

From this and the union bound, it is easy to see that

P
(
∃an interval I ⊂ H1/2α−ε, |I| ≥ 4

)
≤ t− 3

2+cε (6.17)

and (6.14) follows by the Borel–Cantelli lemma.
Next, for any x ∈ [−t 1

2+ε, t
1
2+ε], we have

P
(
∃y > x+ t

1
2−ε such that [x, y] ⊂ [−t 1

2+ε, t
1
2+ε] \ H1/2α−ε

)
≤
(

1− t− 1
2+αε+o(1)

)t1/2−ε
= exp

{
−tε(1−α)+o(1)

} (6.18)

by using (6.16), since the event in the first line requires that successive t1/2−ε points fail
to belong to H1/2α−ε. Since α < 1 and there are at most 2t1/2+ε choices of x as the left
endpoint of the interval I, the union bound and the Borel–Cantelli lemma yield (6.15).

We use this lemma to derive an upper bound on R1 and Rk+1 − Rk = R2 ◦ θRk for k ≥ 1

(in the sense of stochastic domination). Since it is useful only when the random walk is
started from the interior

H◦1/2α−ε = H1/2α−ε \ {infH1/2α−ε, supH1/2α−ε}, (6.19)
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we introduce the stopping time

T = inf
{
u ≥ 0: Su 6∈ (infH1/2α−ε, supH1/2α−ε)

}
(6.20)

and show the following lemma.

Lemma 6.4. Fix ε > 0 and suppose that (6.15) holds. Then there exists c > 0 such that

P0(T ≤ t) ≤ exp{−ctε} (6.21)

for all sufficiently large t.

Proof. It follows from (6.15) that(
−t

1+ε
2 , t

1+ε
2

)
⊂ (infH1/2α−ε, supH1/2α−ε). (6.22)

Then the desired bound is a simple consequence of the reflection principle and Lemma 3.1.

Lemma 6.5. Fix ε > 0 and suppose that (6.14) and (6.15) hold. Then there exist
constants c, C > 0 such that the following hold for all sufficiently large t:

P0

(
R1 ≥ t

2

)
≤ exp{−ctε}, (6.23)

sup
x∈H◦

1/2α−ε

Px(R2 ≥ r) ≤ (Cr−
1
2 ∧ 1)1{r≤t1−ε} + exp

{
−c r

t1−2ε

}
1{r>t1−ε}. (6.24)

Proof. We first prove (6.24). Let x ∈ H◦1/2α−ε and denote the left and right neighbors of
x in H1/2α−ε by x− and x+ respectively, that is,

x− = max{y ∈ H1/2α−ε : y < x}, (6.25)

x+ = min{y ∈ H1/2α−ε : y > x}. (6.26)

Then by using the notion of hitting time Hy to a point y ∈ Z, the return time R2 is written
as R2 = D1 + (Hx ∧ Hx− ∧ Hx+) ◦ θD1 . This allows us to bound the left-hand side of (6.24)
as

Px(R2 ≥ r) ≤ Px(D1 ≥ r) + max
z∈{x−1, x+1}

Pz(Hx ≥ r)1{r≤t1−ε}

+ Px(Hx− ∧ Hx+ ≥ r)1{r>t1−ε}.
(6.27)

By (6.14), the first term is bounded by e−cr and negligible compared with the right-hand
side of (6.24). The probability in the second term is asymptotic to (πr)−1/2 (see [19,
Lemma 1 and (2.4) in Chapter III] for the discrete time analogue). The probability in the
third term is for the random walk to stay in (x−, x+) for a time duration r, which decays
as

Px(Hx− ∧ Hx+
≥ r) ≤ exp

{
−c r

(x+ − x−)2

}
. (6.28)

Combined with (6.15), this concludes the proof of (6.24).
Finally, the first assertion (6.23) follows in the same way as (6.28).

Proof of Proposition 6.2. In view of Lemma 6.3, we assume that (6.15) holds throughout
the proof. Then Lemma 6.4 yields that

P0

(
Nt < t

1
2+ε
)

= P0

(
Rbt1/2+εc+1 ≥ t

)
≤ P0

(
Rbt1/2+εc+1 ∧ T ≥ t

)
+ exp{−ctε}.

(6.29)
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Recalling R0 = 0, we rewrite the first term as

P0

(
Rbt1/2+εc+1 ∧ T ≥ t

)
= P0

 ∑
k≤t1/2+ε

(Rk+1 ∧ T− Rk ∧ T) ≥ t


= P0

(
R1 ≥ t

2

)
+ P0

 ∑
1≤k≤t1/2+ε

(Rk+1 ∧ T− Rk ∧ T) ≥ t
2

.
(6.30)

The first term is bounded by exp{−ctε} by (6.23). By the strong Markov property and
Lemma 6.5, the summands in the right-hand side are stochastically dominated by a
family of independent and identically distributed random variables {µk}k<t1/2+ε+1 whose
tail distribution is given by the right-hand side of (6.24). We assume that this family is
defined on the same probability space as the random walk with the measure P0. Then,
the above right-hand side is bounded by

P0

 ∑
1≤k≤t1/2+ε

µk ≥ t


≤ P0

 ∑
1≤k≤t1/2+ε

µk·1{µk≤t1−ε} ≥ t

+ P0

(
max

1≤k≤t1/2+ε
µk > t1−ε

)

≤ P0

 ∑
1≤k≤t1/2+ε

µk·1{µk≤t1−ε} ≥ t

+ 3t
1
2+ε exp{−ctε}.

(6.31)

In order to bound the first term, we use a large deviation principle for truncated
sums proved in [13]. We summarize the statement for the reader’s convenience. Let
({Hk}k∈N,P) be Rd-valued independent and identically distributed random variables
with power law tail (see [13, (1.1)] for the definition), and let Mn > 0 be a sequence
satisfying limn→∞ nP(|H1| > Mn) =∞. Then the truncated sum

1

nMnP(|H1| > Mn)

n∑
k=1

Hk · 1{|Hk|≤Mn} (6.32)

satisfies a large deviation principle with speed nP(|H1| > Mn) whose rate function
vanishes only at zero. We apply this theorem with the choice

n = bt 1
2+εc, Mn = t1−ε, and P(Hk > r) = Cr−

1
2 ∧ 1, (6.33)

so that Hk · 1{|Hk|≤Mn} has the same law as µk · 1{µk≤t1−ε}. Then [13, Theorem 3.1] yields

P0

 ∑
1≤k≤t1/2+ε

µk·1{µk≤t1−ε} ≥ t

 ≤ exp{−ctε}. (6.34)

Therefore we conclude that when ε > 0 is small,

P0

(
Nt < t

1
2+ε
)
≤ exp{−ctε} (6.35)

for all sufficiently large t.
Finally, on the event {Nt ≥ t1/2+ε}, we have

`t(H1/2α−ε) ≥
∑

k≤t1/2+ε−1

(Dk − Rk), (6.36)
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whose right-hand side is bounded from below by a sum of the independent exponential
random variables with rate one. Therefore, a simple large deviation bound leads us to

P0

(
`t(H1/2α−ε) ≤ t

1
2−ε
)

≤ P0

(
Nt < t

1
2+ε
)

+ P0

 ∑
k≤t1/2+ε−1

(Dk − Rk) ≤ t 1
2−ε


≤ exp{−ctε}

(6.37)

and we are done.

6.4 Upper bound for α < 1 and d ≥ 2

In this case, we have s(d, α) = 1/α. To prove Proposition 1.2 in this case, we introduce
the relevant level set:

H∗ =
{
x ∈ Zd : z(x) ≥ t 1

α−ε
}
. (6.38)

This is effectively the same as H1/α−ε used before, but we will take intersection with
[−t, t]d instead of [−t1/2+ε, t1/2+ε]d to simplify the notation below. Then it suffice to prove
the following proposition:

Proposition 6.6. Let d ≥ 2. For sufficiently small ε > 0 depending on α, there exists
c(ε) > 0 such that P-almost surely,

P0(`t(H∗) ≤ 1) ≤ exp{−tc(ε)} (6.39)

for all sufficiently large t.

We first estimate the probability that the random walk avoids H∗ while staying inside
a large box [−t, t]d. Let us denote the exit time from this box by

T∗ = inf
{
u ≥ 0: Su 6∈ [−t, t]d

}
. (6.40)

Lemma 6.7. Let d ≥ 2. For sufficiently small ε > 0 depending on α, there exists c(ε) > 0

such that P-almost surely,

max
x∈[−t,t]d

Px
(
HH∗ ∧ T∗ > t1−

αε
8d

)
≤ exp

{
−tc(ε)

}
(6.41)

for all sufficiently large t.

Proof. We use the “method of enlargement of obstacles” in [27] with a slight modification
made in [20]. Strictly speaking, the method in [27, 20] is developed in the continuum
setting but it can be adapted to the discrete setting as is done in [7].

Let us choose the parameters in [20]. First, let us define the scale r = t1/2−δ with
δ = αε/(4 + d) and divide [−t, t]d into the boxes of the form r(q + [0, 1)d) (q ∈ Zd). Then
we scale the space by r−1 so that we have the box [−t/r, t/r]d divided into unit cubes.
Next, let γ = (d − 2)/d + δ and divide the unit cubes into dyadic boxes (which we call
mesoscopic cells) with side length 2−nγ ∈ [r−γ , 2r−γ).

Lemma 6.8. Let d ≥ 2. Then P-almost surely, for all sufficiently large t, every 2−nγ−1(q+

[0, 1]d) intersecting [−t/r, t/r]d contains a point of r−1H∗.

Proof. Observe that every mesoscopic cell 2−nγ−1(q + [0, 1]d) (q ∈ Zd) contains at least
2−drd(1−γ) ≥ t1−(4+d)δ/2 points of r−1Zd for sufficiently large t. Since

P(x ∈ H∗) = P
(
z(x) ≥ t 1

α−ε
)

= t−1+αε as t→∞, (6.42)
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it follows that

P
(
(q + [0, 1)d) ∩ r−1H∗ = ∅

)
≤ (1− t−1+αε)t

1−(4+d)δ/2

≤ exp{−tαε/2}
(6.43)

for all sufficiently large t. Since there are only polynomially many mesoscopic cells
intersecting [−t/r, t/r]d, the assertion follows by the union bound and the Borel–Cantelli
lemma.

If all the mesoscopic cells in a unit cube q + [0, 1)d contains a point of r−1H∗, then
since the volume of each cell (� r−(d−2)−dδ) is much smaller than the capacity of a
point in the scaled lattice (� r−(d−2)), the unit cube q + [0, 1)d is more crowded than
the so-called “constant capacity regime” in the crushed ice problem, see [27, p.116].
Roughly speaking, the method of enlargement of obstacles in [27] allows us to solidify
such a unit cube when we consider the principal eigenvalue λ1(U) of − 1

2d∆ in U ⊂ Zd
with the Dirichlet boundary condition. More precisely, such a cube is contained in the
density set Dr(H∗) defined in [27, p.152] and hence it follows from [27, Theorem 2.3 on
p.158] that there exists ρ > 0 such that for all M > 0 and sufficiently large t,∣∣λ1([−t/r, t/r]d \ r−1H∗) ∧M − λ1([−t/r, t/r]d \ Dr(H∗)) ∧M

∣∣ ≤ r−ρ. (6.44)

In our setting, Lemma 6.8 and [20, Proposition 2.7] imply that every q + [0, 1)d

intersecting [−t/r, t/r]d belongs to Dr(H∗) and hence [−t/r, t/r]d \ Dr(H∗) = ∅. There-
fore (6.44) implies that λ1([−t/r, t/r]d\r−1H∗)∧M is arbitrarily close toM > 0. Reverting
the scaling, we conclude that for any M > 0, P-almost surely,

λ1([−t, t]d \ H∗) ≥Mr−2

= Mt−1+
2αε
4+d

(6.45)

for all sufficiently large t. By using this eigenvalue bound together with a standard
semigroup bound [24, eq. (2.21)], we obtain

sup
x∈[−t,t]d

Px
(
HH∗ ∧ T∗ > t1−

αε
8d

)
≤ (2t)d/2 exp

{
−t1−αε8d λ1([−t, t]d \ H∗)

}
≤ exp

{
−tc(ε)

}
.

(6.46)

This completes the proof of Lemma 6.7.

We also need the following sparsity result which can be proved in the same way
as (6.14).

Lemma 6.9. For d ≥ 2, P-almost surely, every connected component of H∗ ∩ [−t, t]d
contains at most d+ 2 points for all sufficiently large t.

Let us define the times of returns to/departures from H∗: R0 = D0 = 0 and for k ≥ 1,

Rk = inf{u ≥ Dk−1 : Su ∈ H∗}, (6.47)

Dk = inf{u ≥ Rk : Su 6∈ H∗}. (6.48)

We have the following bound on the number of returns before time t defined by

Nt = sup{k ≥ 1: Rk < t}. (6.49)

Lemma 6.10. Let d ≥ 2. Then there exists c(ε) > 0 such that P-almost surely, for all
sufficiently large t,

P0

(
Nt ≤ t

αε
16d

)
≤ exp

{
−tc(ε)

}
. (6.50)
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Proof. By the reflection principle and Lemma 3.1, it follows that

P0(T∗ ≤ t) ≤ exp{−ct} (6.51)

for some c > 0. Thus it suffices to show that

P0

(
Nt ≤ t

αε
16d ,T∗ > t

)
≤ exp

{
−tc(ε)

}
. (6.52)

Observe that if Nt ≤ t
αε
16d and T∗ > t, then there exists k ≤ t αε16d + 1 such that

Rk ∧ T∗ − Rk−1 ∧ T∗ > t1−
αε
16d , (6.53)

and this event further implies that

either Rk ∧ T∗ − Dk−1 ∧ T∗ ≥ t1−
αε
8d or Dk−1 ∧ T∗ − Rk−1 ∧ T∗ ≥ t1−

αε
8d . (6.54)

Then by the union bound and the strong Markov property, we obtain

P0

(
Nt ≤ t

αε
16d ,T∗ > t

)
≤

∑
k≤tαε/16d+1

P0

(
Dk−1 ∧ T∗ − Rk−1 ∧ T∗ > t1−

αε
8d

)
+

∑
k≤tαε/8d+1

P0

(
Rk ∧ T∗ − Dk−1 ∧ T∗ > t1−

αε
8d

)
≤
(
t
αε
16d + 1

)(
max
x∈H∗

Px
(
D1 > t1−

αε
8d

)
+ max
x∈[−t,t]d

Px
(
HH∗ ∧ T∗ > t1−

αε
8d

))
.

(6.55)

By Lemma 6.9, D1 under Px for x ∈ H∗ has an exponential tail and hence the first
probability in the last line decays exponentially in t1−αε/8d. The second probability is
bounded by exp{−tc(ε)} by (6.46).

Proof of Proposition 6.6. On the event {Nt ≥ tαε/8d}, we have

`t(H∗) ≥
∑

k≤tαε/8d−1

(Dk − Rk), (6.56)

whose right-hand side is bounded from below by a sum of the independent exponential
random variables with rate one. Therefore, it follows from Lemma 6.10 that

P0(`t(H∗) ≤ 1) ≤ P0

(
Nt < t

αε
8d

)
+ P0

(
max

k≤tαε/8d−1
(Dk − Rk) ≤ 1

)
≤ exp

{
−tc(ε)

}
+ exp

{
−tαε8d + 1

} (6.57)

and we are done.

7 Local central limit theorem or failure of thereof

In this section, we prove that the local central limit theorem holds when α > d
2 ∨ 1,

and fails when α < d
2 ∨ 1. For the latter, since the case α < 1 is covered by Theorem 1.3,

we focus on d ≥ 3 and 1 ≤ α < d
2 . For simplicity, we set E[z(0)] = 1 so that PE[ω]0 = P0.

Proof of Proposition 1.5. Let us first fix α > d
2 ∨ 1, ε > 0, R > 0, and (x1, x2) ∈ Z1+d with

|(x1, x2)| ≤ Rt1/2 and consider the transition probability

Pω0 (Xt = (x1, x2)) = E0

[
pA(t)(0, x1);St = x2

]
= E0

[
pA(t)(0, x1);St = x2, |t−1A(t)− 1| ≤ ε

]
+ E0

[
pA(t)(0, x1);St = x2, |t−1A(t)− 1| > ε

]
.

(7.1)
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For the second term on the right-hand side, we use Theorem B and Proposition 1.2 to
obtain

P0

(
St = x2, |t−1A(t)− 1| > ε

)
≤ exp

{
−tc(ε)

}
, (7.2)

which is negligible for the purpose of the local central limit theorem. Next, for the first
term on the right-hand side of (7.1), note first that∣∣∣∣pA(t)(0, x1)

pt(0, x1)
− 1

∣∣∣∣ ≤ cε (7.3)

on the event {|t1A(t)− 1| ≤ ε} for all sufficiently large t. Moreover, by using (7.2), we
have that

P0

(
St = x2, |t−1A(t)− 1| ≤ ε

)
∼ P0(St = x2) (7.4)

as t→∞. Substituting these controls into (7.1), we arrive at∣∣∣∣ Pω0 (Xt = (x1, x2))

P0((S1
t , S

2
t ) = (x1, x2))

− 1

∣∣∣∣ ≤ cε (7.5)

for all sufficiently large t. Since ε > 0 was arbitrary, we are done.

Next, let d ≥ 3 and 1 ≤ α < d
2 . Then for any R > 0 and ε ∈ (0, 1), there is an

x2 ∈ [−Rt1/2, Rt1/2] such that z(x2) ≥ t d2α−ε almost surely for all large t. For this x2, by
time reversal, we have

Pω0 (Xt = (x1, x2)) = E0

[
pA(t)(0, x1);St = x2

]
= Ex2

[
pA(t)(x1, 0);St = 0,D1 < t−ε

]
+ Ex2

[
pA(t)(x1, 0);St = 0,D1 ≥ t−ε

]
,

(7.6)

where D1 is the first jump time of the random walk. By Proposition 1.2 and Lemma 3.1,
the first term on the right-hand side is bounded by

Ex2

[
pA(t)(0, x1);St = 0, A(t) ≥ t1−ε,D1 ≤ t−ε

]
+ exp{−tc(ε)}

≤ ct−
1−ε
2 Px2

(
St = 0,D1 ≤ t−ε

)
+ exp{−tc(ε)}.

(7.7)

By using the strong Markov property at D1 and Lemma 3.1 again, we get

Px2

(
St = 0,D1 ≤ t−ε

)
≤ ct−ε− d2 (7.8)

and hence the first term on the right-hand side of (7.6) is bounded by ct−
1+d
2 −

ε
2 . For

the second term in (7.6), note that A(t) ≥ t d2α−2ε on the event {D1 ≥ t−ε} since z(S0) =

z(x2) ≥ t d2α−ε. Then by using Lemma 3.1 twice, we have

Ex2

[
pA(t)(x1, 0);St = 0,D1 ≥ t−ε

]
≤ ct− d

4α+εPx2
(St = 0)

≤ ct− d
4α+ε− d2 .

(7.9)

This is bounded by t−
1+d
2 −

ε
2 for sufficiently small ε > 0 since α < d

2 . Therefore we
conclude that

Pω0 (Xt = (x1, x2)) ≤ ct−
1+d
2 −

ε
2 . (7.10)
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8 Power law decay regime of random conductance model

Proof of Theorem 1.6. We consider δ > 1
2α ∨

1
2 first. By (1.24) and Lemma 3.1,

Pω0 (Xt = tδe1) = E0[pA(t)(0, t
δ);St = 0]

� E0

[
A(t)−1/2 exp

{
− t2δ

2A(t)

}
;A(t) ≥ tδ, St = 0

]
+ E0

[
exp

{
−tδ
(

1 ∨ log
tδ

A(t)

)}
;A(t) < tδ, St = 0

]
.

(8.1)

The second term on the right-hand side is stretched exponentially small and hence
negligible. Let ε > 0 be a small constant such that 2δ − ε > 1

α ∨ 1. If A(t) ≤ t2δ−ε, then
the exponential factor in the first term decays stretched exponentially and hence we can
drop this event. In this way, we arrive at the upper bound

Pω0 (Xt = tδe1) ≤ cE0

[
A(t)−1/2;A(t) ≥ t2δ−ε, St = 0

]
= c

∫ ∞
t2δ−ε

u−1/2P0(A(t) ∈ du, St = 0)

= ct−δ+
1
2 εP0

(
A(t) ≥ t2δ−ε, St = 0

)
+
c

2

∫ ∞
t2δ−ε

u−3/2P0(A(t) ≥ u, St = 0) du,

(8.2)

where we have used the integration by parts in the last equality. We can also obtain a
similar lower bound on Pω0 (Xt = tδe1) with t2δ−ε replaced by t2δ+ε. Since the following
argument is insensitive to this change, we will only estimate the right-hand side of (8.2).
The first term gives the desired asymptotics by (1.7). As for the second term, the
contribution from the region u > t

d
2α−ε is seen to be negligible by Theorem A (for

u > t
d
2α+ε) and the upper bound in Theorem 1.1 and Remark 4.4 (for t

d
2α−ε < u ≤ t d2α+ε).

Hence the relevant region is u ∈ [t2δ−ε, t
d
2α−ε]:∫ ∞

t2δ−ε
u−3/2P0(A(t) ≥ u, St = 0) du ∼

∫ td/(2α)−ε

t2δ−ε
u−3/2P0(A(t) ≥ u, St = 0) du (8.3)

as t→∞. We divide the above integral into those on intervals of the form [tkε, t(k+1)ε]

and apply Theorem 1.1 to obtain∫ td/(2α)−ε

t2δ−ε
u−3/2P0(A(t) ≥ u, St = 0) du

≤
bd/(2αε)c∑
k=b2δ/εc−1

t−
3kε
2 P0

(
A(t) ≥ tkε, St = 0

)
(t(k+1)ε − tkε)

≤
bd/(2αε)c∑
k=b2δ/εc−1

t−
3kε
2 t−αkε+1− d2+o(1)(t(k+1)ε − tkε)

≤ tcε
∫ td/(2α)−ε

t2δ−ε
u−

3
2−αt1−

d
2+o(1) du

≤ t−δ(1+2α)+1− d2+c
′ε

(8.4)

as t → ∞. As ε > 0 is arbitrary, this yields the desired upper bound. We can get the
lower bound in a similar way and complete the proof in the case δ > 1

2α ∨
1
2 .

Next we consider δ ≤ 1
2α∨

1
2 = s(d,α)

2 . In this case, the interval [t2δ,∞) in (8.2) contains
the typical scale ts(d,α) of A(t). For the upper bound, we may drop the exponential factors
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in (8.1). Since the lower deviation event {A(t) < ts(d,α)−ε} is stretched exponentially
unlikely by Proposition 1.2, we can discard it to obtain

Pω0 (Xt = tδe1) ≤ (1 + o(1))E0

[
A(t)−1/2;A(t) ≥ ts(d,α)−ε, St = 0

]
= t−

s(d,α)
2 + 1

2 εP0

(
A(t) ≥ ts(d,α)−ε, St = 0

)
+

1

2

∫ ∞
ts(d,α)−ε

u−3/2P0(A(t) ≥ u, St = 0) du

(8.5)

as t→∞ as before. The first term gives the desired asymptotics since P0(St = 0) � t−d/2
and P0(A(t) < ts(d,α)−ε) decays stretched exponentially. As for the second term, note
first that ∫ ts(d,α)+ε

ts(d,α)−ε
u−

3
2P0(A(t) ≥ u, St = 0) du

≤ t−
s(d,α)

2 + 5
2 εP0

(
A(t) ≥ ts(d,α)−ε, St = 0

) (8.6)

for sufficiently large t and the right-hand side is almost the same order as the first
term. Thus it remains to show that the integral over [ts(d,α)+ε,∞) is negligible. Using
Theorem 1.1 and the same argument as in (8.4), we can show that∫ ∞

ts(d,α)+ε

u−
3
2P0(A(t) ≥ u, St = 0) du

≤ tcε
∫ ∞
ts(d,α)+ε

u−
3
2−αt1−

d
2 du

≤ t−
s(d,α)

2 (1+2α)+1− d2+c
′ε

(8.7)

for sufficiently large t. The last line is of small order compared with the desired
asymptotics and the upper bound follows. To show the lower bound, note that (1.7)
implies

P0

(
A(t) ∈

[
ts(d,α), ts(d,α)+ε

]
, St = 0

)
≥ t−cεP0(St = 0) (8.8)

for all sufficiently large t. Thus we can replace the event {St = 0} in (8.1) by the one on
the above left-hand side to obtain

Pω0 (Xt = tδe1) ≥ E0

[
A(t)−1/2;A(t) ∈

[
ts(d,α), ts(d,α)+ε

]
, St = 0

]
≥ ct−

s(d,α)
2 −c′εP0(St = 0),

(8.9)

which yields the desired lower bound.

9 Asymptotics of the Green function

In this section, we prove Theorem 1.7. Essentially, it is a consequence of the heat
kernel estimates that have been proved so far. However, since we only know those
estimates in the long time asymptotics, we need an a priori bound to deal with the first
small time interval in the integral (1.20).

Proof of Theorem 1.7. Let ε > 0 and define

c(ε) =

{
ε, d = 1,
4α
d − 2ε, d ≥ 2.

(9.1)
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We start by proving that we may remove the first [0, nc(ε)] interval from (1.20) to show

gω(0, ne1) ∼
∫ ∞
nc(ε)

Pω0 (Xt = ne1) dt (9.2)

as n→∞. To this end, we recall the representation Xt = (S1
A2(t), S

2
t ) and argue as

Pω0 (Xt = ne1) ≤ P0(A(t) ≥ n2−ε) + sup
s≤n2−ε

ps(0, n)

≤ P0

(
A(nc(ε)) ≥ n2−ε

)
+ sup
s≤n2−ε

ps(0, n)
(9.3)

for any t ≤ nc(ε). Now by Theorem A, the first term on the right-hand side decays
stretched exponentially. The second term also decays stretched exponentially in n by
Lemma 3.1.

The cases d ≤ 2 and d ≥ 3 with α ≥ d
2 are fairly simple. For any ε > 0, the event

{A(t) ≥ ts(d,α)+ε}∪{A(t) ≤ ts(d,α)−ε} has stretched exponentially small probability. Hence
we can approximate the Green function as

gω(0, ne1) ∼
∫ ∞
nc(ε)

(4πt)
− d2 pts(d,α)+o(1)(0, n) dt

∼
∫ ∞
εn2/s(d,α)

(4πt)
− d2 pts(d,α)+o(1)(0, n) dt

(9.4)

as n → ∞ and the desired bound readily follows from this. In the case d ≥ 2 and
α > d

2 , the probability of {A(t) ≥ t(E[z(0)] + ε)}∪{A(t) ≤ t(E[z(0)]− ε)} decays stretched
exponentially and the result can be refined as stated.

The case d ≥ 3 with α < d
2 is a bit more involved since there is an unusual power

law regime in Theorem 1.6. We divide the integral on [nc(ε),∞) into two parts and use
Theorem 1.6 with a discretization argument similar to (8.4) to find∫ n2(1∧α)−ε

nc(ε)
Pω0 (Xt = ne1) dt =

∫ n2(1∧α)−ε

n4α/d−2ε

n−1−2αt1−
d
2+o(1) dt

=

{
n−1−2α+(4−d)(1∧α)+o(1), d ∈ {3, 4},
n−1−

4α
d (d−2)+o(1), d ≥ 5,

(9.5)

∫ ∞
n2(1∧α)−ε

Pω0 (Xt = ne1) dt =

∫ ∞
n2(1∧α)−ε

t−
1
2 (

1
α∨1)−

d
2+o(1) dt

= n−1−(1∧α)(d−2)+o(1)
(9.6)

as n→∞ followed by ε→ 0. Note that the asymptotics in (9.5) are determined by the
upper limit of the integral when d = 3 or 4, and by the lower limit when d ≥ 5. When
d ≥ 5 and α < d

4 , the leading term is (9.5). Otherwise, it is (9.6). Combining these
estimates, we obtain the desired asymptotics.

Remark 9.1. (i) If we change the endpoint ne1 to n(e1 + e) with a non-zero e ∈ R1+d

perpendicular to e1, then we have an upper bound

gω(0, n(e1 + e)) ≤ n−s(d,α)−d+2+o(1)

= d̄(0, n(e1 + e))2−ds+o(1)
(9.7)

as n→∞, where the exponent in the first line is larger than those in Theorem 1.7
when α < 1 ∨ d

4 . Therefore in this case, the decay rate of the Green function is
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singular in e1-direction and the elliptic Harnack inequality fails. Indeed, it was (9.5)
that caused the anomalous behavior but when e 6= 0, we have∫ n2−ε

nc(ε)
Pω0 (Xt = n(e1 + e)) dt ≤

∫ n2−ε

n4α/d−2ε

P0(S2(t) = ne) dt, (9.8)

which decays stretched exponentially in n by Lemma 3.1. For the other part of the
integral, recall that pA(t)(0, n) ≤ cA(t)−

1
2 by Lemma 3.1 and that we may assume

A(t) ≥ ts(d,α)−ε by Proposition 1.2. Then we have∫ ∞
n2−ε

Pω0 (Xt = n(e1 + e)) dt

∼
∫ ∞
n2−ε

E0

[
pA(t)(0, n);A(t) ≥ ts(d,α)−ε, S2(t) = ne

]
dt

≤ c
∫ ∞
n2−ε

t−
1
2 (s(d,α)−ε)P0

(
S2(t) = ne

)
dt

≤ n−s(d,α)−d+2+cε

(9.9)

for any ε > 0 as n→∞.

(ii) Suppose d ≥ 3 and 1 ≤ α < d
2 . If we fix ε > 0 sufficiently small, then just as in (7.10),

we can find a sequence {x2(n)}n∈N ⊂ {0} ×Zd such that n ≤ |x2(n)| ≤ 2n and

Pω0 (Xt = ne1 + x2(n)) ≤ n−1−d−2ε for all t ∈ [n2−ε, n2+ε]. (9.10)

Using this bound in (9.9) for t ∈ [n2−ε, n2+ε] instead of Lemma 3.1, we obtain

gω(0, ne1 + x2(n)) ≤ cn1−d−ε. (9.11)

Since this decays faster than gω(0, ne1), it follows that the elliptic Harnack inequal-
ity fails in this case.

(iii) For the constant speed random walk Yt = (S1
A2(B−1(t)), S

2
B−1(t)) ∈ Z

d1+d2 in (1.33)

and any x1 ∈ Rd1 \ {0}, we have

g̃ω(0, n(x1, 0)) =

∫ ∞
0

Pω0 (Yt = n(x1, 0)) dt

=

∫ ∞
0

E0

[
pA(B−1(t))(0, nx1);SB−1(t) = 0

]
dt.

(9.12)

It is simple to check that A(B−1(t)) � t, and hence pA(B−1(t))(0, nx1) satisfies the
same upper and lower bounds as in Lemma 3.1. If we further assume that the
following limit exists

dBTM
s = −2 lim

t→∞

logP0(SB−1(t) = 0)

log t
, (9.13)

then by substituting the bounds in Lemma 3.1 and (9.13) into (9.12), we can deduce
that

g̃ω(0, n(x1, 0)) = n2−d1−d
BTM
s +o(1) (9.14)

as n → ∞. Since g̃ω(x, y) = gω(x, y)ω(y) obeys the same asymptotics as in (1.31)
on the other hand, it follows that

dBTM
s =

1 ∧ 2
α+1 , d2 = 1, and α < 1 if d1 = 1,

2 +
(
1 ∧ α ∧ 4α

d2

)
(d2 − 2), d2 ≥ 2.

(9.15)
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By using Lemma 3.1 again, we have

Pω0 (Yt = n(x1, 0)) = E0

[
pA(B−1(t))(0, nx1);SB−1(t) = 0

]
= t−

d1
2 −

dBTM
s
2 +o(1)

(9.16)

and this yields the value of spectral dimension stated in (1.34) (under the assump-
tion that the limit (9.13) exists).
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[18] A. Dvoretzky and P. Erdős. Some problems on random walk in space. In Proceedings of
the Second Berkeley Symposium on Mathematical Statistics and Probability, 1950, pages
353–367, 1951. MR-0047272

[19] W. Feller. An introduction to probability theory and its applications. Vol. I. Third edition. John
Wiley & Sons, Inc., New York-London-Sydney, 1968. MR-0228020

[20] R. Fukushima. Brownian survival and Lifshitz tail in perturbed lattice disorder. J. Funct. Anal.,
256(9):2867–2893, 2009. MR-2502426

[21] R. Fukushima. From the Lifshitz tail to the quenched survival asymptotics in the trapping
problem. Electron. Commun. Probab., 14:435–446, 2009. MR-2551853

[22] N. Guillotin-Plantard, J. Poisat, and R. S. dos Santos. A quenched functional central limit
theorem for planar random walks in random sceneries. Electron. Commun. Probab., 19,
paper no. 3, 9 pp., 2014. MR-3164750

[23] H. Kesten and F. Spitzer. A limit theorem related to a new class of self-similar processes. Z.
Wahrsch. Verw. Gebiete, 50(1):5–25, 1979. MR-0550121

[24] W. König. The parabolic Anderson model: Random walk in random potential. Pathways in
Mathematics. Birkhäuser/Springer, [Cham], 2016. MR-3526112

[25] G. F. Lawler and V. Limic. Random walk: a modern introduction, volume 123 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2010. MR-
2677157

[26] A.-S. Sznitman. Brownian asymptotics in a Poissonian environment. Probab. Theory Related
Fields, 95(2):155–174, 1993. MR-1214085

[27] A.-S. Sznitman. Brownian motion, obstacles and random media. Springer Monographs in
Mathematics. Springer-Verlag, Berlin, 1998. MR-1717054

Acknowledgments. The authors are grateful to Amir Dembo for valuable comments
on the diagonal behavior of the heat kernel, Amine Asselah and Fabienne Castell for a
discussion on the rate function in [3], and Omar Boukhadra for useful comments on an
early version of this paper. The research of the first author was partially supported by
the German Research Foundation through the research unit FOR 2402 – Rough paths,
stochastic partial differential equations and related topics. The second author was
partially supported by JSPS KAKENHI Grant Number 16K05200 and ISHIZUE 2019 of
Kyoto University Research Development Program.

EJP 25 (2020), paper 75.
Page 28/28

http://www.imstat.org/ejp/

http://www.ams.org/mathscinet-getitem?mr=0047272
http://www.ams.org/mathscinet-getitem?mr=0228020
http://www.ams.org/mathscinet-getitem?mr=2502426
http://www.ams.org/mathscinet-getitem?mr=2551853
http://www.ams.org/mathscinet-getitem?mr=3164750
http://www.ams.org/mathscinet-getitem?mr=0550121
http://www.ams.org/mathscinet-getitem?mr=3526112
http://www.ams.org/mathscinet-getitem?mr=2677157
http://www.ams.org/mathscinet-getitem?mr=2677157
http://www.ams.org/mathscinet-getitem?mr=1214085
http://www.ams.org/mathscinet-getitem?mr=1717054
https://doi.org/10.1214/20-EJP478
http://www.imstat.org/ejp/

	Introduction and main results
	Results for random walk in random scenery
	Results for random walk in layered conductance
	Notation convention

	Overview of the paper
	A bound on the continuous time random walk
	Power law decay rate for random walk in random scenery
	On-diagonal lower bounds
	Lower bound under E[z(0)]<
	Lower bound for d=1,2 with E[z(0)]=
	Lower bound for d3 with E[z(0)]=

	On-diagonal upper bounds
	Upper bound under E[z(0)]<
	Upper bound for = 1 with E[z(0)]=
	Upper bound for <1 and d=1
	Upper bound for <1 and d2

	Local central limit theorem or failure of thereof
	Power law decay regime of random conductance model
	Asymptotics of the Green function
	References

