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#### Abstract

We consider the two block stochastic block model on $n$ nodes with asymptotically equal cluster sizes. The connection probabilities within and between cluster are denoted by $p_{n}:=\frac{a_{n}}{n}$ and $q_{n}:=\frac{b_{n}}{n}$ respectively. Mossel et al. [27] considered the case when $a_{n}=a$ and $b_{n}=b$ are fixed. They proved the probability models of the stochastic block model and that of Erdős-Rényi graph with same average degree are mutually contiguous whenever $(a-b)^{2}<2(a+b)$ and are asymptotically singular whenever $(a-b)^{2}>2(a+b)$. Mossel et al. [27] also proved that when $(a-b)^{2}<2(a+b)$ no algorithm is able to find an estimate of the labeling of the nodes which is positively correlated with the true labeling. It is natural to ask what happens when $a_{n}$ and $b_{n}$ both grow to infinity. In this paper we consider the case when $a_{n} \rightarrow \infty, \frac{a_{n}}{n} \rightarrow p \in[0,1)$ and $\left(a_{n}-b_{n}\right)^{2}=\Theta\left(a_{n}+b_{n}\right)$. Observe that in this case $\frac{b_{n}}{n} \rightarrow p$ also. We show that here the models are mutually contiguous if asymptotically $\left(a_{n}-b_{n}\right)^{2}<2(1-p)\left(a_{n}+b_{n}\right)$ and they are asymptotically singular if asymptotically $\left(a_{n}-b_{n}\right)^{2}>2(1-p)\left(a_{n}+b_{n}\right)$. Further we also prove it is impossible find an estimate of the labeling of the nodes which is positively correlated with the true labeling whenever $\left(a_{n}-b_{n}\right)^{2}<2(1-p)\left(a_{n}+b_{n}\right)$ asymptotically. The results of this paper justify the negative part of a conjecture made in Decelle et al. (2011) [17] for dense graphs.
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## 1 Introduction

In the last few years the stochastic block model has been one of the most active domains of modern research in statistics, computer science and many other related fields. In general a stochastic block model is a network with a hidden community structure where the nodes within the communities are expected to be connected in a different manner than the nodes between the communities. This model arises naturally in many problems of statistics, machine learning and data mining, but its applications further
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extends to population genetics [30], where genetically similar sub-populations are used as the clusters, to image processing [32], [33], where the group of similar images acts as cluster, to the study of social networks, where groups of like-minded people act as clusters [29].

Recently a huge amount of effort has been dedicated to find out the clusters. Numerous different clustering algorithms have been proposed in literature. One might look at [22], [18], [13], [19], [10], [9], [16], [31], [25] for some references. One might also look at the review paper by Abbe [1] for a detailed study of the literature.

One of the easiest examples of the stochastic block model is the planted partition model where one have only two clusters of more or less equal size. Formally,

Definition 1.1. For $n \in \mathbb{N}$, and $p, q \in[0,1]$ let $\mathcal{G}(n, p, q)$ denote the model of random, $\pm$ labelled graphs in which each vertex $u$ is assigned (independently and uniformly at random) a label $\sigma_{u} \in\{ \pm 1\}$ and each edge between $u$ and $v$ are included independently with probability $p$ if they have the same label and with probability $q$ if they have different labels.

The case when $p$ and $q$ are sufficiently close to each other has got significant amount of interest in literature. Decelle et al. [17] made a fascinating conjecture in this regard.

Conjecture 1.1. Let $p=\frac{a}{n}$ and $q=\frac{b}{n}$ where $a$ and $b$ are fixed real numbers. Then the following are true.
i) If $(a-b)^{2}>2(a+b)$ then one can find almost surely a bisection of the vertices which is positively correlated with the original clusters.
ii) If $(a-b)^{2}<2(a+b)$ then the problem is not solveable.
iii) Further, there are no consistent estimators of $a$ and $b$ if $(a-b)^{2}<2(a+b)$ and there are consistent estimators of $a$ and $b$ whenever $(a-b)^{2}>2(a+b)$.

Coja-Oghlan [15] solved part $i$ ) of the problem when $(a-b)^{2}>C(a+b)$ for some large $C$ and finally part $i i$ ) and $i i i$ ) of Conjecture 1.1 was proved by Mossel et al. [27] and part $i$ ) was solved by Mossel et al. [26] and Massoulié [24] independently.

Typically the problem is much more delicate when more than two communities are present in the sparse case. To keep things simple let us consider the general stochastic block model with $k$ asymptotically equal sized blocks with connection probabilities within and between blocks are given by $\frac{a}{n}$ and $\frac{b}{n}$ respectively. It was conjectured in Mossel et al [27] that for $k$ sufficiently large, there is a constant $c(k)$ such that whenever

$$
c(k)<\frac{(a-b)^{2}}{a+(k-1) b}<k
$$

the reconstruction problem is solvable in exponential time, it is not solvable if $\frac{(a-b)^{2}}{a+(k-1) b}<$ $c(k)$ and solvable in polynomial time if $k<\frac{(a-b)^{2}}{a+(k-1) b}$. The upper bound is known as Kesten-Stigum threshold. Bordenave et al. [11] solved the reconstruction problem above a deterministic threshold by spectral analysis of non-backtraking matrix. One might look at Banks et al. [8] for the non solvability part. They proved that the probability models of stochastic block model and that of Erdős-Rényi graph with same average degree are mutually contiguous and the reconstruction problem is unsolvable if

$$
d<\frac{2 \log (k-1)}{k-1} \frac{1}{\lambda^{2}} .
$$

Here $d=\frac{a+(k-1) b}{k}$ and $\lambda=\frac{a-b}{k d}$. Abbe et al. [2] provides an efficient algorithm for reconstruction above the Kesten-Stigum threshold. Abbe et al. [2] and Banks et al. [8]
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also provide cases strictly below the Kesten-Stigum threshold where the problem is solvable in exponential time.

On the other hand, a different type of reconstruction problem was considered in Mossel et al. [28] for denser graphs. They considered two different notions of recovery. The first one is weak consistency where one is interested in finding a bisection $\hat{\sigma}$ such that $\sigma$ and $\hat{\sigma}$ have correlation going to 1 with high probability. The second one is called strong consistency. Here one is interested in finding a bisection $\hat{\sigma}$ such that $\hat{\sigma}$ is either $\sigma$ or $-\sigma$ with probability tending to 1 . Mossel et al. [28] prove that weak consistency is possible if and only if $\frac{n\left(p_{n}-q_{n}\right)^{2}}{p_{n}+q_{n}} \rightarrow \infty$ and strong consistency is possible if and only if

$$
\left(a_{n}+b_{n}-2 \sqrt{a_{n} b_{n}}-1\right) \log n+\frac{1}{2} \log \log n \rightarrow \infty
$$

Here $a_{n}=\frac{n p_{n}}{\log n}$ and $b_{n}=\frac{n q_{n}}{\log n}$ respectively. Abbe et al. [3] studied the same problem independently in the logarithmic sparsity regime. They prove that for $a=\frac{n p_{n}}{\log n}$ and $b=$ $\frac{n q_{n}}{\log n}$ fixed, $(a+b)-2 \sqrt{a b}>1$ is sufficient for strong consistency and that $(a+b)-2 \sqrt{a b} \geq 1$ is necessary. We note that their results are implied by Mossel et al.[28].

However, according to the best of our knowledge questions similar to part ii) and iii) of Conjecture 1.1 have not yet been addressed in dense case (i.e. when $a$ and $b$ increase to infinity). This is the main focus of this paper.

Before stating our results we mention that the results in Mossel et al. [27] is more general than part $i i i$ ) of Conjecture 1.1. Let $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ be the sequences of probability measures induced by $\mathcal{G}(n, p, q)$ and $\mathcal{G}\left(n, \frac{p+q}{2}, \frac{p+q}{2}\right)$ respectively. Then [27] prove that whenever $a$ and $b$ are fixed numbers and $(a-b)^{2}<2(a+b)$, the measures $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are mutually contiguous i.e. for a sequence of events $A_{n}, \mathbb{P}_{n}\left(A_{n}\right) \rightarrow 0$ if and only if $\mathbb{P}_{n}^{\prime}\left(A_{n}\right) \rightarrow 0$. Now part $i i i$ ) of Conjecture 1.1 directly follows from the contiguity. The proof in Mossel et al. [27] is based on calculating the limiting distribution of the short cycles and using a result on contiguity (Theorem 1 in Janson [21] and Theorem 4.1 in Wormald [35]). However, one should note that the result from [27] does not directly generalize to the denser case. Since, one requires the limiting distributions of short cycles to be independent Poisson in order to use Janson's result. In our proof instead of considering the short cycles we consider the "signed cycles" (to be defined later) which have asymptotic normal distributions. We also find a result analogous to Janson for the normal random variables in order to complete the proof.

On the other hand, the original proof of non-reconstruction from Mossel et al. [27] relies on the coupling of $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ with probability measure induced by Galton Watson trees of suitable parameters. However, it is well known that when the graph is sufficiently dense i.e. $a_{n} \gg n^{o(1)}$ the coupling argument does not work. So our proof is based on fine analysis of conditional probabilities. Technically, this proof is closely related to the non-reconstruction proof in section 6.2 of Banks et al. [8] rather than the original proof given in Mossel et al. [27].

A natural question arises how far the arguments in this paper generalize to the multi-community case. Unfortunately, we do not have a definite answer for this problem. The fundamental difficulty here is the absence of locally tree like structure which is the essence of all the proofs in the sparse regime. However, we believe the similar thresholds are true even in dense case also. In fact, it was shown in Banerjee and Ma(2017) [7] that for the multi-community case the models are mutually singular much below the Kesten-Stigum threshold. We leave the problem for future research.

The paper is organized in the following manner. In Section 2 we build some preliminary notations and state our results. Section 3 is dedicated for building a result analogous to Theorem 1 in Janson [21]. In Section 4 we define signed cycles and find their asymptotic distributions. Section 5 is dedicated to complete the proofs of our
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contiguity results. In Section 6 we prove the non-reconstruction result. Finally, the paper concludes with an Appendix containing a proof of a result from random matrix theory used in this paper.

## 2 Our results

Through out the paper a random graph will be denoted by $G$ and $x_{i, j}$ will be used to denote the indicator random variable corresponding to an edge between the nodes $i$ and $j$. Further $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ will be used to denote the sequence of probability measures induced by $\mathcal{G}\left(n, p_{n}, q_{n}\right)$ and $\mathcal{G}\left(n, \frac{p_{n}+q_{n}}{2}, \frac{p_{n}+q_{n}}{2}\right)$ respectively. For notational simplicity we denote $\frac{p_{n}+q_{n}}{2}$ by $\hat{p}_{n}$.

In this paper we shall consider the case when $\left(a_{n}-b_{n}\right)^{2}=\Theta\left(a_{n}+b_{n}\right)$. We shall use the following notations through out the paper. We denote $c_{n}:=\frac{\left(a_{n}-b_{n}\right)^{2}}{\left(a_{n}+b_{n}\right)}, d_{n}:=\frac{p_{n}-q_{n}}{2}$ and $t_{n}=\frac{c_{n}}{2\left(1-\hat{p}_{n}\right)}$.

Further, for any two labeling of the nodes $\sigma$ and $\tau$, we define their overlap to be

$$
\begin{equation*}
\operatorname{ov}(\sigma, \tau):=\frac{1}{n}\left(\sum_{i=1}^{n} \sigma_{i} \tau_{i}-\frac{1}{n}\left(\sum_{i=1}^{n} \sigma_{i}\right)\left(\sum_{i=1}^{n} \tau_{i}\right)\right) . \tag{2.1}
\end{equation*}
$$

Now we define mutual contiguity of two sequences of measures as follows:
Definition 2.1. Let $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ be two sequences of probability measures, such that for each $n, \mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ both are defined on the same measurable space $\left(\Omega_{n}, \mathcal{F}_{n}\right)$. We then say that the sequences are mutually contiguous if for every sequence of measurable sets $A_{n} \subset \Omega_{n}$,

$$
\mathbb{P}_{n}\left(A_{n}\right) \rightarrow 0 \Leftrightarrow \mathbb{Q}_{n}\left(A_{n}\right) \rightarrow 0 .
$$

Two sequences of probability measures $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are called asymptotically mutually singular if there exists a sequence of measurable sets $A_{n}$ such that $\mathbb{P}_{n}\left(A_{n}\right) \rightarrow 1$ and $\mathbb{Q}_{n}\left(A_{n}^{c}\right) \rightarrow 1$ as $n \rightarrow \infty$.

We are now ready to state the main results of the paper.
Theorem 2.1. i)If $a_{n}, b_{n} \rightarrow \infty, \frac{a_{n}}{n} \rightarrow p \in[0,1)$ and $c_{n} \rightarrow c<2(1-p)$, then the probability measures $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are mutually contiguous. So there does not exist an estimator $\left(A_{n}, B_{n}\right)$ for $\left(a_{n}, b_{n}\right)$ such that $\left|A_{n}-a_{n}\right|+\left|B_{n}-b_{n}\right|=o_{p}\left(a_{n}-b_{n}\right)$.
ii)If $a_{n}, b_{n} \rightarrow \infty, \frac{a_{n}}{n} \rightarrow p \in[0,1)$ and $c_{n} \rightarrow c>2(1-p)$, then the probability measures $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are asymptotically mutually singular. Further there exists an estimator $\left(A_{n}, B_{n}\right)$ for $\left(a_{n}, b_{n}\right)$ such that $\left|A_{n}-a_{n}\right|+\left|B_{n}-b_{n}\right|=o_{p}\left(a_{n}-b_{n}\right)$.
Theorem 2.2. If $a_{n}, b_{n} \rightarrow \infty, \frac{a_{n}}{n} \rightarrow p \in[0,1)$ and $c_{n} \rightarrow c<2(1-p)$, then there is no reconstruction algorithm which performs better than the random guessing i.e. for any estimate of the labeling $\left\{\hat{\sigma}_{i}\right\}_{i=1}^{n}$ we have

$$
\begin{equation*}
\mathrm{ov}(\sigma, \hat{\sigma}) \xrightarrow{P} 0 . \tag{2.2}
\end{equation*}
$$

## 3 A result on contiguity

In this section we provide a very brief description of contiguity of probability measures. We suggest the reader to have a look at the discussion about contiguity of measures in Janson [21] for further details. In this section we state several propositions and apart from Proposition 3.4 and Proposition 3.3, all the proofs can be found in Janson [21].

Definition 2.1 of contiguity might appear a little abstract. However the following reformulation is perhaps more useful to understand the contiguity concept.
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Proposition 3.1. Two sequences of probability measures $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are mutually contiguous if and only if for every $\varepsilon>0$ there exist $n(\varepsilon)$ and $K(\varepsilon)$ such that for all $n>n(\varepsilon)$ there exists a set $B_{n} \in \mathcal{F}_{n}$ with $\mathbb{P}_{n}\left(B_{n}^{c}\right), \mathrm{Q}_{n}\left(B_{n}^{c}\right) \leq \varepsilon$ such that

$$
K(\varepsilon)^{-1} \leq \frac{\mathbb{Q}_{n}\left(A_{n}\right)}{\mathbb{P}_{n}\left(A_{n}\right)} \leq K(\varepsilon) . \quad \forall A_{n} \subset B_{n}
$$

Although Proposition 3.1 gives an equivalent condition, verifying this condition is often difficult. However under the assumption of convergence of $\frac{d \mathrm{Q}_{n}}{d \mathbb{P}_{n}}$, one gets the following simplified result.
Proposition 3.2. Suppose that $L_{n}=\frac{d Q_{n}}{d \mathbb{P}_{n}}$, regarded as a random variable on $\left(\Omega_{n}, \mathcal{F}_{n}, \mathbb{P}_{n}\right)$, converges in distribution to some random variable $L$ as $n \rightarrow \infty$. Then $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are mutually contiguous if and only if $L>0$ a.s. and $\mathrm{E}[L]=1$.

We now introduce the concept of Wasserstein's metric which will be used in the proof of Proposition 3.4.

Definition 3.1. Let $F$ and $G$ be two distribution functions with finite $p$ th moment. Then the Wasserstein distance $W_{p}$ between $F$ and $G$ is defined to be

$$
W_{p}(F, G)=\left[\inf _{X \sim F, Y \sim G} \mathrm{E}|X-Y|^{p}\right]^{\frac{1}{p}}
$$

Here $X$ and $Y$ are random variables having distribution functions $F$ and $G$ respectively.
In particular, the following result will be useful in our proof:
Proposition 3.3. Let $F_{n}$ be a sequence of distribution functions and $F$ be a distribution function. Then $F_{n}$ converge to $F$ in distribution and $\int x^{2} d F_{n}(x) \rightarrow \int x^{2} d F(x)$ if $W_{2}\left(F_{n}, F\right) \rightarrow 0$.

The proof of Proposition 3.3 is well known. One might look at Mallows(1972)[23] for a reference.

With Proposition 3.2 in hand, we now state the most important result in this section. This result will be used to prove Theorem 2.1. Although, Proposition 3.4 is written in a complete different notation, one can check that it is analogous to Theorem 1 in Janson [21].
Proposition 3.4. Let $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ be two sequences of probability measures such that for each $n$, both of them are defined on $\left(\Omega_{n}, \mathcal{F}_{n}\right)$. Suppose that for each $i \geq 3, X_{n, i}$ are random variables defined on $\left(\Omega_{n}, \mathcal{F}_{n}\right)$. Then the probability measures $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are mutually contiguous if the following conditions hold:
i) $\mathbb{P}_{n} \ll \mathbb{Q}_{n}$ and $\mathbb{Q}_{n} \ll \mathbb{P}_{n}$ for each $n$.
ii) For any fixed $k \geq 3$, one has $\left(X_{n, 3}, \ldots, X_{n, k}\right) \mid \mathbb{P}_{n} \xrightarrow{d}\left(Z_{3}, \ldots, Z_{k}\right)$ and $\left(X_{n, 3}, \ldots\right.$, $\left.X_{n, k}\right) \mid \mathrm{Q}_{n} \xrightarrow{d}\left(Z_{3}^{\prime}, \ldots, Z_{k}^{\prime}\right)$.
iii) $Z_{i} \sim N(0,2 i)$ and $Z_{i}^{\prime} \sim N\left(t^{\frac{i}{2}}, 2 i\right)$ are sequences of independent random variables. Here $|t|<1$.
iv)

$$
\begin{equation*}
\mathrm{E}_{\mathbb{P}_{n}}\left[\left(\frac{d \mathrm{Q}_{n}}{d \mathbb{P}_{n}}\right)^{2}\right] \rightarrow \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} \frac{1}{\sqrt{1-t}} \tag{3.1}
\end{equation*}
$$

Further,

$$
\begin{equation*}
\frac{d \mathbb{Q}_{n}}{d \mathbb{P}_{n}} \left\lvert\, \mathbb{P}_{n} \xrightarrow{d} \exp \left\{\sum_{i=3}^{\infty} \frac{2 t^{\frac{i}{2}} Z_{i}-t^{i}}{4 i}\right\} .\right. \tag{3.2}
\end{equation*}
$$
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Proof. In this proof for simplicity we denote $\frac{d \mathrm{Q}_{n}}{d \mathbb{P}_{n}}$ by $Y_{n}$. We break the proof into two steps.
Step 1. In this step we prove the random variable in the right hand side of (3.2) is almost surely positive and has mean 1 . Let us define

$$
W:=\exp \left\{\sum_{i=3}^{\infty} \frac{2 t^{\frac{i}{2}} Z_{i}-t^{i}}{4 i}\right\}
$$

and

$$
W^{(m)}:=\exp \left\{\sum_{i=3}^{m} \frac{2 t^{\frac{i}{2}} Z_{i}-t^{i}}{4 i}\right\}
$$

As $Z_{i} \sim N(0,2 i)$,

$$
\mathrm{E}\left[\exp \left\{\frac{2 t^{\frac{i}{2}} Z_{i}-t^{i}}{4 i}\right\}\right]=\exp \left\{\frac{4 t^{i} \times 2 i}{2 \times 16 i^{2}}-\frac{t^{i}}{4 i}\right\}=1
$$

So $\left\{W^{(m)}\right\}_{m=3}^{\infty}$ is a martingale sequence and

$$
\mathrm{E}\left[W^{(m) 2}\right]=\prod_{i=3}^{m} \exp \left\{\frac{t^{i}}{2 i}\right\}=\exp \left\{\sum_{i=3}^{m} \frac{t^{i}}{2 i}\right\}
$$

Now

$$
\sum_{i=3}^{\infty} \frac{t^{i}}{2 i}=\frac{1}{2}\left(-\log (1-t)-t-\frac{t^{2}}{2}\right) \quad \forall|t|<1
$$

So $W^{(m)}$ is a $L^{2}$ bounded martingale. Hence, $W$ is a well defined random variable,

$$
\mathrm{E}\left[W^{2}\right]=\exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} \frac{1}{\sqrt{1-t}}
$$

and $\mathrm{E}[W]=1$.
Now observe that $Z_{i} \stackrel{d}{=}-Z_{i}$ for each $i$ and whenever $|t|<1$, the series $\sum_{i=3}^{\infty} \frac{t^{i}}{4 i}$ converges. So

$$
W^{-1} \stackrel{d}{=} \exp \left\{\sum_{i=3}^{\infty} \frac{2 t^{\frac{i}{2}} Z_{i}+t^{i}}{4 i}\right\}
$$

However, $E\left[W^{-1}\right]=\exp \left\{\sum_{i=3}^{\infty} \frac{t^{i}}{2 i}\right\}<\infty$ implies $W>0$ a.s.
Step 2. Now we come to the harder task of proving $Y_{n} \xrightarrow{d} W$. Since

$$
\limsup _{n \rightarrow \infty} \mathrm{E}_{\mathbb{P}_{n}}\left[\left(Y_{n}\right)^{2}\right]<\infty
$$

from condition $i v$ ), the sequence $Y_{n}$ is tight. Hence from Prokhorov's theorem there is a sub sequence $\left\{n_{k}\right\}_{k=1}^{\infty}$ such that $Y_{n_{k}}$ converge in distribution to some random variable $W\left(\left\{n_{k}\right\}\right)$. We shall prove that the distribution of $W\left(\left\{n_{k}\right\}\right)$ does not depend on the sub sequence $\left\{n_{k}\right\}$. In particular, $W\left(\left\{n_{k}\right\}\right) \stackrel{d}{=} W$.

Since $Y_{n_{k}}$ converges in distribution to $W\left(\left\{n_{k}\right\}\right)$, for any further sub sequence $\left\{n_{k_{l}}\right\}$ of $\left\{n_{k}\right\}, Y_{n_{k_{l}}}$ also converges in distribution to $W\left(\left\{n_{k}\right\}\right)$.

Given $\varepsilon>0$ take $m$ big enough such that

$$
\exp \left\{\sum_{i=3}^{\infty} \frac{t^{i}}{2 i}\right\}-\exp \left\{\sum_{i=3}^{m} \frac{t^{i}}{2 i}\right\}<\varepsilon
$$
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For this $m$, look at the joint distribution of $\left(Y_{n_{k}}, X_{n_{k}, 3}, \ldots, X_{n_{k}, m}\right)$. This sequence of $m-1$ dimensional random vectors with respect to $\mathbb{P}_{n_{k}}$ is also tight from condition $i i$ ). So it has a further sub sequence such that

$$
\left(Y_{n_{k_{l}}}, X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) \mid \mathbb{P}_{n_{k_{l}}} \xrightarrow{d}\left(W\left(\left\{n_{k}\right\}\right), Z_{3} \ldots, Z_{m}\right) .
$$

Here we have used condition $i i)$ for the convergence of $\left(X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) \mid \mathbb{P}_{n_{k_{l}}}$.
The most important part of this proof is to show, we can define the random variables $W^{(m)}$ and $W\left(\left\{n_{k}\right\}\right)$ in such a way that there exist suitable $\sigma$ algebras $\mathcal{F}_{1} \subset \mathcal{F}_{2}$ such that $W^{(m)} \in \mathcal{F}_{1}$ and $W\left(\left\{n_{k}\right\}\right) \in \mathcal{F}_{2}$ and $\mathrm{E}\left[W\left(\left\{n_{k}\right\}\right) \mid \mathcal{F}_{1}\right]=W^{(m)}$.

From condition $i v$ ) we have $\lim \sup _{n \rightarrow \infty} \mathrm{E}_{\mathbb{P}_{n}}\left[Y_{n}^{2}\right]<\infty$. As a consequence, the sequence the sequence $Y_{n_{k_{l}}}$ is uniformly integrable. This together with condition $i$ ) will give us

$$
\begin{equation*}
1=\mathrm{E}_{\mathbb{P}_{n_{k_{l}}}}\left[Y_{n_{k_{l}}}\right] \rightarrow \mathrm{E}\left[W\left(\left\{n_{k}\right\}\right)\right]=1 \tag{3.3}
\end{equation*}
$$

Now take any positive bounded continuous function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$. By Fatou's lemma

$$
\begin{equation*}
\lim \inf \mathrm{E}_{\mathbb{P}_{n_{k_{l}}}}\left[f\left(X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) Y_{n_{k_{l}}}\right] \geq \mathrm{E}\left[f\left(Z_{3}, \ldots, Z_{m}\right) W\left(\left\{n_{k}\right\}\right)\right] \tag{3.4}
\end{equation*}
$$

However for any constant $\xi$ we have

$$
\xi=\xi \mathrm{E}_{\mathbb{P}_{n_{k_{l}}}}\left[Y_{n_{k_{l}}}\right] \rightarrow \xi \mathrm{E}\left[W\left(\left\{n_{k}\right\}\right)\right]=\xi
$$

from (3.3).
So (3.4) holds for any bounded continuous function $f$. On the other hand replacing $f$ by $-f$ we have

$$
\begin{equation*}
\lim \mathrm{E}_{\mathbb{P}_{n_{k_{l}}}}\left[f\left(X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) Y_{n_{k_{l}}}\right]=\mathrm{E}\left[f\left(Z_{3}, \ldots, Z_{m}\right) W\left(\left\{n_{k}\right\}\right)\right] \tag{3.5}
\end{equation*}
$$

Now applying condition $i i$ ) we have
$\int f\left(X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) Y_{n_{k_{l}}} d \mathbb{P}_{n_{k_{l}}}=\int f\left(X_{n_{k_{l}}, 3}, \ldots, X_{n_{k_{l}}, m}\right) d \mathrm{Q}_{n_{k_{l}}} \rightarrow \int f\left(Z_{3}^{\prime}, \ldots, Z_{m}^{\prime}\right) d Q$.
Here $Q$ is the measure induced by $\left(Z_{3}^{\prime}, \ldots, Z_{m}^{\prime}\right)$. In particular, one can take the measure $Q$ such that $\left(Z_{3}, \ldots, Z_{m}\right)$ themselves are distributed as $\left(Z_{3}^{\prime}, \ldots, Z_{m}^{\prime}\right)$ under the measure $Q$. This is true due to the following observation.

$$
\int f\left(Z_{3}^{\prime}, \ldots, Z_{m}^{\prime}\right) d Q=\mathrm{E}\left[f\left(Z_{3}, \ldots, Z_{m}\right) W^{(m)}\right]
$$

for any bounded continuous function $f$. Since $f$ is any bounded continuous function, we have

$$
\int_{A} d Q=\mathrm{E}\left[\mathbb{I}_{A} W^{(m)}\right]
$$

for any $A \in \sigma\left(Z_{3}, \ldots, Z_{m}\right)$. Here for any set $A, \mathbb{I}_{A}$ denotes the indicator function taking value one on $A$.

Now looking back into (3.5), we have for any $A \in \sigma\left(Z_{3}, \ldots, Z_{m}\right)$,

$$
\mathrm{E}\left[\mathbb{I}_{A} W^{(m)}\right]=\mathrm{E}\left[\mathbb{I}_{A} W\left(\left\{n_{k}\right\}\right)\right]
$$

Since $W^{(m)}$ is $\sigma\left(Z_{3}, \ldots, Z_{m}\right)$ measurable, we have $W^{(m)}=\mathrm{E}\left[W\left(\left\{n_{k}\right\}\right) \mid \sigma\left(Z_{3}, \ldots, Z_{m}\right)\right]$
From Fatou's lemma

$$
\mathrm{E}\left[W\left(\left\{n_{k}\right\}\right)^{2}\right] \leq \liminf _{n \rightarrow \infty} \mathrm{E}_{\mathbb{P}_{n}}\left[Y_{n}^{2}\right]=\exp \left\{\sum_{i=3}^{\infty} \frac{t^{i}}{2 i}\right\}
$$
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As a consequence, we have

$$
0 \leq \mathrm{E}\left|W\left(\left\{n_{k}\right\}\right)-W^{(m)}\right|^{2}=\mathrm{E}\left[W\left(\left\{n_{k}\right\}\right)^{2}\right]-\mathrm{E}\left[W^{(m) 2}\right]<\varepsilon
$$

So $W_{2}\left(F^{W^{(m)}}, F^{W\left(\left\{n_{k}\right\}\right)}\right)<\sqrt{\varepsilon}$. Here $F^{W^{(m)}}$ and $F^{W\left(\left\{n_{k}\right\}\right)}$ denote the distribution functions corresponding to $W^{(m)}$ and $W\left(\left\{n_{k}\right\}\right)$ respectively. As a consequence, $W_{2}\left(F^{W^{(m)}}\right.$, $\left.F^{W\left(\left\{n_{k}\right\}\right)}\right) \rightarrow 0$ as $m \rightarrow \infty$. Hence by Proposition 3.3, $W^{(m)} \xrightarrow{d} W\left(\left\{n_{k}\right\}\right)$.

On the other hand, we have already proved $W^{(m)}$ converge to $W$ in $L^{2}$. So $W\left(\left\{n_{k}\right\}\right) \stackrel{d}{=}$ $W$.

In Step 1 and Step 2 we verified all the conditions required to use Proposition 3.2. Now using Proposition 3.2 the proof of Proposition 3.4 is complete.

Remark 3.1. One might observe that the second part in assumption $i i$ ) of Proposition 3.4 is slightly weaker than (A2) in Theorem 1 of Janson [21]. For our purpose this is sufficient since we use the fact that $Y_{n}=\frac{d \mathrm{Q}_{n}}{d \mathrm{P}_{n}}$. However, in Theorem 1 of Janson [21] $Y_{n}$ can be any random variable.

## 4 Signed cycles and their asymptotic distributions

We have discussed in the introduction that the proof of Mossel et al. [27] crucially used the fact that the asymptotic distribution of short cycles turn out to be Poisson. However, in the denser case one does not get a Poisson limit for the short cycles. So their proof does not work in the denser case. Here we consider instead the "signed cycles" defined as follows:

Definition 4.1. For a random graph $G$ the signed cycle of length $k$ is defined to be:

$$
C_{n, k}(G)=\left(\frac{1}{\sqrt{n p_{n, \text { av }}\left(1-p_{n, \text { av }}\right)}}\right)^{k} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{n, \mathrm{av}}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{n, \mathrm{av}}\right)
$$

where $i_{0}, i_{1}, \ldots, i_{k-1}$ are all distinct and $p_{n, \text { av }}$ is the average connection probability i.e. $p_{n, \text { av }}=\frac{1}{n(n-1)} \sum_{i \neq j} \mathrm{E}\left[x_{i, j}\right]$. Observe that for $\mathcal{G}\left(n, p_{n}, q_{n}\right), p_{n, \text { av }}$ is equal to $\hat{p}_{n}$.

One should note that when $k=3$ a similar kind of random variable was called "signed triangle" in Bubeck et al. [12]

It is intuitive that one might expect asymptotic normal distribution for $C_{n, k}$ 's when $n \rightarrow \infty$ and $\hat{p}_{n}$ is sufficiently large. Our next result formalizes this intuition.
Proposition 4.1. i)When $G \sim \mathbb{P}_{n}^{\prime}, n\left(p_{n}+q_{n}\right) \rightarrow \infty$ and $3 \leq k_{1}<\ldots<k_{l}=o\left(\log \left(\hat{p}_{n} n\right)\right)$,

$$
\begin{equation*}
\left(\frac{C_{n, k_{1}}(G)}{\sqrt{2 k_{1}}}, \ldots, \frac{C_{n, k_{l}}(G)}{\sqrt{2 k_{l}}}\right) \stackrel{d}{\rightarrow} N_{l}\left(0, I_{l}\right) \tag{4.1}
\end{equation*}
$$

ii) When $G \sim \mathbb{P}_{n}, n p_{n} \rightarrow \infty, c_{n} \rightarrow c \in(0, \infty)$ and $3 \leq k_{1}<\ldots<k_{l}=o\left(\min \left(\log \left(\hat{p}_{n} n\right)\right.\right.$, $\sqrt{\log (n)})$,

$$
\begin{equation*}
\left(\frac{C_{n, k_{1}}(G)-\mu_{1}}{\sqrt{2 k_{1}}}, \ldots, \frac{C_{n, k_{l}}(G)-\mu_{l}}{\sqrt{2 k_{l}}}\right) \xrightarrow{d} N_{l}\left(0, I_{l}\right) \tag{4.2}
\end{equation*}
$$

where $\mu_{i}=\left(\sqrt{\frac{c_{n}}{2\left(1-\hat{p}_{n}\right)}}\right)^{k_{i}}$ for $1 \leq i \leq m$.
The proof of Proposition 4.1 is inspired from the remarkable paper by Anderson and Zeitouni [4]. However, the model in this case is simpler which makes the proof less cumbersome. The fundamental idea is to prove that the signed cycles converge in distribution by using the method of moments and the limiting random variables satisfy the Wick's formula. At first we state the method of moments.
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Lemma 4.1. Let $\left(Y_{n, 1}, \ldots, Y_{n, l}\right)$ be a sequence of random vectors of $l$ dimension. Then $\left(Y_{n, 1}, \ldots, Y_{n, l}\right) \xrightarrow{d}\left(Z_{1}, \ldots, Z_{l}\right)$ if the following conditions are satisfied:
i)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{E}\left[X_{n, 1} \ldots X_{n, m}\right] \tag{4.3}
\end{equation*}
$$

exists for any fixed $m$ and $X_{n, i} \in\left\{Y_{n, 1}, \ldots, Y_{n, l}\right\}$ for $1 \leq i \leq m$.
ii) (Carleman's Condition)[14]

$$
\sum_{h=1}^{\infty}\left(\lim _{n \rightarrow \infty} \mathrm{E}\left[X_{n, i}^{2 h}\right]\right)^{-\frac{1}{2 h}}=\infty \quad \forall 1 \leq i \leq l
$$

Further,

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left[X_{n, 1} \ldots X_{n, m}\right]=\mathrm{E}\left[X_{1} \ldots X_{m}\right]
$$

Here $X_{n, i} \in\left\{Y_{n, 1}, \ldots, Y_{n, l}\right\}$ for $1 \leq i \leq m$ and $X_{i}$ is the in distribution limit of $X_{n, i}$. In particular, if $X_{n, i}=Y_{n, j}$ for some $j \in\{1, \ldots, l\}$ then $X_{i}=Z_{j}$.

The method of moments is very well known and much useful in probability theory. We omit its proof.

Now we state the Wick's formula for Gaussian random variables which was first proved by Isserlis(1918)[20] and later on introduced by Wick[34] in the physics literature in 1950.
Lemma 4.2. (Wick's formula)[34] Let $\left(Y_{1}, \ldots, Y_{l}\right)$ be a multivariate mean 0 random vector of dimension $l$ with covariance matrix $\Sigma$ (possibly singular). Then $\left(\left(Y_{1}, \ldots, Y_{l}\right)\right)$ is jointly Gaussian if and only if for any integer $m$ and $X_{i} \in\left\{Y_{1}, \ldots, Y_{l}\right\}$ for $1 \leq i \leq m$

$$
\mathrm{E}\left[X_{1} \ldots X_{m}\right]=\left\{\begin{array}{lc}
\sum_{\eta} \prod_{i=1}^{\frac{m}{2}} \mathrm{E}\left[X_{\eta(i, 1)} X_{\eta(i, 2)}\right] & \text { for } m \text { even }  \tag{4.4}\\
0 & \text { for } m \text { odd }
\end{array}\right.
$$

Here $\eta$ is a partition of $\{1, \ldots, m\}$ into $\frac{m}{2}$ blocks such that each block contains exactly 2 elements and $\eta(i, j)$ denotes the $j$ th element of the $i$ th block of $\eta$ for $j=1,2$.

The proof of the aforesaid Lemma is omitted. However, it is good to note that the random variables $Y_{1}, \ldots, Y_{l}$ may also be the same. In particular, taking $Y_{1}=\cdots=Y_{l}$, Lemma 4.2 also provides a description of the moments of Gaussian random variables. With Lemma 4.1 and 4.2 in hand, we now jump into the proof of Proposition 4.1.

## Proof of Proposition 4.1:

At first we introduce some notations and some terminologies. We denote a word $w$ to be an ordered sequence of integers (to be called letters) ( $i_{0}, \ldots, i_{k-1}, i_{k}$ ) such that $i_{0}=i_{k}$ and all the numbers $i_{j}$ for $0 \leq j \leq k-1$ are distinct. For a word $w=\left(i_{0}, \ldots, i_{k-1}, i_{k}\right)$, its length $l(w)$ is $k+1$. The graph induced by a word $w$ is denoted by $G_{w}$ and defined as follows. One treats the letters $\left(i_{0}, \ldots, i_{k}\right)$ as nodes and puts an edge between the nodes $\left(i_{j}, i_{j+1}\right)_{0 \leq j \leq k-1}$. Note that for a word $w$ of length $k+1$, $G_{w}=\left(V_{w}, E_{w}\right)$ is just a $k$ cycle. For a word $w=\left(i_{0}, \ldots, i_{k}\right)$ its mirror image is defined by $\tilde{w}=\left(i_{0}, i_{k-1}, i_{k-2}, \ldots, i_{1}, i_{0}\right)$. Further for a cyclic permutation $\tau$ of the set $\{0,1, \ldots, k-1\}$, we define $w^{\tau}:=\left(i_{\tau(0)}, \ldots, i_{\tau(k-1)}, i_{\tau(0)}\right)$. Finally two words $w$ and $x$ are called paired if there is a cyclic permutation $\tau$ such that either $x^{\tau}=w$ or $\tilde{x}^{\tau}=w$. An ordered tuple of $m$ words, $\left(w_{1}, \ldots, w_{m}\right)$ will be called a sentence. For any sentence $a=\left(w_{1}, \ldots w_{m}\right)$, $G_{a}=\left(V_{a}, E_{a}\right)$ is the graph with $V_{a}=\cup_{i=1}^{m} V_{w_{i}}$ and $E_{a}=\cup_{i=1}^{m} E_{w_{i}}$.
Proof of part i) We complete the proof of this part in two steps. In the first step the asymptotic variances of $\left(C_{n, k_{1}}(G), \ldots, C_{n, k_{l}}(G)\right)$ will be calculated and the second
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step will be dedicated towards proving the asymptotic normality and independence of $\left(C_{n, k_{1}}(G), \ldots, C_{n, k_{l}}(G)\right)$.
Step 1: Observe that when $G \sim \mathbb{P}_{n}^{\prime}$, the distribution of $C_{n, k_{1}}(G), \ldots, C_{n, k_{l}}(G)$ is trivially independent of the labels $\sigma_{i}$ and $\mathrm{E}\left[C_{n, k}(G)\right]=0$ for any $k$. Now we prove that $\operatorname{Var}\left(C_{n, k}(G)\right) \sim 2 k$ for any $k=o(\sqrt{n})$. Let for any word $w=\left(i_{0}, \ldots, i_{k}\right), X_{w}:=$ $\prod_{j=0}^{k-1}\left(x_{i_{j}, i_{j+1}}-\hat{p}_{n}\right)$. Now observe that

$$
\begin{align*}
\operatorname{Var}\left(C_{n, k}\right) & =\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k} \mathrm{E}\left[\left(\sum_{w} X_{w}\right)^{2}\right] \\
& =\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k} \mathrm{E}\left[\sum_{w, x} X_{w} X_{x}\right] . \tag{4.5}
\end{align*}
$$

Since both $X_{w}$ and $X_{x}$ are product of independent mean 0 random variables each coming exactly once, $\mathrm{E}\left[X_{w} X_{x}\right] \neq 0$ if and only if all the edges in $G_{w}$ are repeated in $G_{x}$. Observe that since $G_{w}$ and $G_{x}$ are cycles of length $k$, this is satisfied if and only if $w$ and $x$ are paired. There are $k$ many cyclic permutations $\tau$ of the set $\{0, \ldots, k-1\}$ and for a given $w$ and $\tau$, there are only two possible choices of $x$ such that $w$ and $x$ are paired. These choices are obtained when $x^{\tau}=w$ and $\tilde{x}^{\tau}=w$. As a consequence for any word $w$, exactly $2 k$ words are paired with it. Now observe that when $w$ and $x$ are paired, $X_{w} X_{x}$ is a product of $k$ random variables each appearing exactly twice. As a consequence, $\mathrm{E}\left[X_{w} X_{x}\right]=\left(\hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{k}$. Also the total number of words is given by $n(n-1) \ldots(n-k+1)$ for the choices of $i_{0}, \ldots, i_{k-1}$. It is well known that

$$
\frac{n(n-1) \ldots(n-k+1)}{n^{k}} \rightarrow 1
$$

whenever $k=o(\sqrt{n})$. So

$$
\begin{equation*}
\operatorname{Var}\left(C_{n, k}\right)=2 k\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k} n(n-1) \ldots(n-k+1)\left(\hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{k} \sim 2 k \tag{4.6}
\end{equation*}
$$

as long as $k=o(\sqrt{n})$. This completes Step 1 of the proof.
Step 2: Now we claim that in order to complete Step 2, is enough to prove the following two limits.

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathrm{E}\left[C_{n, k_{1}}(G) C_{n, k_{2}}(G)\right] \rightarrow 0 \tag{4.7}
\end{equation*}
$$

whenever $k_{1} \neq k_{2}$ and there exists random variables $Z_{1}, \ldots, Z_{l}$ such that for any fixed $m$

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left[X_{n, 1} \ldots X_{n, m}\right] \rightarrow \begin{cases}\sum_{\eta} \prod_{i=1}^{\frac{m}{2}} \mathrm{E}\left[Z_{\eta(i, 1)} Z_{\eta(i, 2)}\right] & \text { for } m \text { even }  \tag{4.8}\\ 0 & \text { for } m \text { odd }\end{cases}
$$

where $X_{n, i} \in\left\{\frac{C_{n, k_{1}}(G)}{\sqrt{2 k_{1}}}, \ldots, \frac{C_{n, k_{l}}(G)}{\sqrt{2 k_{l}}}\right\}$.
First observe that (4.8) will simultaneously imply part $i$ ) and $i i$ ) of Lemma 4.1. Implication of $i$ ) is obvious. However, for $i i$ ) one can take $X_{n, i}$ 's to be all equal and from Wick's formula (Lemma 4.2) the limiting distribution of $X_{n, i}$ 's are normal. It is well known that normal random variables satisfy Carleman's condition. On the other hand (4.8) also implies that the limit of $\left(\frac{C_{n, k_{1}}(G)}{\sqrt{2 k_{1}}}, \ldots, \frac{C_{n, k_{l}}(G)}{\sqrt{2 k_{l}}}\right)$ is jointly normal. Hence applying (4.7), one gets the asymptotic independence.

We first prove (4.7). Observe that

$$
\mathrm{E}\left[C_{n, k_{1}}(G) C_{n, k_{2}}(G)\right]=\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k_{1}+k_{2}}{2}} \mathrm{E}\left[\sum_{w, x} X_{w} X_{x}\right]
$$
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However, here $l(w)=k_{1}+1$ and $l(x)=k_{2}+1$. So $\mathrm{E}\left[\sum_{w, x} X_{w} X_{x}\right]=0$. As a consequence, (4.7) holds.

Now we prove (4.8). Let $l_{i}$ be the length of any word corresponding to $X_{n, i}$. Observe that $l_{i} \in\left\{k_{1}+1, \ldots, k_{l}+1\right\}$ for any $i$. At first we expand the left hand side of (4.8).

$$
\begin{equation*}
\mathrm{E}\left[X_{n, 1} \ldots X_{n, m}\right]=\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{w_{1}, \ldots, w_{m}} E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \tag{4.9}
\end{equation*}
$$

Here the graphs $G_{w_{1}}, \ldots, G_{w_{m}}$ are cycles of length $l_{1}-1, \ldots, l_{m}-1$ respectively. So in order to have $E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \neq 0$, we need each of the edges in $G_{w_{1}}, \ldots, G_{w_{m}}$ to be traversed more than once. The sentence $a:=\left(w_{1}, \ldots, w_{m}\right)$ formed by such $\left(w_{1}, \ldots, w_{m}\right)$ will be called a weak CLT sentence. Given a weak CLT sentence $a$, we introduce a partition $\eta(a)$, of $\{1, \ldots, m\}$ in the following way. If $i, j$ are in same block of the partition $\eta(a)$, then $G_{w_{i}} G_{w_{j}}$ have at least one edge in common.

As a consequence, we can further write the left hand side of (4.9) in the following way.

$$
\left.\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(i_{i}-1\right)}{2}} \sum_{\eta} \sum_{w_{1}, \ldots, w_{m}} \right\rvert\, \begin{align*}
& \eta=\eta\left(w_{1}, \ldots, w_{m}\right)  \tag{4.10}\\
&
\end{align*}\left[X_{w_{1}} \ldots X_{w_{m}}\right]
$$

Observe that each block in $\eta$ should have at least 2 elements. Otherwise, in this case $E\left[X_{w_{1}} \ldots X_{w_{m}}\right]=0$. As a consequence, the number of blocks in $\eta \leq\left[\frac{m}{2}\right]$.

Now we prove that if the number of blocks in $\eta<\frac{m}{2}$, then

$$
\left.\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{\eta} \sum_{w_{1}, \ldots, w_{m}} \right\rvert\, \eta=\eta\left(w_{1}, \ldots, w_{m}\right) \text { } E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \rightarrow 0 .
$$

If $\eta\left(w_{1}, \ldots, w_{m}\right)$ have strictly less than $\frac{m}{2}$ blocks, then $a$ has strictly less than $\frac{m}{2}$ connected components. From Proposition 4.9 and Lemma 4.10 of Anderson and Zeitouni [4] it follows that in this case $\# V_{a}<\sum_{i=1}^{m} \frac{l_{i}-1}{2}$. However each connected component is formed by a union of several cycles so $V_{a} \leq E_{a}$. Now the following lemma gives a bound on the number of weak CLT sentences having strictly less than $\frac{m}{2}$ connected components.
Lemma 4.3. Let $\mathcal{A}$ be the set of weak CLT sentences such that for each $a \in \mathcal{A}, \# V_{a}=t$. Then

$$
\begin{equation*}
\# \mathcal{A} \leq 2^{\sum_{i} l_{i}}\left(C_{1} \sum_{i} l_{i}\right)^{C_{2} m}\left(\sum_{i} l_{i}\right)^{3\left(\sum_{i} l_{i}-2 t\right)} n^{t} \tag{4.11}
\end{equation*}
$$

The proof of Lemma 4.3 is rather technical and requires some amount of random matrix theory. So we defer its proof to the appendix. However, assuming Lemma 4.3, we have

$$
\begin{align*}
& \left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{a: V_{a}<\sum_{i=1}^{m} \frac{l_{i}-1}{2}} E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \\
& \leq\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{t<\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{e=t}^{\sum_{i} \frac{\left(l_{i}-1\right)}{2}} 2^{\sum_{i} l_{i}}\left(C_{1} \sum_{i} l_{i}\right)^{C_{2} m}\left(\sum_{i} l_{i}\right)^{3\left(\sum_{i} l_{i}-2 t\right)} n^{t} \hat{p}_{n}^{e} . \tag{4.12}
\end{align*}
$$

Now observe that $\sum_{e=t}^{\infty} \hat{p}_{n}^{e} \leq \frac{1}{1-\hat{p}_{n}} \hat{p}_{n}^{t}$. As we consider $p<1$, we have for large enough $n$, $\frac{1}{1-\hat{p}_{n}} \leq D$ for some deterministic constant $D$. Plugging in this estimate in (4.12) we have
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the first expression in (4.12) is lesser or equal to

$$
\begin{align*}
& D\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{t<\sum_{i}\left(l_{i}-1\right)} 2^{\sum_{i} l_{i}}\left(C_{1} \sum_{i} l_{i}\right)^{C_{2} m}\left(\sum_{i} l_{i}\right)^{3 m}\left(\sum_{i} l_{i}\right)^{\left.3\left(\sum_{i} l_{i}-1\right)-2 t\right)} n^{t} \hat{p}_{n}^{t} \\
& \leq D\left(\frac{2}{\sqrt{\left(1-\hat{p}_{n}\right)}}\right)^{\sum_{i}\left(l_{i}-1\right)} 2^{m} C_{1}^{C_{2} m}\left(\sum_{i} l_{i}\right)^{\left(C_{2}+3\right) m} \underbrace{\sum_{t<\frac{\sum_{i}\left(l_{i}-1\right)}{2}}\left(\frac{\left(\sum_{i} l_{i}\right)^{6}}{n \hat{p}_{n}}\right)^{\sum_{i} \frac{l_{i}-1}{2}-t}}_{\left.T_{1}(s a y)\right)} \tag{4.13}
\end{align*}
$$

Observe that $T_{1}$ is just a geometric series. When $k_{l}=o\left(\log \left(\hat{p}_{n} n\right)\right)$ we have,

$$
\left(\frac{\left(\sum_{i} l_{i}\right)^{6}}{n \hat{p}_{n}}\right) \leq \frac{\left(m k_{l}\right)^{6}}{n \hat{p}_{n}} \rightarrow 0
$$

Now, the lowest value of $\sum_{i=1}^{m}\left(l_{i}-1\right)-2 t$ is 1 . As the geometric series $\sum_{j=1}^{\infty} \kappa^{j}$, for $\kappa<1$ is comparable to its first term, we can give the following final bound to (4.12),

$$
\begin{equation*}
C_{3}\left(\frac{2}{\sqrt{\left(1-\hat{p}_{n}\right)}}\right)^{\sum_{i}\left(l_{i}-1\right)} 2^{m} C_{1}^{C_{2} m}\left(\sum_{i} l_{i}\right)^{\left(C_{2}+3\right) m} \frac{\left(\sum_{i} l_{i}\right)^{3}}{\sqrt{n \hat{p}_{n}}} \tag{4.14}
\end{equation*}
$$

Here $C_{3}$ is a universal constant. Observe that the dominant term in the numerator of (4.14) is

$$
\left(\frac{2}{\sqrt{\left(1-\hat{p}_{n}\right)}}\right)^{\sum_{i}\left(l_{i}-1\right)} \leq\left(\frac{2}{\sqrt{\left(1-\hat{p}_{n}\right)}}\right)^{m\left(k_{l}-1\right)}
$$

However from our assumption $m\left(k_{l}-1\right) \log \left(\frac{2}{\sqrt{\left(1-\hat{p}_{n}\right)}}\right)-\frac{1}{2} \log \left(n \hat{p}_{n}\right) \rightarrow-\infty$. As a consequence, the first expression in (4.12) goes to 0.

Once this is proved all the other partitions left are pair partitions i.e. it has exactly $\frac{m}{2}$ many blocks. In particular, $m$ is even. We now fix a partition $\eta$ of this kind. Let for any $i \in\left\{1, \ldots, \frac{m}{2}\right\}, \eta(i, 1)<\eta(i, 2)$ be the elements in the $i$ th block. Observe now that fixing a pair partition $\eta$ and $\left(w_{1}, \ldots, w_{m}\right)$ such that $\eta\left(w_{1}, \ldots, w_{m}\right)=\eta$, the random variables $X_{w_{\eta\left(i_{1}, j\right)}}$ and $X_{w_{\eta\left(i_{2}, j\right)}}$ are independent when ever $i_{1} \neq i_{2}$ for any $j \in\{1,2\}$. As a consequence, we now can rewrite (4.10) as follows:

$$
\begin{align*}
& \left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{\eta w_{1}, \ldots, w_{m}} \sum_{\eta=\eta\left(w_{1}, \ldots, w_{m}\right)} E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \\
& =o(1)+\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{\eta \mid \eta \text { pair parition } w_{1}, \ldots, w_{m}} \sum_{\eta=\eta\left(w_{1}, \ldots, w_{m}\right)} \prod_{i=1}^{\frac{m}{2}} \mathrm{E}\left[X_{w_{\eta(i, 1)}} X_{w_{\eta(i, 2)}}\right] \tag{4.15}
\end{align*}
$$

Now observe that whenever $\prod_{i=1}^{\frac{m}{2}} \mathrm{E}\left[X_{w_{\eta(i, 1)}} X_{w_{\eta(i, 2)}}\right] \neq 0$, we have $w_{\eta(i, 1)}$ and $w_{\eta(i, 2)}$ are paired. In particular $l\left(w_{\eta(i, 1)}\right)=l\left(w_{\eta(i, 2)}\right)$ and there are $(1+o(1))\left(2\left(l_{\eta(i, 1)}-1\right)\right) n^{l_{\eta(i, 1)}-1}$ many such choices of $\left(w_{\eta(i, 1)}, w_{\eta(i, 2)}\right)$ for every $i$. Here $l_{\eta(i, 1)}$ is the common length of the words $w_{\eta(i, 1)}$ and $w_{\eta(i, 2)}$. On the other hand, in this case $\mathrm{E}\left[X_{w_{\eta(i, 1)}} X_{w_{\eta(i, 2)}}\right]=$
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$\left(\hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{l_{\eta(i, 1)}-1}$. Hence, we get the following final reduction to (4.15):

$$
\begin{align*}
& \left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{\eta} \sum_{w_{1}, \ldots, w_{m} \mid \eta=\eta\left(w_{1}, \ldots, w_{m}\right)} E\left[X_{w_{1}} \ldots X_{w_{m}}\right] \\
& =o(1)+(1+o(1))\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \sum_{\eta \mid \eta \text { pair parition }} \prod_{i=1}^{\frac{m}{2}} 2\left(l_{\eta(i, 1)}-1\right)  \tag{4.16}\\
& \quad \times \mathbb{I}_{l_{\eta(i, 1)}=l_{\eta(i, 2)}} n^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}}\left(\hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{\frac{\sum_{i}\left(l_{i}-1\right)}{2}} \\
& =o(1)+(1+o(1)) \sum_{\eta \mid \eta \text { pair parition } i=1} \prod_{1=1}^{\frac{m}{2}} 2\left(l_{\eta(i, 1)}-1\right) \mathbb{I}_{l_{\eta(i, 1)}=l_{\eta(i, 2)}} .
\end{align*}
$$

This completes the proof.
Proof of part ii) We now give a proof of part ii) of Proposition 4.1. Recall that $d_{n}=\frac{p_{n}-q_{n}}{2}$. We have

$$
\begin{align*}
& C_{n, k}(G)=\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-\hat{p}_{n}\right) \ldots\left(x_{i_{k-1} i_{0}}-\hat{p}_{n}\right) \\
& =\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}+p_{i_{0}, i_{1}}-\hat{p}_{n}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}+p_{i_{k-1}, i_{k}}-\hat{p}_{n}\right) \\
& =\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}+\sigma_{i_{0}} \sigma_{i_{1}} d_{n}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}+\sigma_{i_{k-1}} \sigma_{i_{k}} d_{n}\right) \\
& =\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left[\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}\right)+d_{n}^{k} \prod_{j=0}^{k-1} \sigma_{i_{j}} \sigma_{i_{j+1}}\right]+V_{n, k} \tag{4.17}
\end{align*}
$$

where $p_{i, j}=p_{n}$ if $\sigma_{i}=\sigma_{j}$ and $q_{n}$ otherwise. Here $V_{n, k}$ is obtained by taking the sum of all the remaining terms in the expansion of

$$
\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}+\sigma_{i_{0}} \sigma_{i_{1}} d_{n}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}+\sigma_{i_{k-1}} \sigma_{i_{k}} d_{n}\right)
$$

apart from

$$
\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}\right)
$$

and

$$
\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}} d_{n}^{k} \prod_{j=0}^{k-1} \sigma_{i_{j}} \sigma_{i_{j+1}}
$$

At first we prove that

$$
\begin{equation*}
\prod_{j=0}^{k-1} \sigma_{i_{j}} \sigma_{i_{j+1}}=1 \tag{4.18}
\end{equation*}
$$

irrespective of the values of $\sigma_{i}$ 's. The proof of this is straight forward since $i_{0}=i_{k}$ we have

$$
\prod_{j=0}^{k-1} \sigma_{i_{j}} \sigma_{i_{j+1}}=\prod_{j=0}^{k-1} \sigma_{j}^{2}=1
$$
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As $d_{n}=\sqrt{\frac{c_{n} \hat{p}_{n}}{2 n}}$, we have

$$
\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{i_{0}, i_{1}, \ldots, i_{k-1}} d_{n}^{k}=(1+o(1)) \frac{d_{n}^{k} n^{k}}{\left(n \hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{\frac{k}{2}}}=(1+o(1))\left(\sqrt{\frac{c_{n}}{2\left(1-\hat{p}_{n}\right)}}\right)^{k}
$$

This explains the mean term. The proof of asymptotic normality and independence of

$$
D_{n, k}(G):=\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}}\left[\sum_{i_{0}, i_{1}, \ldots, i_{k-1}}\left(x_{i_{0}, i_{1}}-p_{i_{0}, i_{1}}\right) \ldots\left(x_{i_{k-1} i_{0}}-p_{i_{k-1}, i_{k}}\right)\right]
$$

is exactly same as part i . We only note that here the variance is also $2 k$. To see this, we have

$$
d_{n}=\sqrt{\frac{c_{n} \hat{p}_{n}}{2 n}}
$$

and whenever, $k=o\left(\log \left(\hat{p}_{n} n\right)\right)$ both

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{\left(\hat{p}_{n}+d_{n}\right)\left(1-\hat{p}_{n}-d_{n}\right)}{\hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}}=1 \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{\left(\hat{p}_{n}-d_{n}\right)\left(1-\hat{p}_{n}+d_{n}\right)}{\hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}}=1 \tag{4.20}
\end{equation*}
$$

It is easy to see that $\operatorname{Var}\left(\frac{D_{n, k}(G)}{\sqrt{2 k}}\right)$ lies between the left hand side of (4.19) and (4.20). As a consequence, $\operatorname{Var}\left(\frac{D_{n, k}(G)}{\sqrt{2 k}}\right) \rightarrow 1$.

It is easy to observe that $\mathrm{E}\left[V_{n, k}\right]$ is always 0 . Now our final task is to prove $\operatorname{Var}\left(V_{n, k}\right) \rightarrow$ 0 . This will prove that $V_{n, k} \xrightarrow{p} 0$ and the proof will be completed.

Let us fix a word $w$ and let $\emptyset \subsetneq E_{f} \subsetneq E_{w}$ be any subset. Then

$$
V_{n, k}=\sum_{w} V_{n, k, w}
$$

where

$$
V_{n, k, w}:=\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{\frac{k}{2}} \sum_{\emptyset \subsetneq E_{f} \subsetneq E_{w}} \prod_{e \in E_{f}} \sigma_{e} d_{n} \prod_{e \in E \backslash E_{f}}\left(x_{e}-p_{e}\right) .
$$

Here for any edge $i, j, x_{e}=x_{i, j}, p_{e}=p_{i, j}$ and $\sigma_{e}=\sigma_{i} \sigma_{j}$. Now

$$
\operatorname{Var}\left(V_{n, k}\right)=\sum_{w, x} \operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right)
$$

We now find an upper bound of $\operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right)$.
At first fix any word $w$ and the set $\emptyset \subsetneq E_{f} \subsetneq E_{w}$ and consider all the words $x$ such that $E_{w} \cap E_{x}=E_{w} \backslash E_{f}$. As every edge in $G_{w}$ and $G_{x}$ appear exactly once,

$$
\begin{align*}
& \operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right)=\sum_{E_{w} \backslash E^{\prime} \subset E_{w} \backslash E_{f}}\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k} \prod_{e \in E^{\prime}}\left( \pm d_{n}^{2}\right) \mathrm{E} \prod_{e \in E_{w} \backslash E^{\prime}}\left(x_{e}-p_{e}\right)^{2} \\
& =\sum_{E_{w} \backslash E^{\prime} \subset E_{w} \backslash E_{f}}\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k}\left( \pm d_{n}^{2 \# E^{\prime}}\right)(1+o(1))\left(\hat{p}_{n}\left(1-\hat{p}_{n}\right)\right)^{k-\# E^{\prime}} \\
& \leq \sum_{E_{w} \backslash E^{\prime} \subset E_{w} \backslash E_{f}}(1+o(1))\left(\frac{1}{n \hat{p}_{n}\left(1-\hat{p}_{n}\right)}\right)^{k}\left(\frac{c_{n}}{2}\right)^{\# E^{\prime}}\left(\frac{\hat{p}_{n}}{n}\right)^{\# E^{\prime}} \hat{p}_{n}^{k-\# E^{\prime}} \\
& \leq(C)^{k} \frac{1}{n^{k+\# E_{f}}} \tag{4.21}
\end{align*}
$$
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where $C$ is some known constant. The last inequality holds since $\# E^{\prime} \geq \# E_{f}$ and $\#\left(E_{w} \backslash E^{\prime} \subset E_{w} \backslash E_{f}\right) \leq 2^{k}$.

Observe that the graph corresponding to the edges $E_{w} \backslash E_{f}$ is a disjoint collection of straight lines. Let the number of such straight lines be $\zeta$. Obviously $\zeta \leq \#\left(E_{w} \backslash E_{f}\right)$. The number of ways these $\zeta$ components can be placed in $x$ is bounded by $k^{\zeta} \leq k^{\#\left(E_{w} \backslash E_{f}\right)}$ and all other nodes in $x$ can be chosen freely. So there are at most $n^{k-\# V_{E_{w}} \backslash E_{f}} k^{\#\left(E_{w} \backslash E_{f}\right)}$ choices of such $x$. Here $V_{E_{w} \backslash E_{f}}$ is the set of vertices of the graph corresponding to $\left(E_{w} \backslash E_{f}\right)$. Observe that, whenever $k>\# E_{f}>0, E_{w} \backslash E_{f}$ is a forest so

$$
\# V_{E_{w} \backslash E_{f}} \geq \#\left(E_{w} \backslash E_{f}\right)+1 \Leftrightarrow k-\# V_{E_{w} \backslash E_{f}} \leq \# E_{f}-1 .
$$

As a consequence,

$$
\begin{equation*}
\sum_{x \mid E_{w} \cap E_{x}=E_{w} \backslash E_{f}} \operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right) \leq(C)^{k} \frac{1}{n^{k+\# E_{f}}} n^{\# E_{f}-1} k^{\#\left(E_{w} \backslash E_{f}\right)} \leq(C)^{k} \frac{1}{n^{k+1}} k^{k} \tag{4.22}
\end{equation*}
$$

The right hand side of (4.22) does not depend on $E_{f}$ and there are at most $2^{k}$ nonempty subsets $E_{f}$ of $E^{w}$. So

$$
\sum_{x} \operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right) \leq(2 C)^{k} k^{k} \frac{1}{n^{k+1}}
$$

Finally there are at most $n^{k}$ many $w$. So

$$
\begin{equation*}
\sum_{w} \sum_{x} \operatorname{Cov}\left(V_{n, k, w}, V_{n, k, x}\right) \leq(2 C)^{k} k^{k} \frac{1}{n} \tag{4.23}
\end{equation*}
$$

Now we use the fact $k=o(\sqrt{\log (n)})$. In this case

$$
k \log (2 C)+k \log (k) \leq \sqrt{\log (n)} \log (\sqrt{\log n})=o(\log (n)) \Leftrightarrow(2 C)^{k} k^{k}=o(n)
$$

This concludes the proof.

## 5 Calculation of second moment and completion of the proof of Theorem 2.1

With Propositions 3.4 and 4.1 in hand the rest of the proof of Theorem 2.1 should be very straight forward. We at first prove that $\lim _{n \rightarrow \infty} \mathbb{E}\left(\frac{d \mathbb{P}_{n}}{d \mathbb{P}_{n}^{\prime}}\right)^{2}$ is the right hand side of (3.1) with $t=\frac{c}{2(1-p)}$ whenever $\frac{a_{n}}{n} \rightarrow p \in[0,1)$.

Lemma 5.1. Let $Y_{n}:=\frac{d \mathbb{P}_{n}}{d \mathbb{P}_{n}^{\prime}}$. Whenever $p_{n} \rightarrow p \in[0,1)$, we have

$$
\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left[Y_{n}^{2}\right] \rightarrow \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} \frac{1}{\sqrt{1-t}}, \quad t=\frac{c}{2(1-p)}<1 .
$$

Proof. The proof of Lemma 5.1 is similar to the proof of Lemma 5.4. in Mossel et al. [27]. The notations used in this proof are slightly different from that of Lemma 5.4 in Mossel et al. [27] for understanding case when $p$ is not necessarily 0 .

At first we introduce some notations. Given a labeled graph $(G, \sigma)$ we define

$$
W_{u v}=W_{u v}(G, \sigma)= \begin{cases}\frac{p_{n}}{\hat{p}_{n}} & \text { if } \sigma_{u} \sigma_{v}=1 \text { and }(u, v) \in E  \tag{5.1}\\ \frac{q}{n} & \text { if } \sigma_{u} \sigma_{v}=-1 \text { and }(u, v) \in E \\ \frac{1-p_{n}}{1-\hat{p}_{n}} & \text { if } \sigma_{u} \sigma_{v}=1 \text { and }(u, v) \notin E \\ \frac{1-q_{n}}{1-\hat{p}_{n}} & \text { if } \sigma_{u} \sigma_{v}=-1 \text { and }(u, v) \notin E\end{cases}
$$
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and define $V_{u v}$ by the same formula, but with $\sigma$ replaced by $\tau$. Now

$$
Y_{n}=\frac{1}{2^{n}} \sum_{\sigma \in\{1,-1\}^{n}} \prod_{(u, v)} W_{u v}
$$

and

$$
Y_{n}^{2}=\frac{1}{2^{2 n}} \sum_{\sigma, \tau} \prod_{(u, v)} W_{u v} V_{u v}
$$

Since $\left\{W_{u v}\right\}$ are independent given $\sigma$, it follows that

$$
\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(Y_{n}^{2}\right)=\frac{1}{2^{2 n}} \sum_{\sigma, \tau} \prod_{(u, v)} \mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W_{u v} V_{u v}\right) .
$$

Now we consider the following cases:

1. $\sigma_{u} \sigma_{v}=1$ and $\tau_{u} \tau_{v}=1$.
2. $\sigma_{u} \sigma_{v}=-1$ and $\tau_{u} \tau_{v}=-1$.
3. $\sigma_{u} \sigma_{v}=1$ and $\tau_{u} \tau_{v}=-1$.
4. $\sigma_{u} \sigma_{v}=-1$ and $\tau_{u} \tau_{v}=1$.

Let $t=\frac{c}{2(1-p)}$. We at first calculate $\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W_{u v} V_{u v}\right)$ for cases 1 and 3 .

## Case 1:

$$
\begin{align*}
\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W_{u v} V_{u v}\right) & =\left(\frac{p_{n}}{\hat{p}_{n}}\right)^{2} \hat{p}_{n}+\left(\frac{1-p_{n}}{1-\hat{p}_{n}}\right)^{2}\left(1-\hat{p}_{n}\right) . \\
& =\frac{p_{n}^{2}}{\hat{p}_{n}}+\frac{\left(1-p_{n}\right)^{2}}{1-\hat{p}_{n}} \\
& =\frac{\left(\hat{p}_{n}+d_{n}\right)^{2}}{\hat{p}_{n}}+\frac{\left(1-\hat{p}_{n}-d_{n}\right)^{2}}{1-\hat{p}_{n}}  \tag{5.2}\\
& =1+d_{n}^{2}\left(\frac{1}{\hat{p}_{n}}+\frac{1}{1-\hat{p}_{n}}\right)=1+\frac{d_{n}^{2}}{\hat{p}_{n}\left(1-\hat{p}_{n}\right)}=1+\frac{c_{n}}{2 n\left(1-\hat{p}_{n}\right)} \\
& =1+\frac{t_{n}}{n}
\end{align*}
$$

where $d_{n}=\frac{p_{n}-q_{n}}{2}$ and $t_{n}=\frac{c_{n}}{2\left(1-\hat{p}_{n}\right)}=(1+o(1)) t$ as before.

## Case 3:

$$
\begin{align*}
\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W_{u v} V_{u v}\right) & =\left(\frac{p_{n}}{\hat{p}_{n}} \cdot \frac{q_{n}}{\hat{p}_{n}}\right) \hat{p}_{n}+\left(\frac{1-p_{n}}{1-\hat{p}_{n}} \cdot \frac{1-q_{n}}{1-\hat{p}_{n}}\right)\left(1-\hat{p}_{n}\right) . \\
& =\frac{p_{n} q_{n}}{\hat{p}_{n}}+\frac{\left(1-p_{n}\right)\left(1-q_{n}\right)}{1-\hat{p}_{n}} \\
& =\frac{\left(\hat{p}_{n}+d_{n}\right)\left(\hat{p}_{n}-d_{n}\right)}{\hat{p}_{n}}+\frac{\left(1-\hat{p}_{n}-d_{n}\right)\left(1-\hat{p}_{n}+d_{n}\right)}{1-\hat{p}_{n}}  \tag{5.3}\\
& =1-d_{n}^{2}\left(\frac{1}{\hat{p}_{n}}+\frac{1}{1-\hat{p}_{n}}\right)=1-\frac{d_{n}^{2}}{\hat{p}_{n}\left(1-\hat{p}_{n}\right)}=1-\frac{t_{n}}{n}
\end{align*}
$$

It is easy to observe that $\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W_{u v} V_{u v}\right)=1+\frac{t_{n}}{n}$ and $1-\frac{t_{n}}{n}$ for Case 2 and Case 4 respectively.

We now introduce another parameter $\rho=\rho(\sigma, \tau)=\frac{1}{n} \sum_{i} \sigma_{i} \tau_{i}$. Let $S_{ \pm}$be the number of $\{u, v\}$ such that $\sigma_{u} \sigma_{v} \tau_{u} \tau_{v}= \pm 1$ respectively. It is easy to observe that

$$
\begin{equation*}
\rho^{2}=\frac{1}{n}+\frac{2}{n^{2}}\left(S_{+}-S_{-}\right) \tag{5.4}
\end{equation*}
$$
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and

$$
\begin{equation*}
1-\frac{1}{n}=\frac{2}{n^{2}}\left(S_{+}+S_{-}\right) \tag{5.5}
\end{equation*}
$$

So

$$
\begin{equation*}
S_{+}=\left(1+\rho^{2}\right) \frac{n^{2}}{4}-\frac{n}{2}, \quad S_{-}=\left(1-\rho^{2}\right) \frac{n^{2}}{4} \tag{5.6}
\end{equation*}
$$

Now

$$
\begin{align*}
\mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(Y_{n}^{2}\right) & =\frac{1}{2^{2 n}} \sum_{\sigma, \tau}\left(1+\frac{t_{n}}{n}\right)^{S_{+}}\left(1-\frac{t_{n}}{n}\right)^{S_{-}} \\
& =\frac{1}{2^{2 n}} \sum_{\sigma, \tau}\left(1+\frac{t_{n}}{n}\right)^{\left(1+\rho^{2}\right) \frac{n^{2}}{4}-\frac{n}{2}}\left(1-\frac{t_{n}}{n}\right)^{\left(1-\rho^{2}\right) \frac{n^{2}}{4}} . \tag{5.7}
\end{align*}
$$

Observe that $t_{n}=(1+o(1)) t$ is a bounded sequence. It is easy to check by taking logarithm and Taylor expansion that for any bounded sequence $x_{n}$,

$$
\left(1+\frac{x_{n}}{n}\right)^{n^{2}}=(1+o(1)) \exp \left\{n x_{n}-\frac{1}{2} x_{n}^{2}\right\}
$$

So we can write the right hand side of (5.7) as

$$
\begin{align*}
& (1+o(1)) \frac{1}{2^{2 n}} \sum_{\sigma, \tau} e^{-\frac{t_{n}}{2}} \exp \left[\left(n t_{n}-\frac{t_{n}^{2}}{2}\right)\left(\frac{1+\rho^{2}}{4}\right)\right] \times \exp \left[\left(-n t_{n}-\frac{t_{n}^{2}}{2}\right)\left(\frac{1-\rho^{2}}{4}\right)\right] \\
= & (1+o(1)) \frac{1}{2^{2 n}} \sum_{\sigma, \tau} e^{-\frac{t_{n}}{2}-\frac{t_{n}^{2}}{4}} \exp \left[\frac{n t_{n} \rho^{2}}{2}\right] \\
= & (1+o(1)) e^{-\frac{t_{n}}{2}-\frac{t_{n}^{2}}{4}} \frac{1}{2^{2 n}} \sum_{\sigma, \tau} \exp \left[\frac{(1+o(1)) \operatorname{tn} \rho^{2}}{2}\right] \tag{5.8}
\end{align*}
$$

From Lemma 5.5 in Mossel et al. [27]

$$
\frac{1}{2^{2 n}} \sum_{\sigma, \tau} \exp \left[\frac{(1+o(1)) n t \rho^{2}}{2}\right] \rightarrow \frac{1}{\sqrt{1-t}}
$$

So the right hand side of (5.8) converges to

$$
\exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} \frac{1}{\sqrt{1-t}}
$$

as required.

## Proof of Theorem 2.1:

Proof of part i) We take $X_{n, i}=C_{n, i}(G)$.
At first observe that when $p_{n} \rightarrow p \in[0,1)$ for any fixed $i, \mu_{i}:=\left(\sqrt{\frac{c_{n}}{2\left(1-\hat{p}_{n}\right)}}\right)^{i}$ converges to $\left(\sqrt{\frac{c}{2(1-p)}}\right)^{i}$ as $n \rightarrow \infty$.

From Proposition 4.1 and Lemma 4.1 we see that $C_{n, i}(G)$ 's satisfy all the required conditions for Proposition 3.4. Hence $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are mutually contiguous.

It is easy to see that the estimate $\hat{d}_{n}:=\frac{1}{n-1} \sum_{i \neq j} x_{i, j}$ has mean $\frac{a_{n}+b_{n}}{2}$ and variance $O\left(\frac{a_{n}+b_{n}}{n}\right)$. So

$$
\hat{d}_{n}-\frac{a_{n}+b_{n}}{2}=o_{p}\left(\sqrt{a_{n}+b_{n}}\right)=o_{p}\left(a_{n}-b_{n}\right)
$$
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Suppose under $\mathbb{P}_{n}$ there exist estimators $A_{n}$ of $a_{n}$ and $B_{n}$ of $b_{n}$ such that

$$
\left|A_{n}-a_{n}\right|+\left|B_{n}-b_{n}\right|=o_{p}\left(a_{n}-b_{n}\right) .
$$

Then $2\left(\hat{d}_{n}-B_{n}\right)-\left(a_{n}-b_{n}\right)=o_{p}\left(a_{n}-b_{n}\right)$ i.e.

$$
\left.\frac{2\left(\hat{d}_{n}-B_{n}\right)}{a_{n}-b_{n}} \right\rvert\, \mathbb{P}_{n} \xrightarrow{P} 1
$$

However, from the fact that $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are mutually contiguous we also have

$$
\left.\frac{2\left(\hat{d}_{n}-B_{n}\right)}{a_{n}-b_{n}} \right\rvert\, \mathbb{P}_{n}^{\prime} \xrightarrow{P} 1
$$

which is impossible.
Proof of part ii) It is easy to observe that $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{\prime}$ are asymptotically singular as for any $k_{n} \rightarrow \infty, \frac{\mu_{k_{n}}}{\sqrt{2 k_{n}}} \rightarrow \infty$. Now we construct estimators for $a_{n}$ and $b_{n}$. Let us define

$$
\hat{f}_{n, k_{n}}= \begin{cases}\left(\sqrt{2 k_{n}} C_{n, k_{n}}(G)\right)^{\frac{1}{k_{n}}} & \text { if } C_{n, k_{n}}(G)>0 \\ 0 & \text { otherwise }\end{cases}
$$

It is easy to see that under $\mathbb{P}_{n} \hat{f}_{n, k_{n}} \xrightarrow{P} \sqrt{\frac{c}{2(1-p)}}$ as $k_{n} \rightarrow \infty$. We have seen earlier that under $\mathbb{P}_{n}$

$$
\begin{align*}
& \frac{\hat{d}_{n}-\frac{\left(a_{n}+b_{n}\right)}{2}}{\sqrt{a_{n}+b_{n}}} \xrightarrow{P} 0 \Rightarrow \frac{\hat{d}_{n}-\frac{\left(a_{n}+b_{n}\right)}{2}}{a_{n}+b_{n}} \xrightarrow{P} 0 \Rightarrow \sqrt{\frac{\hat{d}_{n}}{\frac{a_{n}+b_{n}}{2}}} \xrightarrow{P} 1 .  \tag{5.9}\\
\Rightarrow & \sqrt{\hat{d}_{n}}-\sqrt{\frac{a_{n}+b_{n}}{2}}=o_{p}\left(\sqrt{a_{n}+b_{n}}\right)=o_{p}\left(a_{n}-b_{n}\right)
\end{align*}
$$

As $\hat{p}_{n} \rightarrow p$,

$$
\sqrt{\frac{\hat{d}_{n}\left(1-\hat{p}_{n}\right)}{\frac{a_{n}+b_{n}}{2}(1-p)}} \stackrel{P}{\rightarrow} 1
$$

So

$$
\sqrt{\hat{d}_{n}\left(1-\hat{p}_{n}\right)}-\sqrt{\frac{a_{n}+b_{n}}{2}(1-p)}=o_{p}\left(a_{n}-b_{n}\right) \forall p \in[0,1) .
$$

So $\sqrt{\hat{d}_{n}\left(1-\hat{p}_{n}\right)} \hat{f}_{n, k_{n}}-\frac{a_{n}-b_{n}}{2}=o_{p}\left(a_{n}-b_{n}\right)$ under $\mathbb{P}_{n}$. As a consequence, the estimators $\hat{A}=\hat{d}_{n}+\sqrt{\hat{d}_{n}\left(1-\hat{p}_{n}\right)} \hat{f}_{n, k_{n}}$ and $\hat{B}=\hat{d}_{n}-\sqrt{\hat{d}_{n}\left(1-\hat{p}_{n}\right)} \hat{f}_{n, k_{n}}$ have the required property. This concludes the proof.

We end the discussion of this section by the following remark on the computation of the signed cycles.

Remark 5.1. In general the direct computation of the random variables $C_{n, k}(G)$ 's take at least $O\left(n^{k}\right)$ amount of time. So it might appear that the statistics $C_{n, k}(G)$ 's are not useful for any practical purpose. Fortunately, this is not the case. It was proved in Banerjee and $\mathrm{Ma}(2017)$ [7] that whenever $k$ is odd, the difference between $C_{n, k}(G)$ and $\sum_{i=1}^{n} P_{k}\left(\lambda_{i}\right)$ converges in probability to 0 for any $k=o\left(\min \left(\log \left(\hat{p}_{n} n\right), \sqrt{\log (n)}\right)\right)$. Here $\left\{\lambda_{i}\right\}_{1 \leq i \leq n}$ are the eigenvalues of the centered adjacency matrix of the graph and $P_{k}(\cdot)$ is the Chebyshev polynomial of degree $k$ (look at (2.7)-(2.8) in Banerjee and Ma(2017) [7] for definition). The case when $k$ is even is more complicated. In this case one can prove $C_{n, 2 k}(G)-\sum_{i=1}^{n} P_{2 k}\left(\lambda_{i}\right)-E_{2 k} \xrightarrow{P} 0$ where $E_{2 k}$ is an additional error term. One can prove
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that $\operatorname{Var}\left[E_{2 k}\right]$ converges to 0 and find the asymptotic value of $\mathrm{E}\left[E_{2 k}\right]$ explicitly under additional growth conditions on $\hat{p}_{n}$. As a consequence, the signed cycles of growing orders can be computed by the spectral decomposition of the centered adjacency matrix of the graph. It is well known that this has $O\left(n^{3} \log (n)\right)$ time complexity. One might check Banerjee and $\mathrm{Ma}(2017)$ [7] for details.

## 6 Proof of non reconstructability

In this section we provide a proof of the non-reconstruction results stated in Theorem 2.2. Our proof technique relies on fine analysis of conditional probabilities. Technically, this proof is closely related to the non-reconstruction proof in section 6.2 of Banks et al. [8] rather than the original proof given in Mossel et al. [27]. At first we prove one Proposition and one Lemma which will be crucial for our proof.

Proposition 6.1. Suppose $a_{n}, b_{n} \rightarrow \infty, \frac{a_{n}}{n} \rightarrow p \in[0,1), c_{n} \rightarrow c$ and $c<2(1-p)$. Then for any fixed $r$ and any two configurations $\left(\sigma_{1}^{(1)}, \ldots, \sigma_{r}^{(1)}\right),\left(\sigma_{1}^{(2)}, \ldots, \sigma_{r}^{(2)}\right)$

$$
\operatorname{TV}\left(\mathbb{P}_{n}\left(G \mid\left(\sigma_{1}^{(1)}, \ldots, \sigma_{r}^{(1)}\right)\right), \mathbb{P}_{n}\left(G \mid\left(\sigma_{1}^{(2)}, \ldots, \sigma_{r}^{(2)}\right)\right)\right)=o(1)
$$

Here TV $\left(\mu_{1}, \mu_{2}\right)$ is the total variation distance between two probability measures $\mu_{1}$ and $\mu_{2}$.

Proof. We know that

$$
\begin{align*}
& \operatorname{TV}\left(\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(1)} \quad u \in[r]\right), \mathbb{P}_{n}\left(G \mid \sigma_{u}^{(2)} \quad u \in[r]\right)\right) \\
& =\sum_{G} \mid\left(\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(1)} \quad u \in[r]\right)-\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(2)} \quad u \in[r]\right) \mid\right. \\
& =\sum_{G} \left\lvert\,\left(\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(1)} \quad u \in[r]\right)-\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(2)} \quad u \in[r]\right) \left\lvert\, \frac{\sqrt{\mathbb{P}_{n}^{\prime}(G)}}{\sqrt{\mathbb{P}_{n}^{\prime}(G)}}\right.\right.\right. \\
& \leq\left(\sum_{G} \mathbb{P}_{n}^{\prime}(G)\right)^{\frac{1}{2}}\left(\sum_{G} \frac{\left(\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(1)} u \in[r]\right)-\mathbb{P}_{n}\left(G \mid \sigma_{u}^{(2)} u \in[r]\right)^{2}\right.}{\mathbb{P}_{n}^{\prime}(G)}\right)^{\frac{1}{2}}  \tag{6.1}\\
& =\left(\sum_{G} \frac{\left(\sum_{\tilde{\sigma}} \mathbb{P}_{n}(\tilde{\sigma})\left(\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right)-\mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\sigma}\right)\right)^{2}\right.}{\mathbb{P}_{n}^{\prime}(G)}\right)^{\frac{1}{2}}
\end{align*}
$$

Here $\sigma^{(1)}:=\left\{\left(\sigma_{1}^{(1)}, \ldots, \sigma_{r}^{(1)}\right\}, \sigma^{(2)}:=\left\{\left(\sigma_{1}^{(2)}, \ldots, \sigma_{r}^{(2)}\right)\right\}\right.$ and $\tilde{\sigma}$ is any configuration on $\{r+1, \ldots, n\}$.

Now observe that

$$
\begin{align*}
& \left(\sum_{\tilde{\sigma}} \mathbb{P}_{n}(\tilde{\sigma})\left(\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right)-\mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\sigma}\right)\right)^{2}\right. \\
& =\sum_{\tilde{\sigma}, \tilde{\tau}} \mathbb{P}_{n}(\tilde{\sigma}) \mathbb{P}_{n}(\tilde{\tau})\left(\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\tau}\right)+\mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\tau}\right)\right.  \tag{6.2}\\
& \left.-\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\tau}\right)-\mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\tau}\right)\right)
\end{align*}
$$

We shall prove that the value of

$$
\begin{equation*}
\sum_{G} \sum_{\tilde{\sigma}, \tilde{\tau}} \mathbb{P}_{n}(\tilde{\sigma}) \mathbb{P}_{n}(\tilde{\tau}) \frac{\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\tau}\right)}{\mathbb{P}_{n}^{\prime}(G)} \tag{6.3}
\end{equation*}
$$
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does not depend on $\sigma^{(1)}$ and $\sigma^{(2)}$ upto $o(1)$ terms. This will prove that the final expression in (6.1) goes to 0 . As a consequence, the proof of Proposition 6.1 will be complete.

At first we recall the definition of $W_{u v}(G, \sigma)$ from (5.1). It is easy to observe that

$$
\begin{align*}
& \sum_{G} \sum_{\tilde{\sigma}, \tilde{\tau}} \frac{\mathbb{P}_{n}(\tilde{\sigma}) \mathbb{P}_{n}(\tilde{\tau})\left(\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\tau}\right)\right)}{\mathbb{P}_{n}^{\prime}(G)} \\
& =\sum_{\tilde{\sigma}, \tilde{\tau}} \frac{1}{2^{2(n-r)}} \sum_{G}\left(\prod_{u v} W\left(G, \sigma^{(1)}, \tilde{\sigma}\right) W\left(G, \sigma^{(2)}, \tilde{\tau}\right)\right) \mathbb{P}_{n}^{\prime}(G)  \tag{6.4}\\
& =\frac{1}{2^{2(n-r)}} \sum_{\tilde{\sigma}, \tilde{\tau}} \prod_{u, v} \mathrm{E}_{\mathbb{P}_{n}^{\prime}}\left(W\left(G, \sigma^{(1)}, \tilde{\sigma}\right) W\left(G, \sigma^{(2)}, \tilde{\tau}\right)\right)
\end{align*}
$$

Observe that the sum in the final expression of (6.4) is taken over ( $\tilde{\sigma}, \tilde{\tau})$ so the configurations in $\sigma^{(1)}$ and $\sigma^{(2)}$ remain unchanged.

Now let us introduce the following parameters

$$
\begin{align*}
\rho^{\mathrm{fix}} & :=\frac{1}{r} \sum_{i=1}^{r} \sigma_{i}^{(1)} \sigma_{i}^{(2)}  \tag{6.5}\\
S_{ \pm}^{\mathrm{fix}} & :=\sum_{u, v \in[r]} I_{\left\{\sigma_{u}^{(1)} \sigma_{v}^{(1)} \sigma_{u}^{(2)} \sigma_{v}^{(2)}= \pm 1\right\}}
\end{align*}
$$

where $I_{A}$ denotes the indicator variable corresponding to set $A$. We similarly define

$$
\begin{align*}
\rho(\tilde{\sigma}, \tilde{\tau}) & :=\frac{1}{n-r} \sum_{i=r+1}^{n} \tilde{\sigma}_{i} \tilde{\tau}_{i}  \tag{6.6}\\
S_{ \pm}(\tilde{\sigma}, \tilde{\tau}) & :=\sum_{u, v \notin[r]} I_{\left\{\tilde{\sigma}_{u} \tilde{\sigma}_{v} \tilde{\tau}_{u} \tilde{\tau}_{v}= \pm 1\right\}} .
\end{align*}
$$

Finally for each $u \in[r]$ define

$$
\begin{equation*}
S_{u, \pm}(\tilde{\sigma}, \tilde{\tau})=\#\left\{v \notin[r]: \tilde{\sigma_{v}} \tilde{\tau_{v}}= \pm \sigma_{u}^{(1)} \sigma_{u}^{(2)}\right\} \tag{6.7}
\end{equation*}
$$

By using arguments similar to the proof of Lemma 5.1 one can show that the right hand side of the final expression of (6.4) further simplifies to

$$
\begin{align*}
& =\left(1+\frac{t_{n}}{n}\right)^{S_{+}^{\mathrm{fix}}}\left(1-\frac{t_{n}}{n}\right)^{S_{-}^{\mathrm{fix}}} \frac{1}{2^{2(n-r)}} \sum_{\tilde{\sigma}, \tilde{\tau}}\left(1+\frac{t_{n}}{n}\right)^{S_{+}(\tilde{\sigma}, \tilde{\tau})}\left(1-\frac{t_{n}}{n}\right)^{S_{-}(\tilde{\sigma}, \tilde{\tau})} \times \\
& \prod_{u \in[r]}\left(1+\frac{t_{n}}{n}\right)^{S_{u,+}(\tilde{\sigma}, \tilde{\tau})}\left(1-\frac{t_{n}}{n}\right)^{S_{u,-}(\tilde{\sigma}, \tilde{\tau})} \\
& =\left(1+\frac{t_{n}}{n}\right)^{S_{+}^{\mathrm{fix}}}\left(1-\frac{t_{n}}{n}\right)^{S_{-}^{\mathrm{fix}}} \frac{1}{2^{2(n-r)}} \sum_{\tilde{\sigma}, \tilde{\tau}}\left(1+\frac{t_{n}}{n}\right)^{\left(1+\rho(\tilde{\sigma}, \tilde{\tau})^{2}\right) \frac{(n-r)^{2}}{4}-\frac{n-r}{2}} \times  \tag{6.8}\\
& \quad\left(1-\frac{t_{n}}{n}\right)^{\left(1-\rho(\tilde{\sigma}, \tilde{\tau})^{2}\right)^{\frac{(n-r)^{2}}{4}}} \prod_{u \in[r]}\left(1+\frac{t_{n}}{n}\right)^{\left.n \frac{S_{u,+(\tilde{\sigma}, \tilde{\tau})}^{n}}{\left(1-\frac{t_{n}}{n}\right.}\right)^{n \frac{S_{u,-(\tilde{\sigma}, \tilde{\tau})}^{n}}{n}} .}
\end{align*}
$$

It is easy to see that for any fixed $u \in[r]$ and $\sigma_{u}^{(1)}, \sigma_{u}^{(2)}$ when $\tilde{\sigma}$ and $\tilde{\tau}$ are chosen independently and uniformly over $\{ \pm 1\}$ for each vertex $v \notin[r]$, both $\frac{S_{u, \pm}(\tilde{\sigma}, \tilde{\tau})}{n} \xrightarrow{\text { a.s. }} \frac{1}{2}$. On the other hand $\left|S_{u, \pm}\right| \leq n$. So both the quantities

$$
\prod_{u \in[r]}\left(1+\frac{t_{n}}{n}\right)^{n \frac{S_{u,+(\tilde{\sigma}, \tilde{\tau})}^{n}}{n}}
$$
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and

$$
\prod_{u \in[r]}\left(1-\frac{t_{n}}{n}\right)^{n \frac{S_{u,-(\tilde{\sigma}, \tilde{\tau})}^{n}}{n}}
$$

are uniformly bounded over $\tilde{\sigma}, \tilde{\tau}$ and converge almost surely to $\exp \left(\frac{t r}{2}\right)$ and $\exp \left(-\frac{t r}{2}\right)$ under uniform independent assignment.

Now $S_{+}^{\text {fix }}$ and $S_{-}^{\text {fix }}$ are both bounded by $r^{2}$ also $t_{n}=(1+o(1)) t$. So

$$
\left(1+\frac{t_{n}}{n}\right)^{S_{+}^{\mathrm{fix}}}\left(1-\frac{t_{n}}{n}\right)^{S_{-}^{\mathrm{fix}}}=(1+o(1))
$$

On the other hand one can repeat the arguments in the proof of Lemma 5.1 to conclude that

$$
\sum_{\tilde{\sigma}, \tilde{\tau}}\left(1+\frac{t_{n}}{n}\right)^{\left(1+\rho(\tilde{\sigma}, \tilde{\tau})^{2}\right) \frac{(n-r)^{2}}{4}-\frac{n-r}{2}}\left(1-\frac{t_{n}}{n}\right)^{\left(1-\rho(\tilde{\sigma}, \tilde{\tau})^{2}\right) \frac{(n-r)^{2}}{4}} \rightarrow \frac{1}{\sqrt{1-t}} \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\}
$$

Combining all the arguments one gets the first expression in (6.8) converges to

$$
\begin{aligned}
& \frac{1}{\sqrt{1-t}} \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} \exp \left(\frac{t r}{2}\right) \exp \left(-\frac{t r}{2}\right) \\
& =\frac{1}{\sqrt{1-t}} \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\} .
\end{aligned}
$$

As a result

$$
\sum_{G} \sum_{\tilde{\sigma}, \tilde{\tau}} \mathbb{P}_{n}(\tilde{\sigma}) \mathbb{P}_{n}(\tilde{\tau}) \frac{\mathbb{P}_{n}\left(G \mid \sigma^{(1)}, \tilde{\sigma}\right) \mathbb{P}_{n}\left(G \mid \sigma^{(2)}, \tilde{\tau}\right)}{\mathbb{P}_{n}^{\prime}(G)}=(1+o(1)) \frac{1}{\sqrt{1-t}} \exp \left\{-\frac{t}{2}-\frac{t^{2}}{4}\right\}
$$

irrespective of the value of $\sigma^{(1)}$ and $\sigma^{(2)}$. So the final expression in (6.1) goes to 0 . Hence the proof is complete.

We now prove the following easy consequence of Proposition 6.1 which states that the posterior distribution of a single label is essentially unchanged if we know a bounded number of other labels.

Lemma 6.1. Suppose $S$ is a set of finite cardinality $r, u \notin S$ be a fixed node and $\pi$ gives probability $\frac{1}{2}$ to both $\pm 1$. Then under the conditions of Proposition 6.1

$$
\mathrm{E}\left[\mathrm{TV}\left(\mathbb{P}_{n}\left(\sigma_{u} \mid G, \sigma_{S}\right), \pi\right) \mid \sigma_{S}\right]=o(1)
$$

Proof. Observe that $\mathbb{P}_{n}\left(\sigma_{u}=i\right)=\pi(i)$ from the model assumption. So

$$
\begin{align*}
& \mathrm{E}\left[\mathrm{TV}\left(\mathbb{P}_{n}\left(\sigma_{u} \mid G, \sigma_{S}\right), \pi\right) \mid \sigma_{S}\right] \\
& =\sum_{G} \sum_{i= \pm 1}\left|\mathbb{P}_{n}\left(\sigma_{u}=i \mid G, \sigma_{S}\right)-\mathbb{P}_{n}\left(\sigma_{u}=i\right)\right| \mathbb{P}_{n}\left(G \mid \sigma_{S}\right) \\
& =\sum_{i= \pm 1} \mathbb{P}_{n}\left(\sigma_{u}=i\right) \sum_{G}\left|\frac{\mathbb{P}_{n}\left(\sigma_{u}=i \mid G, \sigma_{S}\right)}{\mathbb{P}_{n}\left(\sigma_{u}=i\right)}-1\right| \mathbb{P}_{n}\left(G \mid \sigma_{S}\right)  \tag{6.9}\\
& =\sum_{i= \pm 1} \mathbb{P}_{n}\left(\sigma_{u}=i\right) \sum_{G}\left|\frac{\mathbb{P}_{n}\left(\sigma_{u}=i \cap G \cap \sigma_{S}\right) \mathbb{P}_{n}\left(\sigma_{S}\right)}{\mathbb{P}_{n}\left(\sigma_{u}=i \cap \sigma_{S}\right) \mathbb{P}_{n}\left(G \cap \sigma_{S}\right)}-1\right| \mathbb{P}_{n}\left(G \mid \sigma_{S}\right) \\
& =\sum_{i= \pm 1} \mathbb{P}_{n}\left(\sigma_{u}=i\right) \sum_{G}\left|\frac{\mathbb{P}_{n}\left(G \mid \sigma_{S}, \sigma_{u}=i\right)}{\mathbb{P}_{n}\left(G \mid \sigma_{S}\right)}-1\right| \mathbb{P}_{n}\left(G \mid \sigma_{S}\right)
\end{align*}
$$
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Observe that

$$
\mathbb{P}_{n}\left(G \mid \sigma_{S}\right)=\frac{1}{2}\left(\mathbb{P}_{n}\left(G \mid \sigma_{S}, \sigma_{u}=1\right)+\mathbb{P}_{n}\left(G \mid \sigma_{S}, \sigma_{u}=-1\right)\right)
$$

As a consequence, the final expression of the right hand side of (6.9) becomes

$$
\frac{1}{2} \sum_{i= \pm 1} \mathbb{P}_{n}\left(\sigma_{u}=i\right) \mathrm{TV}\left(\mathbb{P}_{n}\left(G \mid \sigma_{S}, \sigma_{u}=i\right), \mathbb{P}_{n}\left(G \mid \sigma_{S}, \sigma_{u}=-i\right)\right)
$$

So the proof is complete by applying Proposition 6.1.

With Proposition 6.1 and Lemma 6.1 in hand, we now give a proof of Theorem 2.2.

## Proof of Theorem 2.2:

Let $\hat{\sigma}$ be any estimate of the labeling of the nodes, $\sigma$ be the true labeling and $f:\{1,2\} \rightarrow$ $\{ \pm 1\}$ be the function such that $f(1)=1$ and $f(2)=-1$.

It is elementary to check that

$$
\begin{equation*}
\frac{1}{2} \operatorname{ov}(\sigma, \hat{\sigma})=\frac{1}{n}\left[N_{11}+N_{22}-\frac{1}{n}\left(N_{1} \cdot N_{\cdot 1}\right)-\frac{1}{n}\left(N_{2} \cdot N_{\cdot 2}\right)\right] . \tag{6.10}
\end{equation*}
$$

Here

$$
\begin{align*}
N_{i j} & =\left|\sigma^{-1}\{f(i)\} \cap \hat{\sigma}^{-1}\{f(j)\}\right| \\
N_{i .} & =\left|\sigma^{-1}\{f(i)\}\right|  \tag{6.11}\\
N_{\cdot j} & =\left|\hat{\sigma}^{-1}\{f(j)\}\right| .
\end{align*}
$$

So it is sufficient to prove that

$$
\frac{1}{n^{2}} \mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i}-\frac{1}{n} N_{i \cdot} \cdot N_{\cdot i}\right]^{2}=\frac{1}{n^{2}} \mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i}^{2}-\frac{2}{n} N_{i i} N_{i \cdot} N_{\cdot i}+\frac{1}{n^{2}} N_{i .}^{2} N_{\cdot i}^{2}\right] \rightarrow 0 \quad i \in\{1,2\} .
$$

Now

$$
\begin{align*}
\mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i}^{2}\right] & =\mathrm{E}_{\mathbb{P}_{n}}\left[\sum_{u, v} I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}} I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\right] \\
& =\mathrm{E}_{\mathbb{P}_{n}}\left[\mathrm{E}\left[\sum_{u, v} I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}} I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\right] \mid G\right]  \tag{6.12}\\
& =\mathrm{E}_{\mathbb{P}_{n}}\left[\mathrm{E}\left[\sum_{u, v} I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}}\right] I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}} \mid G\right]
\end{align*}
$$

The last step follows from the fact that $\hat{\sigma}$ is a function of $G$. Now

$$
\begin{aligned}
\mathrm{E}\left[I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}} \mid G\right] & =\mathrm{E}\left[I_{\left\{\sigma_{u}=f(i)\right\}} \mid G, \sigma_{v}=f(i)\right] \mathbb{P}_{n}\left(\sigma_{v}=f(i) \mid G\right) \\
& =(\pi(f(i))+o(1)) \mathbb{P}_{n}\left(G \mid \sigma_{v}=f(i)\right) \frac{\mathbb{P}_{n}\left(\sigma_{v}=f(i)\right)}{\mathbb{P}_{n}(G)} \\
& =\left(\pi^{2}(f(i))+o(1)\right) \frac{\mathbb{P}_{n}\left(G \mid \sigma_{v}=f(i)\right)}{\mathbb{P}_{n}(G)}
\end{aligned}
$$
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Here the second step follows from Lemma 6.1. Now,

$$
\begin{align*}
& \left|\mathrm{E}_{\mathbb{P}_{n}}\left[\mathrm{E} \sum_{u, v}\left(I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}}-\pi^{2}(f(i))\right) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}} \mid G\right]\right| \\
& \leq \mathrm{E}_{\mathbb{P}_{n}}\left[\sum_{u, v}\left|\mathrm{E}\left[\left(I_{\left\{\sigma_{u}=f(i)\right\}} I_{\left\{\sigma_{v}=f(i)\right\}}-\pi^{2}(f(i))\right) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}} \mid G\right]\right|\right] \\
& =\mathrm{E}_{\mathbb{P}_{n}}\left[\sum_{u, v}\left|\pi^{2}(f(i)) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\left(\frac{\mathbb{P}_{n}\left(G \mid \sigma_{v}=f(i)\right)}{\mathbb{P}_{n}(G)}-1\right)+o(1)\right|\right]  \tag{6.13}\\
& \leq \sum_{u, v} \sum_{G}\left|\mathbb{P}_{n}\left(G \mid \sigma_{v}=f(i)\right)-\mathbb{P}_{n}(G)\right|+o\left(n^{2}\right) \\
& =o\left(n^{2}\right)
\end{align*}
$$

Here the last step follows from Proposition 6.1.
So we have

$$
\begin{equation*}
\mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i}^{2}\right]=\sum_{u, v} \mathrm{E}_{\mathbb{P}_{n}}\left[\pi^{2}(f(i)) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\right]+o\left(n^{2}\right) \tag{6.14}
\end{equation*}
$$

Similar calculations will prove that

$$
\begin{equation*}
\mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i} N_{i} \cdot N_{\cdot i}\right]=n \sum_{u, v} \mathrm{E}_{\mathbb{P}_{n}}\left[\pi^{2}(f(i)) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\right]+o\left(n^{3}\right) \tag{6.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}_{\mathbb{P}_{n}}\left[N_{i}^{2} . N_{\cdot i}^{2}\right]=n^{2} \sum_{u, v} \mathrm{E}_{\mathbb{P}_{n}}\left[\pi^{2}(f(i)) I_{\left\{\hat{\sigma}_{u}=f(i)\right\}} I_{\left\{\hat{\sigma}_{v}=f(i)\right\}}\right]+o\left(n^{4}\right) \tag{6.16}
\end{equation*}
$$

Plugging in these estimates we have

$$
\frac{1}{n^{2}} \mathrm{E}_{\mathbb{P}_{n}}\left[N_{i i}-\frac{1}{n} N_{i \cdot} N_{\cdot i}\right]^{2}=o(1)
$$

This completes the proof.
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## 7 Appendix

### 7.1 More general words and their equivalence classes

Here we only give a very brief description about the combinatorial aspects of random matrix theory required to prove Lemma 4.3. For more general information one should look at Chapter 1 of Anderson et al. [5] and Anderson and Zeiouni [4]. The definitions in this section have been taken from Anderson et al. [5] and Anderson and Zeitouni [4].

Definition 7.1. ( $\mathcal{S}$ words) Given a set $\mathcal{S}$, an $\mathcal{S}$ letter $s$ is simply an element of $\mathcal{S}$. An $\mathcal{S}$ word $w$ is a finite sequence of letters $s_{1} \ldots s_{n}$, at least one letter long. An $\mathcal{S}$ word $w$ is closed if its first and last letters are the same. Two $\mathcal{S}$ words $w_{1}, w_{2}$ are called equivalent, denoted $w_{1} \sim w_{2}$, if there is a bijection on $\mathcal{S}$ that maps one into the other.

When $\mathcal{S}=\{1, \ldots, N\}$ for some finite $N$, we use the term $N$ word. Otherwise, if the set $\mathcal{S}$ is clear from the context, we refer to an $\mathcal{S}$ word simply as a word.

For any word $w=s_{1} \ldots s_{k}$, we use $l(w)=k$ to denote the length of $w$, define the weight $w t(w)$ as the number of distinct elements of the set $s_{1}, \ldots, s_{k}$ and the support of $w$, denoted $\operatorname{by} \operatorname{supp}(w)$, as the set of letters appearing in $w$. With any word $w$ we may associate an undirected graph, with $w t(w)$ vertices and $l(w)--1$ edges, as follows.

Definition 7.2. (Graph associated with a word) Given a word $w=s_{1} \ldots s_{k}$, we let $G_{w}=\left(V_{w}, E_{w}\right)$ be the graph with set of vertices $V_{w}=\operatorname{supp}(w)$ and (undirected) edges $E_{w}=\left\{\left\{s_{i}, s_{i}+1\right\}, i=1, \ldots, k-1\right\}$.

The graph $G_{w}$ is connected since the word $w$ defines a path connecting all the vertices of $G_{w}$, which further starts and terminates at the same vertex if the word is closed. For $e \in E_{w}$, we use $N_{e}^{w}$ to denote the number of times this path traverses the edge $e$ (in any direction). We note that equivalent words generate the same graphs $G_{w}$ (up to graph isomorphism) and the same passage-counts $N_{e}^{w}$.
Definition 7.3. (sentences and corresponding graphs) A sentence $a=\left[w_{i}\right]_{i=1}^{n}=$ $\left[\left[\alpha_{i, j}\right]_{j=1}^{l\left(w_{i}\right)}\right]_{i=1}^{n}$ is an ordered collection of $n$ words of length $\left(l\left(w_{1}\right), \ldots, l\left(w_{n}\right)\right)$ respectively. We define the graph $G_{a}=\left(V_{a}, E_{a}\right)$ to be the graph with

$$
\left.V_{a}=\operatorname{supp}(a), E_{a}=\left\{\left\{\alpha_{i, j}, \alpha_{i, j+1}\right\} \mid i=1, \ldots, n ; j=1, \ldots, l\left(w_{i}\right)-1\right\}\right\} .
$$

Definition 7.4. (weak CLT sentences) A sentence $a=\left[w_{i}\right]_{i=1}^{n}$ is called a weak CLT sentence. If the following conditions are true:

1. All the words $w_{i}$ 's are closed.
2. Jointly the words $w_{i}$ visit edge of $G_{a}$ at least twice.
3. For each $i \in\{1, \ldots, n\}$, there is another $j \neq i \in\{1, \ldots, n\}$ such that $G_{w_{i}}$ and $G_{w_{j}}$ have at least one edge in common.

Note that these definitions are consistent with the ones given in Section 4. However, in Section 4, we defined these only for some specific cases required to solve the problem.

In order to prove Lemma 4.3, we require the following result from Anderson et al. [5].
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Lemma 7.1. (Lemma 2.1.23 in Anderson et al. [5]) Let $\mathcal{W}_{k, t}$ denote the equivalence classes corresponding to all closed words $w$ of length $k+1$ with $\mathrm{wt}(w)=t$ such that each edge in $G_{w}$ have been traversed at least twice. Then for $k>2 t-2$,

$$
\# \mathcal{W}_{k, t} \leq 2^{k} k^{3(k-2 t+2)}
$$

Assuming Lemma 7.1 we now prove Lemma 4.3.
Proof of Lemma 4.3: Let $a=\left[w_{i}\right]_{i=1}^{m}$ be a weak CLT sentence such that $G_{a}$ have $\mathcal{C}(a)$ many connected components. At first we introduce a partition $\eta(a)$ in the following way. We put $i$ and $j$ in same block of $\eta(a)$ if $G_{w_{i}}$ and $G_{w_{j}}$ share an edge. At first we fix such a partition $\eta$ and consider all the sentences such that $\eta(a)=\eta$. Let $\mathcal{C}(\eta)$ be the number of blocks in $\eta$. It is easy to observe that for any $a$ with $\eta(a)=\eta$, we have $\mathcal{C}(\eta)=\mathcal{C}(a)$. From now on we denote $\mathcal{C}(\eta)$ by $\mathcal{C}$ for convenience.

Let $a$ be any weak CLT sentence such that $\eta(a)=\eta$. We now propose an algorithm to embed $a$ into $\mathcal{C}$ ordered closed words $\left(W_{1}, \ldots, W_{\mathcal{C}}\right)$ such that the equivalence class of each $W_{i}$ belongs to $\mathcal{W}_{L_{i}, t_{i}}$ for some numbers $L_{i}$ and $t_{i}$.

A similar type of argument can be found in Claim 3 of the proof of Theorem 2.2 in Banerjee and Bose(2017) [6].
An embedding algorithm: Let $B_{1}, \ldots, B_{\mathcal{C}}$ be the blocks of the partition $\eta$ ordered in the following way. Let $m_{i}=\min \left\{j: j \in B_{i}\right\}$ and we order the blocks $B_{i}$ such that $m_{1}<m_{2} \ldots<m_{\mathcal{C}}$. Given a partition $\eta$ this ordering is unique. Let

$$
B_{i}=\left\{i(1)<i(2)<\ldots<i\left(l\left(B_{i}\right)\right)\right\} .
$$

Here $l\left(B_{i}\right)$ denotes the number of elements in $B_{i}$.
For each $B_{i}$ we embed the sentence $a_{i}=\left[w_{i(j)}\right]_{1 \leq j \leq l\left(B_{i}\right)}$ into $W_{i}$ sequentially in the following manner.

1. Let $S_{1}=\{i(1)\}$ and $\mathfrak{w}_{1}=w_{i(1)}$.
2. For each $1 \leq c \leq l\left(B_{i}\right)-1$ we perform the following.

- Consider $\mathfrak{w}_{c}=\left(\alpha_{1, c}, \ldots, \alpha_{l\left(\mathfrak{w}_{c}\right), c}\right)$ and $S_{c} \subset B_{i}$. Let $n e \in B_{i} \backslash S_{c}$ be the minimum index such that the following two conditions hold.
(a) $G_{\mathfrak{w}_{c}}$ and $G_{w_{n e}}$ shares at least one edge $e=\left\{\alpha_{\kappa_{1}, c}, \alpha_{\kappa_{1}+1, c}\right\}$.
(b) $\kappa_{1}$ is minimum among all such choices.
- Let $w_{n e}=\left(\beta_{1, c}, \ldots, \beta_{l\left(w_{n e}\right), c}\right)$ and $\left\{\beta_{\kappa_{2}, c}, \beta_{\kappa_{2}+1, c}\right\}$ be the first time $e$ appears in $w_{n e}$. As $\left\{\beta_{\kappa_{2}, c}, \beta_{\kappa_{2}+1, c}\right\}=\left\{\alpha_{\kappa_{1}, c}, \alpha_{\kappa_{1}+1, c}\right\}, \alpha_{\kappa_{1}, c}$ is either equal to $\beta_{\kappa_{2}, c}$ or $\beta_{\kappa_{2}, c}$. Let $\kappa_{3} \in\left\{\kappa_{2}, \kappa_{2}+1\right\}$ such that $\alpha_{\kappa_{1}, c}=\beta_{\kappa_{3}, c}$. If $\beta_{\kappa_{2}, c}=\beta_{\kappa_{2}+1, c}$, then we simply take $\kappa_{3}=\kappa_{2}$.
- We now generate $\mathfrak{w}_{c+1}$ in the following way

$$
\mathfrak{w}_{c+1}=\left(\alpha_{1, c}, \ldots, \alpha_{\kappa_{1}, c}, \beta_{\kappa_{3}+1, c}, \ldots, \beta_{l\left(w_{n e}\right), c}, \beta_{2, c}, \ldots, \beta_{\kappa_{3}, c}, \alpha_{\kappa_{1}+1, c}, \ldots, \alpha_{l\left(\mathfrak{w}_{c}\right), c}\right) .
$$

Let $\tilde{a}_{c}:=\left(\mathfrak{w}_{c}, w_{n e}\right)$. It is easy to observe by induction that all $\mathfrak{w}_{c}{ }^{\prime}$ s are closed words and so are all the $w_{n e}$ 's. Also all the edges in the graph $G_{\tilde{a}_{c}}$ are preserved along with their passage counts in $G_{\mathfrak{w}_{c+1}}$.

- Generate $S_{c+1}=S_{c} \cup\{n e\}$.

3. Return $W_{i}=\mathfrak{w}_{l\left(B_{i}\right)}$.

In the preceding algorithm we have actually defined a function $f$ which maps any weak CLT sentence $a$ into $\mathcal{C}$ ordered closed words ( $W_{1}, \ldots, W_{\mathcal{C}}$ ) such that the equivalence class of each $W_{i}$ belongs to $\mathcal{W}_{L_{i}, t_{i}}$ for some numbers $L_{i}$ and $t_{i}$. Observe that given
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two words $\mathfrak{w}_{1}$ and $\mathfrak{w}_{2}$, application of step 2 gives rise to a closed word $\mathfrak{w}_{3}$ where $l\left(\mathfrak{w}_{3}\right)=l\left(\mathfrak{w}_{1}\right)+l\left(\mathfrak{w}_{2}\right)-1$. So

$$
\begin{align*}
L_{i} & =\sum_{j \in B_{i}} l\left(w_{j}\right)-\left(l\left(B_{i}\right)-1\right)<\sum_{j \in B_{i}} l\left(w_{j}\right) . \\
\Rightarrow L_{i}+1 & \leq \sum_{j \in B_{i}} l\left(w_{j}\right)  \tag{7.1}\\
\Rightarrow L_{i}+1-2 t_{i} & \leq \sum_{j \in B_{i}} l\left(w_{j}\right)-2 t_{i} .
\end{align*}
$$

Unfortunately $f$ is not an injective map. So given $\left(W_{1}, \ldots, W_{\mathcal{C}}\right)$ we find an upper bound to the cardinality of the following set

$$
f^{-1}\left(W_{1}, \ldots, W_{\mathcal{C}}\right):=\left\{a \mid f(a)=\left(W_{1}, \ldots, W_{\mathcal{C}}\right)\right\}
$$

We have argued earlier $\mathcal{C}$ is the number of blocks in $\eta$. However, in general $\left(W_{1}, \ldots, W_{\mathcal{C}}\right)$ does neither specify the partition $\eta$ nor the order in which the words are concatenated with in each block $B_{i}$ of $\eta$. So we fix a partition $\eta$ with $\mathcal{C}$ many blocks and an order of concatenation $\mathcal{O}$. Observe that

$$
\mathcal{O}=\left(\sigma_{1}(\eta), \ldots, \sigma_{\mathcal{C}}(\eta)\right)
$$

where for each $i, \sigma_{i}(\eta)$ is a permutation of the elements in $B_{i}$. Now we give an uniform upper bound to the cardinality of the following set

$$
f_{\eta, \mathcal{O}}^{-1}\left(W_{1}, \ldots, W_{\mathcal{C}}\right):=\left\{a \mid \eta(a)=\eta ; \mathcal{O}(a)=\mathcal{O} \quad \& f(a)=\left(W_{1}, \ldots, W_{\mathcal{C}}\right)\right\}
$$

According to the algorithm any word $W_{i}$ is formed by recursively applying step 2 to $\left(\mathfrak{w}_{c}, w_{n e}\right)$ for $1 \leq c \leq l\left(B_{i}\right)$. Given a word $\mathfrak{w}_{3}=\left(\alpha_{1}, \ldots, \alpha_{l\left(\mathfrak{w}_{3}\right)}\right)$, we want to find out the number of two word sentences $\left(\mathfrak{w}_{1}, \mathfrak{w}_{2}\right)$ such that applying step 2 of the algorithm on $\left(\mathfrak{w}_{1}, \mathfrak{w}_{2}\right)$ gives $\mathfrak{w}_{3}$ as an output. This is equivalent to choose three positions $i_{1}<i_{2}<i_{3}$ from the set $\left\{1, \ldots, l\left(\mathfrak{w}_{3}\right)\right\}$ such that $\alpha_{i_{1}}=\alpha_{i_{3}}$. Once these three positions are chosen, $\left(\mathfrak{w}_{1}, \mathfrak{w}_{2}\right)$ can be constructed uniquely in the following manner

$$
\begin{aligned}
\mathfrak{w}_{1} & =\left(\alpha_{1}, \ldots, \alpha_{i_{1}}, \alpha_{i_{3}+1}, \ldots, \alpha_{l\left(\mathfrak{w}_{3}\right)}\right) \\
\mathfrak{w}_{2} & =\left(\alpha_{i_{2}}, \ldots, \alpha_{i_{3}}, \alpha_{i_{1}+1}, \ldots, \alpha_{i_{2}}\right)
\end{aligned}
$$

Total number of choices $i_{1}<i_{2}<i_{3}$ is bounded by $l\left(\mathfrak{w}_{3}\right)^{3} \leq\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3}$. For each block $B_{i}$, step 2 of the algorithm has been used $l\left(B_{i}\right)$ many times. So

$$
f_{\eta, \mathcal{O}}^{-1}\left(W_{1}, \ldots, W_{\mathcal{C}}\right) \leq\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3 \sum_{i=1}^{\mathcal{C}} l\left(B_{i}\right)}=\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3 m}
$$

On the other hand, there are at most $m^{m}$ many $\eta$ 's and for each $\eta$ there are at most $\prod_{i=1}^{\mathcal{C}} l\left(B_{i}\right)!\leq m^{m}$ choices of $\mathcal{O}$. So

$$
\begin{equation*}
f^{-1}\left(W_{1}, \ldots, W_{\mathcal{C}}\right) \leq m^{2 m}\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3 m} \leq\left(D_{1} \sum_{i=1}^{m} l\left(w_{i}\right)\right)^{D_{2} m} \tag{7.2}
\end{equation*}
$$

for some known constants $D_{1}$ and $D_{2}$. Now we fix the sequence ( $L_{i}, t_{i}$ ) and find an upper bound to the number of $\left(W_{1}, \ldots, W_{\mathcal{C}}\right)$. From Lemma 7.1 we know the number of
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choices of $W_{i}$ is bounded by $2^{L_{i}-1}\left(L_{i}-1\right)^{L_{i}-2 t_{i}+1} n^{t_{i}}$. So the total number of choices for $\left(W_{1}, \ldots, W_{\mathcal{C}}\right)$ is bounded by

$$
\begin{equation*}
2^{\sum_{i=1}^{\mathcal{c}} L_{i}} \prod_{i=1}^{\mathcal{C}}\left(L_{i}-1\right)^{3\left(L_{i}-2 t_{i}+1\right)} n^{t_{i}} \leq 2^{\sum_{i=1}^{m} l\left(w_{i}\right)} n^{t}\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3\left(\sum_{i=1}^{m} l\left(w_{i}\right)-2 t\right)} \tag{7.3}
\end{equation*}
$$

Now the number of choices $\left(L_{i}, t_{i}\right)$ such that $\sum_{i=1}^{\mathcal{C}} L_{i}=\sum_{i=1}^{m} l\left(w_{i}\right)-\sum_{i=1}^{\mathcal{C}}\left(l\left(B_{i}\right)-1\right)$ and $\sum_{i=1}^{\mathcal{C}} t_{i}=t$ are bounded by

$$
\begin{equation*}
\binom{\sum_{i=1}^{m} l\left(w_{i}\right)-\sum_{i=1}^{\mathcal{C}}\left(l\left(B_{i}\right)-1\right)-1}{\mathcal{C}-1}\binom{t-1}{\mathcal{C}-1} \leq\binom{\sum_{i=1}^{m} l\left(w_{i}\right)-1}{\mathcal{C}-1}\binom{t-1}{\mathcal{C}-1} \leq\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{2 m} \tag{7.4}
\end{equation*}
$$

Here the inequality follows since $\mathcal{C} \leq m$ and $t<\sum_{i=1}^{m} \frac{l\left(w_{i}\right)-1}{2}$. Finally we using the fact that $1 \leq \mathcal{C} \leq m$ and combining (7.2), (7.3) and (7.4) we finally have

$$
\begin{align*}
& \# \mathcal{A} \leq\left(D_{1} \sum_{i=1}^{m} l\left(w_{i}\right)\right)^{D_{2} m} \times 2^{\sum_{i=1}^{m} l\left(w_{i}\right)} n^{t}\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{3\left(\sum_{i=1}^{m} l\left(w_{i}\right)-2 t\right)} \times\left(\sum_{i=1}^{m} l\left(w_{i}\right)\right)^{2 m} \\
\Rightarrow & \# \mathcal{A} \leq 2^{\sum_{i} l\left(w_{i}\right)}\left(C_{1} \sum_{i} l\left(w_{i}\right)\right)^{C_{2} m}\left(\sum_{i} l\left(w_{i}\right)\right)^{3\left(\sum_{i} l\left(w_{i}\right)-2 t\right)} n^{t} \tag{7.5}
\end{align*}
$$

as required.
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