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#### Abstract

In this article we present applications of Hardy-type and refined Hardy-type inequalities for a generalized fractional integral operator involving the Mittag-Leffler function in its kernel and for the Hilfer fractional derivative using convex and monotone convex functions.


## 1. Introduction

Let $\left(\Sigma_{1}, \Omega_{1}, \mu_{1}\right)$ and $\left(\Sigma_{2}, \Omega_{2}, \mu_{2}\right)$ be measure spaces with positive $\sigma$-finite measures. Let $U(f, k)$ denote the class of functions $g: \Omega_{1} \rightarrow \mathbb{R}$ with the representation

$$
g(x)=\int_{\Omega_{2}} k(x, t) f(t) d \mu_{2}(t),
$$

and let $A_{k}$ be an integral operator defined by

$$
\begin{equation*}
A_{k} f(x):=\frac{g(x)}{K(x)}=\frac{1}{K(x)} \int_{\Omega_{2}} k(x, t) f(t) d \mu_{2}(t) \tag{1.1}
\end{equation*}
$$

where $k: \Omega_{1} \times \Omega_{2} \rightarrow \mathbb{R}$ is measurable and a nonnegative kernel, $f: \Omega_{2} \rightarrow \mathbb{R}$, is a measurable function, and

$$
\begin{equation*}
0<K(x):=\int_{\Omega_{2}} k(x, t) d \mu_{2}(t), \quad x \in \Omega_{1} . \tag{1.2}
\end{equation*}
$$

[^0]Theorem 1.4. Let $\left(\Omega_{1}, \Sigma_{1}, \mu_{1}\right)$ and $\left(\Omega_{2}, \Sigma_{2}, \mu_{2}\right)$ be measure spaces with $\sigma$-finite measures, let $u$ be a weight function on $\Omega_{1}$, and let $k$ be a nonnegative measurable function on $\Omega_{1} \times \Omega_{2}$. Assume that the function $x \mapsto u(x) \frac{k(x, t)}{g_{2}(x)}$ is integrable on $\Omega_{1}$ for each fixed $t \in \Omega_{2}$. Define $p$ on $\Omega_{2}$ by

$$
p(t):=f_{2}(t) \int_{\Omega_{1}} u(x) \frac{k(x, t)}{g_{2}(x)} d \mu_{1}(x)<\infty .
$$

If $\Phi: I \rightarrow \mathbb{R}$ is a convex function and if $\frac{g_{1}(x)}{g_{2}(x)}, \frac{f_{1}(t)}{f_{2}(t)} \in I$, then the inequality

$$
\begin{equation*}
\int_{\Omega_{1}} u(x) \Phi\left(\frac{g_{1}(x)}{g_{2}(x)}\right) d \mu_{1}(x) \leq \int_{\Omega_{2}} p(t) \Phi\left(\frac{f_{1}(t)}{f_{2}(t)}\right) d \mu_{2}(t) \tag{1.6}
\end{equation*}
$$

holds for all $g_{i} \in U\left(f_{i}, k\right)(i=1,2)$ and for all measurable functions $f_{i}: \Omega_{2} \rightarrow \mathbb{R}$ ( $i=1,2$ ).
Remark 1.5. If $\Phi$ is strictly convex on $I$ and if $\frac{f_{1}(x)}{f_{2}(x)}$ is nonconstant, then the inequality given in (1.6) is strict.

Definition 1.6. Let $\Phi: I \rightarrow \mathbb{R}$ be a convex function. Then the subdifferential of $\Phi$ in $x$ is denoted by $\partial \Phi(x)$ and is defined as

$$
\partial \Phi(x)=\{y \in \mathbb{R}: y \text { is the slope of a support line at } x\}
$$

The new refined general weighted Hardy-type inequality that has a nonnegative kernel and that is related to an arbitrary convex function is given in the following theorem (see [3]).
Theorem 1.7. Let the assumptions of Theorem 1.3 be satisfied. Moreover, if $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and if $\varphi: I \rightarrow \mathbb{R}$ is any function such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$, then the inequality

$$
\begin{aligned}
& \int_{\Omega_{2}} v(t) \Phi(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \Phi\left(A_{k} f(x)\right) d \mu_{1}(x) \\
& \left.\quad \geq \int_{\Omega_{1}} \frac{u(x)}{K(x)} \int_{\Omega_{2}} k(x, t)| | \Phi(f(t))-\Phi\left(A_{k} f(x)\right) \right\rvert\, \\
& \quad-\left|\varphi\left(A_{k} f(x)\right)\right| \cdot\left|f(t)-A_{k} f(x)\right| \mid d \mu_{2}(t) d \mu_{1}(x)
\end{aligned}
$$

holds for all measurable functions $f: \Omega_{2} \rightarrow \mathbb{R}$ such that $f(t) \in I$ for all $t \in \Omega_{2}$. If $\Phi$ is a monotone convex function on an interval $I \subseteq \mathbb{R}$, then the inequality

$$
\begin{aligned}
& \int_{\Omega_{2}} v(t) \Phi(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \Phi\left(A_{k} f(x)\right) d \mu_{1}(x) \\
& \geq \geq \left\lvert\, \int_{\Omega_{1}} \frac{u(x)}{K(x)} \int_{\Omega_{2}} \operatorname{sgn}\left(f(t)-A_{k} f(x)\right) k(x, t)\left[\Phi(f(t))-\Phi\left(A_{k} f(x)\right)\right.\right. \\
& \left.\quad-\left|\varphi\left(A_{k} f(x)\right)\right| \cdot\left(f(t)-A_{k} f(x)\right)\right] d \mu_{2}(t) d \mu_{1}(x) \mid
\end{aligned}
$$

holds for all measurable functions $f: \Omega_{2} \rightarrow \mathbb{R}$ such that $f(t) \in I$ for all fixed $t \in \Omega_{2}$, where $A_{k} f$ is defined by (1.1).

In the following theorem, we give a refinement of a Hardy-type inequality obtained by Kaijser et al. in [11].

Theorem 1.8. Let $u:(0, b) \rightarrow \mathbb{R}$ be a weight function such that the functions $x \mapsto \frac{u(x)}{x} \cdot \frac{k(x, t)}{K(x)}$ are integrable on $(t, b)$ for each fixed $t \in(0, b)$, and let the function $w:(0, b) \rightarrow \mathbb{R}$ be defined by

$$
w(t)=t \int_{t}^{b} \frac{k(x, t)}{K(x)} u(x) \frac{d x}{x},
$$

where $0<b \leq \infty$ and $k:(0, b) \times(0, b) \rightarrow \mathbb{R}$ is a nonnegative measurable function such that

$$
K(x)=\int_{0}^{x} k(x, t) d t>0, \quad x \in(0, b) .
$$

If $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and if $\varphi: I \rightarrow \mathbb{R}$ is such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$, then the inequality

$$
\begin{align*}
& \int_{0}^{b} w(t) \Phi(f(t)) \frac{d t}{t}-\int_{0}^{b} u(x) \Phi\left(A_{k} f(x)\right) \frac{d x}{x} \\
& \left.\quad \geq \int_{0}^{b} \frac{u(x)}{K(x)} \int_{0}^{x} k(x, t)| | \Phi(f(t))-\Phi\left(A_{k} f(x)\right) \right\rvert\, \\
& \quad-\left|\varphi\left(A_{k} f(x)\right)\right| \cdot\left|f(t)-A_{k} f(x)\right| \left\lvert\, d t \frac{d x}{x}\right. \tag{1.7}
\end{align*}
$$

holds for all measurable functions $f:(0, b) \rightarrow \mathbb{R}$ with values in $I$, where $A_{k} f$ is defined by

$$
A_{k} f(x)=\frac{1}{K(x)} \int_{0}^{x} k(x, t) f(t) d t, \quad x \in(0, b)
$$

If the function $\Phi$ is concave, then the order of integrals on the left-hand side of (1.7) is reversed. If $\Phi$ is monotone convex on the interval $I \subseteq \mathbb{R}$, then the following inequality

$$
\begin{aligned}
& \int_{0}^{b} w(t) \Phi(f(t)) \frac{d t}{t}-\int_{0}^{b} u(x) \Phi\left(A_{k} f(x)\right) \frac{d x}{x} \\
& \geq \geq \left\lvert\, \int_{0}^{b} \frac{u(x)}{K(x)} \int_{0}^{x} \operatorname{sgn}\left(f(t)-A_{k} f(x)\right) k(x, t)\left[\Phi(f(t))-\Phi\left(A_{k} f(x)\right)\right.\right. \\
& \left.\quad-\left|\varphi\left(A_{k} f(x)\right)\right| \cdot\left(f(t)-A_{k} f(x)\right)\right] \left.d t \frac{d x}{x} \right\rvert\,
\end{aligned}
$$

holds for all measurable functions $f:(0, b) \rightarrow \mathbb{R}$ with values in $I$.
The next mean value theorem is given in [4].
Theorem 1.9. Let $\left(\Omega_{1}, \Sigma_{1}, \mu_{1}\right),\left(\Omega_{2}, \Sigma_{2}, \mu_{2}\right)$ be measure spaces with $\sigma$-finite measures, and let $u: \Omega_{1} \rightarrow \mathbb{R}$ be a weight function. Let I be compact interval of $\mathbb{R}$, let
$\tilde{h} \in C^{2}(I)$, and let $f: \Omega_{2} \rightarrow \mathbb{R}$ a measurable function such that $\operatorname{Im} f \subseteq I$. Then there exists $\eta \in I$ such that

$$
\begin{aligned}
& \int_{\Omega_{2}} v(t) \tilde{h}(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \tilde{h}\left(A_{k} f(x)\right) d \mu_{1}(x) \\
& \quad=\frac{\tilde{h}^{\prime \prime}(\eta)}{2}\left[\int_{\Omega_{2}} v(t) f^{2}(t) d \mu_{2}(t)-\int_{\Omega_{1}} u(x)\left(A_{k} f(x)\right)^{2} d \mu_{1}(x)\right],
\end{aligned}
$$

where $A_{k} f$ and $v$ are defined by (1.1) and (1.4), respectively.

## 2. Exponential convexity

We continue with the definition of an exponentially convex function as originally given in [2] by Bernstein.

Definition 2.1. A function $\Phi:(a, b) \rightarrow \mathbb{R}$ is exponentially convex if it is continuous and if

$$
\sum_{i, j=1}^{n} t_{i} t_{j} \Phi\left(x_{i}+x_{j}\right) \geq 0
$$

for all $n \in \mathbb{N}$ and all sequences $\left(t_{n}\right)_{n \in \mathbb{N}}$ and $\left(x_{n}\right)_{n \in \mathbb{N}}$ of real numbers such that $x_{i}+x_{j} \in(a, b), 1 \leq i, j \leq n$.

Lemma 2.2. Let $s \in \mathbb{R}$, and let the function $\varphi_{s}:(0, \infty) \rightarrow \mathbb{R}$ be defined by

$$
\varphi_{s}(x)= \begin{cases}\frac{x^{s}}{s(s-1)}, & s \neq 0,1,  \tag{2.1}\\ -\log x, & s=0 \\ x \log x, & s=1\end{cases}
$$

Then $\varphi_{s}^{\prime \prime}(x)=x^{s-2}$; that is, $\varphi_{s}$ is a convex function.
The following theorem is presented in [4].
Theorem 2.3. Let the conditions of Theorem 1.3 be satisfied, and let $\varphi_{s}$ be defined by (2.1). Let $f$ be a positive function. Then the function $\xi: \mathbb{R} \rightarrow[0, \infty)$ defined by

$$
\xi(s)=\int_{\Omega_{2}} v(t) \varphi_{s}(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \varphi_{s}\left(A_{k} f(x)\right) d \mu_{1}(x)
$$

is exponentially convex.
Theorem 2.4. Let the conditions of Theorem 1.9 be satisfied. Moreover, let $k, \tilde{h} \in$ $C^{2}(I)$ such that $\tilde{h}^{\prime \prime}(x) \neq 0$ for every $x \in I$ and

$$
\int_{\Omega_{2}} v(t) \tilde{h}(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \tilde{h}\left(A_{k} f(x)\right) d \mu_{1}(x) \neq 0 .
$$

Then there exists $\eta \in I$ such that

$$
\frac{k^{\prime \prime}(\eta)}{\tilde{h}^{\prime \prime}(\eta)}=\frac{\int_{\Omega_{2}} v(t) k(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) k\left(A_{k} f(x)\right) d \mu_{1}(x)}{\int_{\Omega_{2}} v(t) \tilde{h}(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \tilde{h}\left(A_{k} f(x)\right) d \mu_{1}(x)} .
$$

Using Theorem 1.3, and bearing in mind (1.5), we define the following positive linear functional:

$$
\begin{equation*}
\Delta_{1}(\Phi)=\int_{\Omega_{2}} v(t) \Phi(f(t)) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \Phi\left(A_{k} f(x)\right) d \mu_{1}(x) \tag{2.2}
\end{equation*}
$$

We also define a linear functional by taking the positive difference of the left-hand side and the right-hand side of the inequality (1.6) given in Theorem 1.4 as

$$
\begin{equation*}
\Delta_{2}(\Phi)=\int_{\Omega_{2}} p(t) \Phi\left(\frac{f_{1}(t)}{f_{2}(t)}\right) d \mu_{2}(t)-\int_{\Omega_{1}} u(x) \Phi\left(\frac{g_{1}(x)}{g_{2}(x)}\right) d \mu_{1}(x) \tag{2.3}
\end{equation*}
$$

First we give some necessary details about the divided differences. Let $I \subseteq \mathbb{R}$ be an interval, and let $f: I \rightarrow \mathbb{R}$ be a function. Then for distinct points $z_{i} \in I$, $i=0,1,2$, the divided differences of first and second order are defined by

$$
\begin{align*}
{\left[z_{i}, z_{i+1} ; f\right] } & =\frac{f\left(z_{i+1}\right)-f\left(z_{i}\right)}{z_{i+1}-z_{i}} \quad(i=0,1), \\
{\left[z_{0}, z_{1}, z_{2} ; f\right] } & =\frac{\left[z_{1}, z_{2} ; f\right]-\left[z_{0}, z_{1} ; f\right]}{z_{2}-z_{0}} \tag{2.4}
\end{align*}
$$

The values of the divided differences are independent of the order of points $z_{0}, z_{1}, z_{2}$ and may be extended to include the cases when some or all points are equal; that is,

$$
\left[z_{0}, z_{0} ; f\right]=\lim _{z_{1} \rightarrow z_{0}}\left[z_{0}, z_{1} ; f\right]=f^{\prime}\left(z_{0}\right)
$$

provided that $f^{\prime}$ exists.
Now passing through the limit $z_{1} \rightarrow z_{0}$ and replacing $z_{2}$ by $z$ in (2.4), we have

$$
\left[z_{0}, z_{0}, z ; f\right]=\lim _{z_{1} \rightarrow z_{0}}\left[z_{0}, z_{1}, z ; f\right]=\frac{f(z)-f\left(z_{0}\right)-\left(z-z_{0}\right) f^{\prime}\left(z_{0}\right)}{\left(z-z_{0}\right)^{2}} z \neq z_{0}
$$

provided that $f^{\prime}$ exists. Also, passing to the limit $z_{i} \rightarrow z(i=0,1,2)$ in (2.4), we have

$$
[z, z, z ; f]=\lim _{z_{i} \rightarrow z}\left[z_{0}, z_{1}, z_{2} ; f\right]=\frac{f^{\prime \prime}(z)}{2}
$$

provided that $f^{\prime \prime}$ exists. One can observe that, for all $z_{0}, z_{1} \in I,\left[z_{0}, z_{1}, f\right] \geq 0$, if $f$ is increasing on $I$, and if, for all $z_{0}, z_{1}, z_{2} \in I,\left[z_{0}, z_{1}, z_{2} ; f\right] \geq 0$, then $f$ is convex on $I$.

Next, we recall the notion of $n$-exponential convexity given in [16].
Definition 2.5. For any open interval $I$ of $\mathbb{R}$, the function $\Phi: I \rightarrow \mathbb{R}$ is $n$-exponentially convex in the Jensen sense on $I$ if

$$
\sum_{i, j=1}^{n} t_{i} t_{j} \Phi\left(\frac{\zeta_{i}+\zeta_{j}}{2}\right) \geq 0
$$

holds for all choices of $t_{i} \in \mathbb{R}, \zeta_{i} \in I, i=1, \ldots, n$. A function $\Phi: I \rightarrow \mathbb{R}$ is $n$-exponentially convex on $I$ if it is $n$-exponentially convex in the Jensen sense and continuous on $I$.

The following theorem is given in [8].

Theorem 2.6. Let $\Gamma=\left\{\Phi_{p}: p \in J\right\}$ be a family of functions defined on $I$ such that the function $p \mapsto\left[z_{0}, z_{1}, z_{2} ; \Phi_{p}\right]$ is $n$-exponentially convex in the Jensen sense on $J$ for every three distinct points $z_{0}, z_{1}, z_{2} \in I$. Let $\Delta_{i}(i=1,2)$ be linear functionals defined by (2.2) and (2.3). Then the function $p \mapsto \Delta_{i}\left(\Phi_{p}\right)(i=1,2)$ is $n$-exponentially convex in the Jensen sense on $J$ if it is continuous on $J$.

The next section deals with applications of results given in Section 1 for the generalized fractional integral operator with the Mittag-Leffler function in its kernel.

## 3. Refined Hardy-type inequalities for the fractional integral operator with generalized Mittag-Leffler FUNCTION IN ITS KERNEL

In this section, first we give the definition of the Mittag-Leffler function (see [14]) and the fractional integral operator involving the generalized Mittag-Leffler function appearing in the kernel (see [19]).

Definition 3.1. Let $\alpha, \beta, \gamma, \delta \in \mathbb{C} ; \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\gamma), \mathfrak{R}(\delta)\}>0 ; p, q>0$, and $q<\mathfrak{R} \alpha+p$. Then the generalized Mittag-Leffler function defined in [19] is given by

$$
\begin{equation*}
E_{\alpha, \beta, p}^{\gamma, \delta, q}(z)=\sum_{n=0}^{\infty} \frac{(\gamma)_{q n}}{\Gamma(\alpha n+\beta)} \frac{z^{n}}{(\delta)_{p n}} \tag{3.1}
\end{equation*}
$$

where $(\gamma)_{n}$ represents the Pochhammer symbol, defined by $(\gamma)_{n}=\gamma(\gamma-1) \times$ $(\gamma-2) \cdots(\gamma-n+1)$. The function (3.1) represents all the previous generalizations of the Mittag-Leffler function by setting the following values.

- $p=q=1$-This reduces to $E_{\alpha, \beta}^{\gamma, \delta}(z)=\sum_{n=0}^{\infty} \frac{(\gamma)_{n}}{\Gamma(\alpha n+\beta)} \frac{z^{n}}{(\delta)_{n}}$ defined by Salim in [18].
- $\delta=p=1$-This represents $E_{\alpha, \beta}^{\gamma, q}(z)=\sum_{n=0}^{\infty} \frac{(\gamma)_{q n}}{\Gamma(\alpha n+\beta)} \frac{z^{n}}{n!}$, which was introduced by Shukla and Prajapati in [20]. In [21] Srivastava and Tomovski investigated the properties of this function and its existence for a wider set of parameters.
- $\delta=p=q=1$-The operator (3.1) is defined by Prabhakar in [17] and is denoted as $E_{\alpha, \beta}^{\gamma}(z)=\sum_{n=0}^{\infty} \frac{(\gamma)_{n}}{\Gamma(\alpha n+\beta)} \frac{z^{n}}{n!}$.
- $\gamma=\delta=p=q=1$-It reduces to Wiman's function presented in [23], and moreover, if $\beta=1$, then the Mittag-Leffler function $E_{\alpha}(z)$ will be the result.

Definition 3.2. Let $\alpha, \beta, \gamma, \delta \in \mathbb{C} ; \min \{\mathfrak{R}(\alpha), \mathfrak{R}(\beta), \mathfrak{R}(\gamma), \mathfrak{R}(\delta)\}>0 ; p, q>0$, and $q<\mathfrak{R} \alpha+p$. For all $g \in L(a, b)$, we introduce an integral operator

$$
\begin{equation*}
\left(\varepsilon_{\alpha, \beta, p, \omega ; a^{+}}^{\gamma, \delta, q} f\right)(x)=\int_{a}^{x}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) f(t) d t \tag{3.2}
\end{equation*}
$$

which contains the generalized Mittag-Leffler function (3.1) in its kernel; this operator is investigated and its boundedness is proved under certain conditions.

Applying Theorem 1.3 for the integral operator given in (3.2), we obtain the following theorem.

Theorem 3.3. Let $\alpha, \beta, \gamma, \delta, p, q$ be as in Definition 3.2, and let $u$ be a weight function defined on $(a, b)$. For each fixed $t \in(a, b)$, define a function $\tilde{v}$ by

$$
\begin{equation*}
\tilde{v}(t)=\int_{t}^{b} u(x) \frac{(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} d x<\infty . \tag{3.3}
\end{equation*}
$$

If $\Phi$ is a convex function on the interval $I \in \mathbb{R}$, then the inequality

$$
\begin{equation*}
\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x \leq \int_{a}^{b} \tilde{v}(t) \Phi(f(t)) d t \tag{3.4}
\end{equation*}
$$

holds true for all measurable functions $f \in L(a, b)$ such that $\operatorname{Im} f \subseteq I$.
Proof. Applying Theorem 1.3 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, we get

$$
\tilde{k}(x, t)= \begin{cases}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right), & a \leq t \leq x  \tag{3.5}\\ 0, & x<t \leq b\end{cases}
$$

(see Lemma 3.2 in [10]), and

$$
\begin{aligned}
\tilde{K}(x) & =\int_{a}^{x}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) \\
& =(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)
\end{aligned}
$$

Then we get inequality (3.4).
Next, we obtain the fractional inequality for the generalized fractional integral.
Theorem 3.4. Let $\alpha, \beta, \gamma, \delta, p, q$ be as in Definition 3.2, and let $u$ be a weight function defined on $(a, b)$. For each fixed $t \in(a, b)$, define a function

$$
\hat{p}(t):=f_{2}(t) \int_{t}^{b} u(x) \frac{(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right)}{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta,} f_{2}\right)(x)} d x<\infty .
$$



$$
\begin{equation*}
\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{1}\right)(x)}{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{2}\right)(x)}\right) d x \leq \int_{a}^{b} \hat{p}(t) \Phi\left(\frac{f_{1}(t)}{f_{2}(t)}\right) d t \tag{3.6}
\end{equation*}
$$

holds true.
Proof. Applying Theorem 1.4 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=$ $d t, g_{1}(x)=\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{1}(x), g_{2}(x)=\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{2}(x)$, and $k(x, t)=(x-t)^{\beta-1} \times$ $E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right)$, we obtain inequality (3.6).

Remark 3.5. If $\Phi$ is strictly convex on $I$ and $\frac{f_{1}(x)}{f_{2}(x)}$ is nonconstant, then the inequality given in (3.6) is strict.

The new refined general weighted Hardy-type inequality which has a nonnegative kernel and is related to an arbitrary convex function given in [3] for the generalized fractional integral (3.2) follows in the next theorem.
Theorem 3.6. Let the assumptions of Theorem 3.3 be satisfied. Moreover, if $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and $\varphi: I \rightarrow \mathbb{R}$ is any function such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$, then the inequality

$$
\left.\left.\begin{array}{l}
\int_{a}^{b} \tilde{v}(t) \Phi(f(t)) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x \\
\geq \int_{a}^{b} \frac{u(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} \int_{a}^{x}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) \\
\quad \times\left|\left|\Phi(f(t))-\Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right|\right. \\
\quad-\left|\varphi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta)(x)}\right.}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right| \\
\quad \cdot \left\lvert\, f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a}^{\gamma+,}+\right.}{\gamma, \delta)(x)}\right.  \tag{3.7}\\
(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma,, q}\left(\omega(x-a)^{\alpha}\right)
\end{array} \right\rvert\, d t d x\right)
$$

holds for all measurable functions $f: \Omega_{2} \rightarrow \mathbb{R}$ such that $f(t) \in I$ for all $t \in(a, b)$. If $\Phi$ is a monotone convex function on an interval $I \subseteq \mathbb{R}$, then the inequality

$$
\begin{align*}
& \int_{a}^{b} \tilde{v}(t) \Phi(f(t)) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x \\
& \geq \\
& \quad \left\lvert\, \int_{a}^{b} \frac{u(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right. \\
& \quad \times \int_{a}^{x} \operatorname{sgn}\left(f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, q}\left(\omega(x-a)^{\alpha}\right)}\right)(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) \\
& \quad \times\left[\Phi(f(t))-\Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right. \\
& \quad-\left|\varphi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q}\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right|  \tag{3.8}\\
& \left.\quad \cdot\left(f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right] d t d x \mid
\end{align*}
$$

holds for all measurable functions $f:(a, b) \rightarrow \mathbb{R}$ such that $f(t) \in I$ for all fixed $t \in(a, b)$.

Proof. Applying Theorem 1.7 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\tilde{k}(x, t)$ given in (3.5), we get inequalities (3.7) and (3.8).

The 1-dimensional setting gives refined Hardy- and Pólya-Knopp-type inequalities. In the following theorem, a refinement of a Hardy-type inequality obtained by Kaijser et al. in [11] is given for the generalized fractional integral operator.

Theorem 3.7. Let $\alpha, \beta, \gamma, \delta, p, q$ be as in Definition 3.2, and let $u$ be a weight function defined on $(a, b)$. For each fixed $t \in(a, b)$, define a function $w$ by

$$
w(t)=t \int_{t}^{b} \frac{(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} u(x) \frac{d x}{x} .
$$

If $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and $\varphi: I \rightarrow \mathbb{R}$ is such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$, then the inequality

$$
\begin{align*}
& \int_{a}^{b} w(t) \Phi(f(t)) \frac{d t}{t}-\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a}+\frac{\gamma}{\gamma, \delta, q}(x)\right.}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) \frac{d x}{x} \\
& \geq \\
& \quad \int_{a}^{b} \frac{u(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} \int_{a}^{x}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) \\
& \quad \times\left|\left|\Phi(f(t))-\Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a}^{\gamma, \delta, q}\right.}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta q}\left(\omega(x-a)^{\alpha}\right)}\right)\right|\right. \\
& \quad-\left|\varphi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a+}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right|  \tag{3.9}\\
& \left.\quad \cdot\left|f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q}\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right| \right\rvert\, d t \frac{d x}{x}
\end{align*}
$$

holds for all measurable functions $f:(a, b) \rightarrow \mathbb{R}$ with values in $I$.
If the function $\Phi$ is concave, then the order of integrals on the left-hand side of (3.9) is reversed. If $\Phi$ is monotone convex on the interval $I \subseteq \mathbb{R}$, then the following inequality

$$
\begin{aligned}
& \int_{a}^{b} w(t) \Phi(f(t)) \frac{d t}{t}-\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma,, q}\left(\omega(x-a)^{\alpha}\right)}\right) \frac{d x}{x} \\
& \geq \\
& \left.\quad\right|_{a} ^{b} \frac{u(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} \\
& \quad \times \int_{a}^{x} \operatorname{sgn}\left(f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) \\
& \quad \times\left[\Phi(f(t))-\Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, f)(x)}\right.}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& -\left|\varphi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q}\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right| \\
& \left.\cdot\left(f(t)-\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q}(x)\right.}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)\right] \left.d t \frac{d x}{x} \right\rvert\, \tag{3.10}
\end{align*}
$$

holds for all measurable functions $f:(a, b) \rightarrow \mathbb{R}$ with values in $I$.
Proof. Applying Theorem 1.8 with $(0, b)=(a, b), \tilde{k}(x, t)$ given in (3.5) and

$$
A_{k} f(x)=\frac{1}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)} \int_{a}^{x}(x-t)^{\beta-1} E_{\alpha, \beta, p}^{\gamma, \delta, q}\left(\omega(x-t)^{\alpha}\right) f(t) d t
$$

we obtain equalities (3.9) and (3.10).
Next we give the mean value theorems [4] for the generalized fractional integral (3.2).

Theorem 3.8. Let the assumptions of Theorem 3.3 be satisfied. Let I be a compact interval of $\mathbb{R}$, let $\tilde{h} \in C^{2}(I)$, and let $f:(a, b) \rightarrow \mathbb{R}$ be a measurable function such that $\operatorname{Im} f \subseteq I$. Then there exists $\eta \in I$ such that

$$
\begin{align*}
\int_{a}^{b} & \tilde{v}(t) \tilde{h}(f(t)) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x \\
= & \frac{\tilde{h}^{\prime \prime}(\eta)}{2}\left[\int_{a}^{b} \tilde{v}(t) f^{2}(t) d t\right. \\
& \left.\quad-\int_{a}^{b} u(x)\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right)^{2} d x\right] \tag{3.11}
\end{align*}
$$

where $\tilde{v}$ is defined by (3.3).
Proof. Applying Theorem 1.9 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\tilde{k}(x, t)$ given in (3.5), we get equation (3.11).

Theorem 3.9. Let the assumptions of Theorem 3.8 be satisfied. Moreover, $k, \tilde{h} \in$ $C^{2}(I)$ such that $\tilde{h}^{\prime \prime}(x) \neq 0$ for every $x \in I$ and

$$
\int_{a}^{b} \tilde{v}(t) \tilde{h}(f(t)) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a}\right.}{\gamma, \delta, q} f\right)(x)-
$$

Then there exists $\eta \in I$ such that

$$
\frac{k^{\prime \prime}(\eta)}{\tilde{h}^{\prime \prime}(\eta)}=\frac{\int_{a}^{b} \tilde{v}(t) k(f(t)) d t-\int_{a}^{b} u(x) k\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a+}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta, q}^{\gamma, \alpha, p, p}\left(\omega(x-a)^{\alpha}\right)}\right) d x}{\int_{a}^{b} \tilde{v}(t) \tilde{h}(f(t)) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\left(\varepsilon_{\alpha, \beta, p, p, w, a}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \gamma, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x}
$$

We next present the linear functional given in [4] for the integral operator (3.2).

Theorem 3.10. Let the conditions of Theorem 3.3 be satisfied, and let $\varphi_{s}$ be defined by (2.1). Let $f$ be a positive function. Then the function $\xi: \mathbb{R} \rightarrow[0, \infty)$ defined by

$$
\begin{equation*}
\xi(s)=\int_{a}^{b} \tilde{v}(t) \varphi_{s}(f(t)) d t-\int_{a}^{b} u(x) \varphi_{s}\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, q}\left(\omega(x-a)^{\alpha}\right)}\right) d x \tag{3.12}
\end{equation*}
$$

is exponentially convex.
Proof. Applying Theorem 2.3 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\tilde{k}(x, t)$ given in (3.5), we get the linear functional (3.12).

Under the assumptions of Theorem 3.3, we define a linear functional by taking the positive difference of the inequality stated in (3.4) as

$$
\begin{equation*}
\xi_{1}(\Phi)=\int_{a}^{b} \tilde{v}(t) \Phi(f(t)) d t-\int_{a}^{b} \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f\right)(x)}{(x-a)^{\beta} E_{\alpha, \beta+1, p}^{\gamma, \delta, p}\left(\omega(x-a)^{\alpha}\right)}\right) u(x) d x \tag{3.13}
\end{equation*}
$$

We also define a linear functional by taking the positive difference of the left-hand side and right-hand side of the inequality (3.6) given in Theorem 3.4 for integral operator (3.2) as

$$
\begin{equation*}
\xi_{2}(\Phi)=\int_{a}^{b} \hat{p}(t) \Phi\left(\frac{f_{1}(t)}{f_{2}(t)}\right) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{1}\right)(x)}{\left(\varepsilon_{\alpha, \beta, p, \omega, a^{+}}^{\gamma, \delta, q} f_{2}\right)(x)}\right) d x \tag{3.14}
\end{equation*}
$$

Theorem 3.11. Let $\Gamma=\left\{\Phi_{p}: p \in J\right\}$ be a family of functions defined on $I$ such that the function $p \mapsto\left[z_{0}, z_{1}, z_{2} ; \Phi_{p}\right]$ is $n$-exponentially convex in the Jensen sense on $J$ for every three distinct points $z_{0}, z_{1}, z_{2} \in I$. Let $\xi_{i}(i=1,2)$ be linear functionals defined by (3.13) and (3.14), respectively. Then the function $p \mapsto \xi_{i}\left(\Phi_{p}\right) \quad(i=1,2)$ is $n$-exponentially convex in the Jensen sense on $J$. If the function $p \mapsto \xi_{i}\left(\Phi_{p}\right)$ is continuous on $J$, then it is $n$-exponentially convex on $J$.
Proof. Applying Theorem 2.6 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $k(x, t)=\tilde{k}(x, t)$, we complete the proof.
Remark 3.12. In particular, if we choose $p=q=1$ and $\omega=0$, then we obtain Corollary 3 of [9].

## 4. Refined Hardy-type inequalities for the Hilfer FRACTIONAL DERIVATIVE

In this section, we first give the basic definition of the Hilfer fractional derivative. Then we present refined Hardy-type inequalities for the said derivative. Let us now recall the definition of the Hilfer fractional derivative which is presented in [22].

Definition 4.1. Let $f \in L^{1}[a, b], f * K_{(1-\nu)(1-\mu)} \in \mathrm{AC}^{1}[a, b]$. The fractional derivative operator $D_{a+}^{\mu, \nu}$ of order $0<\mu<1$ and type $0<\nu \leq 1$ with respect to $x \in[a, b]$ is defined by

$$
\begin{equation*}
\left(D_{a+}^{\mu, \nu} f\right)(x):=I_{a+}^{\nu(1-\mu)} \frac{d}{d x}\left(I_{a+}^{(1-\nu)(1-\mu)} f(x)\right) \tag{4.1}
\end{equation*}
$$

whenever the right-hand side exists. The derivative (4.1) is usually called the Hilfer fractional derivative.

The more general integral representation of equation (4.1) given in [6] is defined as follows. Let $f \in L^{1}[a, b], f * K_{(1-\nu)(n-\mu)} \in \mathrm{AC}^{n}[a, b], n-1<\mu<n, 0<\nu \leq 1$, $n \in \mathbb{N}$. Then the following equation holds true:

$$
\begin{equation*}
\left(D_{a+}^{\mu, \nu} f\right)(x)=\left(I_{a+}^{\nu(n-\mu)} \frac{d^{n}}{d x^{n}}\left(I_{a+}^{(1-\nu)(n-\mu)} f(x)\right)\right) . \tag{4.2}
\end{equation*}
$$

Especially for $\nu=0, D_{a+}^{\mu, 0} f=D_{a+}^{\mu} f$ is a Riemann-Liouvile fractional derivative of order $\mu$, and for $\nu=1$ it is a Caputo fractional derivative $D_{a+}^{\mu, 1} f={ }^{C} D_{a+}^{\mu} f$ of order $\mu$. Applying the properties of the Riemann-Liouvile integral, the relation (4.2) can be rewritten in the form

$$
\begin{align*}
\left(D_{a+}^{\mu, \nu} f\right)(x) & =\left(I_{a+}^{\nu(n-\mu)}\left(\left(D_{a+}^{n-(1-\nu)(n-\mu)} f\right)(x)\right)\right) \\
& =\frac{1}{\Gamma(\nu(n-\mu))} \int_{a}^{x}(x-t)^{\nu(n-\mu)-1}\left(\left(D_{a+}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t \tag{4.3}
\end{align*}
$$

Our first result is an application of Theorem 1.3 given in [13] for the integral operator (4.3).

Theorem 4.2. Let $f \in L^{1}[a, b]$, and let the fractional derivative operator be $D_{a+}^{\mu, \nu}$ of order $n-1<\mu<n$ and type $0<\nu \leq 1$, and let $u$ be a weight function defined on $(a, b)$. Then $\bar{v}$ is defined by

$$
\begin{equation*}
\bar{v}(t)=\nu(n-\mu) \int_{t}^{b} u(x) \frac{(x-t)^{\nu(n-\mu)-1}}{(x-a)^{\nu(n-\mu)}} d x<\infty . \tag{4.4}
\end{equation*}
$$

If $\Phi$ is a convex function on the interval $I$, then the inequality

$$
\begin{align*}
& \int_{a}^{b} u(x) \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)}{(x-a)^{\nu(n-\mu)}}\left(D_{a+}^{\mu, \nu} f\right)(x)\right) d x \\
& \quad \leq \int_{a}^{b} \bar{v}(t) \Phi\left(\left(D_{a+}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t \tag{4.5}
\end{align*}
$$

holds true.
Proof. Applying Theorem 1.3 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$,

$$
\begin{align*}
\bar{k}(x, t) & = \begin{cases}\frac{(x-t)^{\nu(n-\mu)-1}}{\Gamma(\nu(n-\mu))}, & a \leq t \leq x ; \\
0, & x<t \leq b,\end{cases}  \tag{4.6}\\
\bar{K}(x) & =\frac{(x-a)^{\nu(n-\mu)}}{\Gamma(\nu(n-\mu)+1)}, \tag{4.7}
\end{align*}
$$

and $\bar{v}$ as in (4.4), we get inequality (4.5).
Next, we obtain the fractional inequality for the generalized fractional integral.

Theorem 4.3. Let $f_{1}, f_{2} \in L^{1}[a, b]$, and let the fractional derivative operator be $D_{a+}^{\mu, \nu}$ of order $n-1<\mu<n$ and type $0<\nu \leq 1$. Moreover, let $u$ be a weight function defined on $(a, b)$, and for each fixed $t \in(a, b)$, define $\bar{p}$ on $(a, b)$ as

$$
\begin{equation*}
\bar{p}(t):=\frac{\left(D_{a+}^{\mu+\nu(n-\mu)} f_{2}\right)(t)}{\Gamma(\nu(n-\mu))} \int_{t}^{b} u(x) \frac{(x-t)^{\nu(n-\mu)-1}}{\left(D_{a_{+}}^{\mu, \nu} f_{2}\right)(x)} d x<\infty . \tag{4.8}
\end{equation*}
$$

If $\Phi: I \rightarrow \mathbb{R}$ is a convex function, then the inequality

$$
\begin{equation*}
\int_{a}^{b} u(x) \Phi\left(\frac{\left(D_{a_{+}}^{\mu, \nu} f_{1}\right)(x)}{\left(D_{a_{+}}^{\mu, \nu} f_{2}\right)(x)}\right) d x \leq \int_{a}^{b} \bar{p}(t) \Phi\left(\frac{\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f_{1}\right)(t)}{\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f_{2}\right)(t)}\right) d t \tag{4.9}
\end{equation*}
$$

holds true for all $f_{i} \in L^{1}[a, b]$.
Proof. Applying Theorem 1.4 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\bar{k}(x)$ and $\bar{p}(t)$ given by (4.6) and (4.8), respectively, we obtain inequality (4.9).

Remark 4.4. If $\Phi$ is strictly convex on $I$ and $\frac{\left(D_{a+}^{\mu+\nu(n-\mu)} f_{1}\right)(x)}{\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f_{2}\right)(x)}$ is nonconstant, then the inequality given in (4.9) is strict.

The new refined general weighted Hardy-type inequality which has a nonnegative kernel and is related to an arbitrary convex function given in [3] for the generalized fractional integral (4.3) follows in the next theorem.

Theorem 4.5. Let the fractional derivative operator $D_{a+}^{\mu, \nu}$ be of order $n-1<$ $\mu<n$ and type $0<\nu \leq 1$, and let $u$ be a weight function defined on $(a, b)$. Moreover, if $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and $\varphi: I \rightarrow \mathbb{R}$ is any function such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$ and $\bar{v}$ as in (4.4), then the inequality

$$
\begin{align*}
& \int_{a}^{b} \bar{v}(t) \Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x \\
& \geq \\
& \quad \nu(n-\mu) \int_{a}^{b} \frac{u(x)}{(x-a)^{\nu(n-\mu)}} \int_{a}^{x}(x-t)^{\nu(n-\mu)-1} \\
& \quad \times\left|\left|\Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right)-\Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right|\right. \\
& \quad-\left|\varphi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right|  \tag{4.10}\\
& \left.\quad \cdot\left|\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right| \right\rvert\, d t d x
\end{align*}
$$

holds for all measurable functions $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ such that $\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t) \in I$ for all $t \in(a, b)$. If $\Phi$ is a monotone convex function on
an interval $I \subseteq \mathbb{R}$, then the inequality

$$
\begin{align*}
& \int_{a}^{b} \bar{v}(t) \Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x \\
& \geq \left\lvert\, \nu(n-\mu) \int_{a}^{b} \frac{u(x)}{(x-a)^{\nu(n-\mu)}}\right. \\
& \quad \times \int_{a}^{x} \operatorname{sgn}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)(x-t)^{\nu(n-\mu)-1} \\
& \times\left[\Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right)-\Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right. \\
&-\left|\varphi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right| \\
&\left.\cdot\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right] d t d x \mid \tag{4.11}
\end{align*}
$$

holds for all measurable functions $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ such that $\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t) \in I$ for all fixed $t \in(a, b)$.

Proof. Applying Theorem 1.7 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\bar{k}(x, t), \bar{K}(x)$ given by (4.6) and (4.7), respectively, we get inequalities (4.10) and (4.11).

The 1-dimensional setting gives refined Hardy- and Pólya-Knopp-type inequalities. In the following theorem, a refinement of a Hardy-type inequality obtained by Kaijser et al. in [11] is given for the generalized fractional derivative operator.

Theorem 4.6. Let $u:(a, b) \mapsto \mathbb{R}$ be a weight function, let $f \in L^{1}[a, b]$, and let the fractional derivative operator be $D_{a+}^{\mu, \nu}$ of order $n-1<\mu<n$ and type $0<\nu \leq 1$. Then for each fixed $t \in(a, b)$, define $\bar{w}$ on $(a, b)$ by

$$
\bar{w}(t)=\nu(n-\mu) t \int_{t}^{b} u(x) \frac{(x-t)^{\nu(n-\mu)-1}}{(x-a)^{\nu(n-\mu)}} \frac{d x}{x}<\infty
$$

where $\bar{K}(x)$ is given by (4.7) and $a>0$.
If $\Phi$ is a convex function on an interval $I \subseteq \mathbb{R}$ and $\varphi: I \rightarrow \mathbb{R}$ is such that $\varphi(x) \in \partial \Phi(x)$ for all $x \in \operatorname{Int} I$, then the inequality

$$
\begin{aligned}
& \int_{a}^{b} \bar{w}(t) \Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) \frac{d t}{t}-\int_{a}^{b} u(x) \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) \frac{d x}{x} \\
& \quad \geq \nu(n-\mu) \int_{a}^{b} \frac{u(x)}{(x-a)^{\nu(n-\mu)}} \int_{a}^{x}(x-t)^{\nu(n-\mu)-1} \\
& \quad \times\left|\left|\Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right)-\Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right|\right.
\end{aligned}
$$

$$
\begin{align*}
& -\left|\varphi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right| \\
& \cdot \left\lvert\,\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right. \| d t \frac{d x}{x} \tag{4.12}
\end{align*}
$$

holds for all measurable functions $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ with values in $I$. If the function $\Phi$ is concave, then the order of the integrals on the left-hand side of (4.12) is reversed. If $\Phi$ is monotone convex on the interval $I \subseteq \mathbb{R}$, then the following inequality

$$
\begin{align*}
\int_{a}^{b} & \bar{w}(t) \Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) \frac{d t}{t} \\
& -\int_{a}^{b} u(x) \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) \frac{d x}{x} \\
\geq & \left\lvert\, \nu(n-\mu) \int_{a}^{b} \frac{u(x)}{(x-a)^{\nu(n-\mu)}}\right. \\
& \times \int_{a}^{x} \operatorname{sgn}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)(x-t)^{\nu(n-\mu)-1} \\
& \times\left[\Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right)-\Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right. \\
& -\left|\varphi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right| \\
& \left.\cdot\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)-\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)\right] \left.d t \frac{d x}{x} \right\rvert\, \tag{4.13}
\end{align*}
$$

holds for all measurable functions $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ with values in $I$. Proof. Applying Theorem 1.8 with $(0, b)=(a, b), \bar{k}(x, t)$ given by (4.6) and

$$
\begin{aligned}
\left(A_{k} D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(x)= & \frac{\nu(n-\mu)}{(x-a)^{\nu(n-\mu)}} \\
& \times \int_{a}^{x}(x-t)^{\nu(n-\mu)-1}\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t) d t, \quad x \in(a, b)
\end{aligned}
$$

we obtain inequalities (4.12) and (4.13).
Next we give the mean value theorems [4] for the Hilfer fractional derivative.

Theorem 4.7. Let $D_{a+}^{\mu, \nu}$ be the fractional derivative operator of order $n-1<\mu<n$ and type $0<\nu \leq 1$, let $I$ be a compact interval of $\mathbb{R}$, let $\tilde{h} \in$ $C^{2}(I)$, and let $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ be a measurable function such that $\operatorname{Im} D_{a_{+}}^{\mu+\nu(n-\mu)} f \subseteq I$. Then for the weight function $u$ defined on $(a, b)$ there exists
$\eta \in I$ such that

$$
\begin{align*}
& \int_{a}^{b} \bar{v}(t) \tilde{h}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x \\
& \quad=\frac{\tilde{h}^{\prime \prime}(\eta)}{2}\left[\int_{a}^{b} \bar{v}(t)\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)^{2}(t) d t\right. \\
& \left.\quad-\int_{a}^{b} u(x)\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a+}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right)^{2} d x\right] \tag{4.14}
\end{align*}
$$

where $\bar{v}$ is defined by (4.4).
Proof. Applying Theorem 1.9 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=$ $d t$, and $\bar{k}(x, t)$ and $\bar{K}(x)$ given by (4.6) and (4.7), respectively, we get equation (4.14).

Theorem 4.8. Let the fractional derivative operator be $D_{a+}^{\mu, \nu}$ of order $n-1<$ $\mu<n$ and type $0<\nu \leq 1$, and let $I$ be a compact interval of $\mathbb{R}, k, \tilde{h} \in C^{2}(I)$ such that $\tilde{h}^{\prime \prime}(x) \neq 0$ for every $x \in I$. Moreover, $D_{a_{+}}^{\mu+\nu(n-\mu)} f:(a, b) \rightarrow \mathbb{R}$ is a measurable function with $\operatorname{Im} D_{a_{+}}^{\mu+\nu(n-\mu)} f \subseteq I, u$ is a weight function, $\bar{v}$ is as in (4.4), and

$$
\int_{a}^{b} \bar{v}(t) \tilde{h}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x \neq 0
$$

Then there exists $\eta \in I$ such that the following equality holds true:

$$
\frac{k^{\prime \prime}(\eta)}{\tilde{h}^{\prime \prime}(\eta)}=\frac{\int_{a}^{b} \bar{v}(t) k\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) k\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x}{\int_{a}^{b} \bar{v}(t) \tilde{h}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t-\int_{a}^{b} u(x) \tilde{h}\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x} .
$$

The upcoming result represented in [4] is an application for the Hilfer fractional derivative.

Theorem 4.9. Let the fractional derivative operator be $D_{a+}^{\mu, \nu}$ of order $n-1<$ $\mu<n$ and type $0<\nu \leq 1$, let $D_{a_{+}}^{\mu+\nu(n-\mu)} f$ be a positive function, and let $u$ be $a$ weight function defined on $(a, b)$, and let $\bar{v}$ be as in (4.4). Then the function $\xi: \mathbb{R} \rightarrow[0, \infty)$ defined by

$$
\begin{align*}
\xi(s)= & \int_{a}^{b} \bar{v}(t) \varphi_{s}\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t \\
& -\int_{a}^{b} u(x) \varphi_{s}\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) d x \tag{4.15}
\end{align*}
$$

is exponentially convex.
Proof. Applying Theorem 2.3 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\bar{k}(x, t)$ and $\bar{K}(x)$ given by (4.6) and (4.7), respectively, we get the linear functional (4.15).

Under the assumptions of Theorem 4.2, we define a linear functional by taking the positive difference of the inequality stated in (4.5) as

$$
\begin{align*}
\zeta_{1}(\Phi)= & \int_{a}^{b} \bar{v}(t) \Phi\left(\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f\right)(t)\right) d t \\
& -\int_{a}^{b} \Phi\left(\frac{\Gamma(\nu(n-\mu)+1)\left(D_{a_{+}}^{\mu, \nu} f\right)(x)}{(x-a)^{\nu(n-\mu)}}\right) u(x) d x \tag{4.16}
\end{align*}
$$

We also define a linear functional by taking the positive difference of the left-hand side and right-hand side of the inequality (4.9) given in Theorem 4.3 for the Hilfer fractional derivative as

$$
\begin{equation*}
\zeta_{2}(\Phi)=\int_{a}^{b} \bar{p}(t) \Phi\left(\frac{\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f_{1}\right)(t)}{\left(D_{a_{+}}^{\mu+\nu(n-\mu)} f_{2}\right)(t)}\right) d t-\int_{a}^{b} u(x) \Phi\left(\frac{\left(D_{a_{+}}^{\mu, \nu} f_{1}\right)(x)}{\left(D_{a_{+}}^{\mu,} f_{2}\right)(x)}\right) d x \tag{4.17}
\end{equation*}
$$

where $f_{i} \in L^{1}[a, b](i=1,2)$.
Theorem 4.10. Let $\Gamma=\left\{\Phi_{p}: p \in J\right\}$ be a family of functions defined on $I$ such that the function $p \mapsto\left[z_{0}, z_{1}, z_{2} ; \Phi_{p}\right]$ is $n$-exponentially convex in the Jensen sense on $J$ for every three distinct points $z_{0}, z_{1}, z_{2} \in I$. Let $\xi_{i}(i=1,2)$ be linear functionals defined by (4.16) and (4.17), respectively. Then the function $p \mapsto \xi_{i}\left(\Phi_{p}\right)(i=1,2)$ is n-exponentially convex in the Jensen sense on J. If the function $p \mapsto \xi_{i}\left(\Phi_{p}\right)$ is continuous on $J$, then it is $n$-exponentially convex on $J$.

Proof. Applying Theorem 2.6 with $\Omega_{1}=\Omega_{2}=(a, b), d \mu_{1}(x)=d x, d \mu_{2}(t)=d t$, and $\bar{k}(x, t)$ and $\bar{K}(x)$ given by (4.6) and (4.7), respectively, we complete the proof.

Remark 4.11. Similar Hardy-type inequalities can be obtained by using Prabhakar-type integral operators introduced in [5].

Acknowledgments. The research of J. Pečarić has been fully supported by the Croatian Science Foundation under project 5435. Tomovski's work was partially supported under the European Commission and the Croatian Ministry of Science, Education and Sports Co-Financing agreement No. 291823, and in particular, Tomovski acknowledges project financing from the Maria Curie FP-7-PEOPLE-2011-COFUND program NEWFELPRO Grant Agreement No. 37 (Anomalous diffusion).

## References

1. E. Adeleke, A. Čižmešija, J. Oguntuase, L. E. Persson, and D. Pokaz, On a new class of Hardy-type inequalities, J. Inequal. Appl. 259 (2012). Zbl 1279.26033. MR3017311. DOI 10.1186/1029-242X-2012-259. 439
2. S. N. Bernstein, Sur les fonctions absolument monotones, Acta Math. 52 (1929), no. 1, 1-66. Zbl 55.0142.07. MR1555269. DOI 10.1007/BF02547400. 442
3. A. Čižmešija, K. Krulić, and J. Pečarić, Some new refined Hardy-type inequalities with kernels, J. Math. Inequal. 4 (2010), no. 4, 481-503. Zbl 1204.26025. MR2777287. DOI 10.7153/jmi-04-44. 439, 440, 446, 451
4. N. Elezović, K. Krulić, and J. Pečarić, Bounds for Hardy type differences, Acta Math. Sin. (Eng. Ser.) 27 (2011), no. 4, 671-684. Zbl 1225.26040. MR2776404. 441, 442, 448, 453, 454
5. R. Garra, Gorenflo, F. Polito, and Ž. Tomovski, Hilfer-Prabhakar derivatives and some applications, Appl. Math. Comput. 242 (2014), 576-589. Zbl 1334.26008. MR3239686. 455
6. R. Hilfer, Y. Luchko, and Ž. Tomovski, Operational method for solution of fractional differential equations with generalized Riemann-Liouville fractional derivative, Fract. Calc. Appl. Anal. 12 (2009), no. 3, 299-318. Zbl 1182.26011. MR2572712. 450
7. S. Iqbal, K. Krulić, and J. Pečarić, On an inequality for convex function with some applications on fractional derivatives and fractional integrals, J. Math. Inequal. 5 (2011), no. 2, 219-230. Zbl 1217.26029. MR2817206. DOI 10.7153/jmi-05-20. 439
8. S. Iqbal, K. Krulić, J. Pečarić, and Dora Pokaz, n-exponential convexity of Hardy-type and Boas-type functionals, J. Math. Inequal. 7 (2011), no. 4, 739-750. Zbl 1298.26073. MR3155768. DOI 10.7153/jmi-07-67. 443
9. S. Iqbal, J. Pečarić, M. Samraiz, and N. Sultana, Applications of refined Hardy-type inequalities, Math. Inequal. Appl. 18 (2015), no. 4, 1539-1560. Zbl 1331.26037. MR3414616. DOI 10.7153/mia-18-119. 439, 449
10. S. Iqbal, J. Pečarić, M. Samraiz, and Z. Tomovski, Hardy-type inequalities for generalized fractional integral operators, Tbilisi Math. J. 10 (2017), no. 1, 75-90. MR3607267. 439, 445
11. S. Kaijser, L. Nikolova, L. E. Persson, and A. Wedestig, Hardy-type inequalities via convexity, Math. Inequal. Appl. 8 (2005), no. 3, 403-417. Zbl 1083.26013. MR2148234. 441, 447, 452
12. S. Kawashima and K. Kurata, Hardy type inequality and application to the stability of degenerate stationary waves, J. Funct. Anal. 257 (1983), no. 1, 1-19. Zbl 1178.35059. MR2523333. DOI 10.1016/j.jfa.2009.04.003. 439
13. K. Krulić, J. Pečarić, and L. E. Persson, Some new Hardy type inequalities with general kernels, Math. Inequal. Appl. 12 (2009), no. 3, 473-485. Zbl 1177.26038. MR2540971. DOI 10.7153/mia-12-36. 439, 450
14. G. M. Mittag-Leffler, Sur la nouvelle fonction, C.R. Acad. Sci. Paris 137 (1903), 554-558. JFM 34.0435.01. 444
15. C. Niculescu and L. E. Persson, Convex Functions and Their Applications: A Contemporary Approach, CMC Books Math./Ouvrages Math. SMC 23, Springer, New York, 2006. Zbl 1100.26002. MR2178902. DOI 10.1007/0-387-31077-0. 439
16. J. Pečarić and J. Perić, Improvements of the Giaccardi and the Petrović inequality and related Stolarsky type means, An. Univ. Craiova, Ser. Mat. Inform. 39 (2012), no. 1, 65-75. Zbl 1274.26069. MR2979954. 443
17. T. R. Prabhakar, A Singular integral equation with a generalized Mittag-Leffler function in the kernel, Yokohama Math. J. 19 (1971), 7-15. Zbl 0221.45003. MR0293349. 444
18. T. O. Salim, Some properties relating to the generalized Mittag-Leffler function, Adv. Appl. Math. Anal. 4 (2009), 21-30. 444
19. T. O. Salim and A. W. Faraj, A generalization of Mittag-Leffler function and integral operator associated with fractional calculus, preprint, http://naturalspublishing.com/ files/published/k32g19rp115v6s.pdf (accessed 10 March 2017). 444
20. A. K. Shukla and J. C. Prajapati, On a generalization of Mittag-Leffler function and its properties, J. Math. Anal. Appl. 336 (2007), no. 2, 797-811. Zbl 1122.33017. MR2352981. DOI 10.1016/j.jmaa.2007.03.018. 444
21. H. M. Srivastava and Z. Tomovski, Fractional calculus with an integral operator containing generalized Mittag-Leffler function in the kernal, Appl. Math. Comput. 211 (2009), no. 1, 198-210. Zbl 05562749. MR2517679. DOI 10.1016/j.amc.2009.01.055. 444
22. Ž. Tomovski, R. Hilfer, and H. M. Srivastava, Fractional and operational calculus with generalized fractional derivative operators and Mittag-Leffler type functions, Integral Transforms Spec. Funct. 21 (2010), no. 11-12, 797-814. Zbl 1213.26011. MR2739389. DOI 10.1080/ 10652461003675737. 449
23. A. Wiman, Uber den fundamental satz in der theori der functionen, Acta Math. 29 (1905), no. 1, 191-201. JFM 36.0471.01. MR1555014. DOI 10.1007/BF02403202. 444
${ }^{1}$ Department of Mathematics, University of Sargodha, Sub-Campus Bhakkar, Bhakkar, Pakistan.

E-mail address: sajid_uos2000@yahoo.com
${ }^{2}$ Faculty of Textile Technology, University of Zagreb, Prilaz baruna Filipovića 28A, 10000 Zagreb, Croatia.

E-mail address: pecaric@element.hr
${ }^{3}$ Department of Mathematics, University of Sargodha, Sargodha, Pakistan.
E-mail address: msamraiz@uos.edu.pk
${ }^{4}$ Faculty of Mathematics and Natural Sciences, Gazi Baba bb, 1000 Skopje, Macedonia and Department of Mathematics, University of Rijeka, Radmile MatejCic 2, 51000 Rijeka, Croatia.

E-mail address: tomovski@pmf.ukim.mk; zivorad.tomovski@math.uniri.hr


[^0]:    Copyright 2017 by the Tusi Mathematical Research Group.
    Received Apr. 9, 2016; Accepted Jul. 16, 2016.

    * Corresponding author.

    2010 Mathematics Subject Classification. Primary 26D10; Secondary 26D15, 46E30.
    Keywords. inequalities, Hardy-type inequalities, Mittag-Leffler function, fractional integral, Hilfer fractional derivative.

