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#### Abstract

In this paper, we describe the powers of maximal ideals in the measure algebra of some locally compact Abelian groups in terms of the derivatives of the Fourier-Laplace transform of compactly supported measures. We show that if the locally compact Abelian group has sufficiently many real characters, then all derivatives of the Fourier-Laplace transform of a measure at some point of its spectrum completely characterize the measure. We also show that the derivatives of the Fourier-Laplace transform of a measure can be used to describe the powers of the maximal ideals corresponding to the points of the spectrum of the measure on discrete Abelian groups with finite torsion-free rank.


## 1. Introduction

Spectral analysis and spectral synthesis deal with the description of different varieties. One of the fundamental theorems about spectral synthesis in this field is due to Laurent Schwartz. Recently, several new results on spectral analysis and spectral synthesis have been found on discrete Abelian groups (see [6], [7], [5]) and also in the nondiscrete case (see, e.g., [3], [8]-[10]). In [2], the author formulated problems and proved results concerning spectral synthesis on locally compact Abelian groups. Recently, we introduced a method of studying spectral synthesis problems using annihilators of varieties on locally compact Abelian groups (see [11]). Based on these investigations, it has turned out that the powers of maximal ideals in the group algebra of a discrete Abelian group, or, more generally, in the

[^0]is called the variety generated by $f$ or, simply, the variety of $f$, and it is denoted by $\tau(f)$, which is obviously the intersection of all varieties including $f$.
Theorem 1.1. For each variety $V$ in $\mathcal{C}(G)$ its annihilator $A n n V$ is a closed ideal in $\mathcal{M}_{c}(G)$. Similarly, for each ideal I in $\mathcal{M}_{c}(G)$ its annihilator Ann I is a variety in $\mathcal{C}(G)$.
Proof. Clearly, Ann $V$ is a closed subspace in $\mathcal{M}_{c}(G)$. For each $\mu$ in Ann $V, \nu$ in $\mathcal{M}_{c}(G)$, and $f$ in $V$ we have
\[

$$
\begin{aligned}
(\nu * \mu) * f(x) & =\int f(x-y) d(\nu * \mu)(y) \\
& =\iint f(x-u-v) d \mu(v) d \nu(u)=\int(f * \mu)(x-u) d \nu(u)=0
\end{aligned}
$$
\]

as $f * \mu=0$. This means $\nu * \mu$ is in Ann $V$, and Ann $V$ is a closed ideal in $\mathcal{M}_{c}(G)$.
For the dual statement it is clear that Ann $I$ is a closed subspace in $\mathcal{C}(G)$. Moreover, if $f$ is in $\operatorname{Ann} I, y$ is in $G$, and $\mu$ is in $I$, then $\delta_{-y} * \mu$ is in $I$. Hence, we have

$$
\tau_{y} f * \mu=\left(f * \delta_{-y}\right) * \mu=f *\left(\delta_{-y} * \mu\right)=0
$$

and we infer that $\tau_{y} f$ is in Ann $I$; and hence Ann $I$ is a variety.
Theorem 1.2. For each variety $V \subseteq W$ in $\mathcal{C}(G)$ we have Ann $V \supseteq$ Ann $W$ and for each ideal $I \subseteq J$ in $\mathcal{M}_{c}(G)$ we have Ann $I \supseteq$ Ann $J$. In addition, we have $\operatorname{Ann}(\operatorname{Ann} V)=V$ and $\operatorname{Ann}(\operatorname{Ann} I) \supseteq I$. In particular, $V \neq W$ implies Ann $V \neq \operatorname{Ann} W$.

Proof. Let $V \subseteq W$ be varieties in $\mathcal{C}(G)$, and let $I \subseteq J$ be ideals in $\mathcal{M}_{c}(G)$. For every $\mu$ in Ann $W$ and for each $f$ in $V$ we have that $f$ is in $W$; hence $f * \mu=0$. This proves that $\mu$ is in Ann $V$, and Ann $V \supseteq$ Ann $W$. Similarly, if $f$ is in Ann $J$ and $\mu$ is in $I$, then $\mu$ is in $J$; hence, $f * \mu=0$, which proves that $f$ is in Ann $I$, and Ann $I \supseteq$ Ann $J$.

Assume that $f$ is in $V$ and $\mu$ is in Ann $V$; then, by definition, $f * \mu=0$, and hence $f$ is in $\operatorname{Ann}(\operatorname{Ann} V)$, which proves $\operatorname{Ann}(\operatorname{Ann} V) \supseteq V$. Similarly, we have $\operatorname{Ann}(\operatorname{Ann} I) \supseteq I$.

Suppose now that $\operatorname{Ann}(\operatorname{Ann} V) \subsetneq V$. Consequently, there is a function $f$ in Ann $($ Ann $V)$ such that $f$ is not in $V$. By the Hahn-Banach theorem, there is a $\lambda$ in $\mathcal{M}_{c}(G)$ such that $\check{\lambda}(f) \neq 0$, and $\check{\lambda}$ vanishes on $V$. This means

$$
(\varphi * \lambda)(0)=\int \varphi(-y) d \lambda(y)=\lambda(\check{\varphi})=\check{\lambda}(\varphi)=0
$$

whenever $\varphi$ is in $V$. As $V$ is a variety, this implies, by the previous theorem, that $\lambda$ is in Ann $V$; in particular, $f * \lambda=0$, a contradiction. This proves $\operatorname{Ann}(\operatorname{Ann} V)=$ $V$, which also implies Ann $V \neq \operatorname{Ann} W$, whenever $V \neq W$.

We note that for ideals in $\mathcal{M}_{c}(G)$ the equality $\operatorname{Ann}(\operatorname{Ann} I)=I$ does not hold in general (see [7]). Nevertheless, the following theorem holds true (see [7]).
Theorem 1.3. Let $G$ be a discrete Abelian group. Then $\operatorname{Ann}(\operatorname{Ann} I)=I$ holds for every ideal I in $\mathcal{M}_{c}(G)$.

To understand the nondiscrete case, we need the following lemma.
Lemma 1.4. Let $G$ be a locally compact group, and let $I$ be an ideal in $\mathcal{M}_{c}(G)$. Then $\operatorname{Ann}(\operatorname{Ann}(\operatorname{Ann} I))=\operatorname{Ann} I$.

Proof. Let $V=$ Ann $I$, and then $V$ is a variety on $G$; hence, by Theorem 1.2, we have $\operatorname{Ann}(\operatorname{Ann} V)=V$. It follows $\operatorname{Ann} I=V=\operatorname{Ann}(\operatorname{Ann} V)=\operatorname{Ann}(\operatorname{Ann}(\operatorname{Ann} I))$.

Now we can prove the following theorem characterizing those ideals in $\mathcal{M}_{c}(G)$ which coincide with the second annihilator.

Theorem 1.5. Let $G$ be a locally compact group, and let I be an ideal in $\mathcal{M}_{c}(G)$. Then we have $\operatorname{Ann}(\operatorname{Ann} I)=I$ if and only if $I$ is closed.

Proof. By Theorem 1.1, the annihilator of each variety is closed; in particular, $J=\operatorname{Ann}(\operatorname{Ann} I)$, as the annihilator of the variety $\operatorname{Ann} I$, is closed, which proves the necessity of our condition.

Conversely, suppose that $I$ is closed, and $I$ is a proper subset of $J$. By Lemma 1.4, we have Ann $J=$ Ann $I$. Let $\mu$ be in $J$ such that $\mu$ is not in $I$. As the space $\mathcal{M}_{c}(G)$ with the weak*-topology is locally convex, by the Hahn-Banach theorem there is a linear functional $\xi$ in $\mathcal{M}_{c}(G)^{*}$, such that $\check{\xi}$ vanishes on $I$ and $\check{\xi}(\mu) \neq 0$. It is known that every weak*-continuous linear functional on a dual space arises from an element of the original space; that is, there is an $f$ in $\mathcal{C}(G)$ with $\xi(\nu)=\nu(f)$ for each $\nu$ in $\mathcal{M}_{c}(G)$. We infer $\mu(\check{f})=\check{\xi}(\mu) \neq 0$, and $\mu$ is in $J$, and hence $f$ is not in Ann $J$. On the other hand, $\check{\nu}(f)=\nu(\check{f})=\check{\xi}(\nu)=0$ for each $\nu$ in $I$, as $\check{\xi}$ vanishes on $I$, which implies that $f$ is in Ann $I=$ Ann $J$, a contradiction.

Corollary 1.6. Let $G$ be a locally compact Abelian group. Then the mapping $V \leftrightarrow$ Ann $V$ sets up one-to-one inclusion-reversing correspondences between the varieties in $\mathcal{M}_{c}(G)$ and the closed ideals in $\mathcal{M}_{c}(G)$.

## 2. Exponentials

A basic function class is formed by the common eigenfunctions of all translation operators, that is, by those nonzero continuous functions $\varphi: G \rightarrow \mathbb{C}$ satisfying

$$
\begin{equation*}
\tau_{y} \varphi=m(y) \cdot \varphi \tag{2.1}
\end{equation*}
$$

with some $m: G \rightarrow \mathbb{C}$; that is,

$$
\begin{equation*}
\varphi(x+y)=m(y) \varphi(x) \tag{2.2}
\end{equation*}
$$

for all $x, y$ in $G$. It follows that $\varphi(y)=\varphi(0) \cdot m(y)$, which implies that $\varphi(0) \neq 0$ and, by (2.2),

$$
\begin{equation*}
m(x+y)=m(x) m(y) \tag{2.3}
\end{equation*}
$$

for each $x, y$ in $G$. Nonzero continuous functions $m: G \rightarrow \mathbb{C}$ satisfying (2.3) for each $x, y$ in $G$ are called exponentials. Clearly, every exponential generates a onedimensional variety and, conversely, every one-dimensional variety is generated by an exponential. Sometimes exponentials are called generalized characters.

Using translation, one introduces modified differences in the following manner: for each continuous function $f$ in $\mathcal{C}(G)$ and $y$ in $G$ we let

$$
\Delta_{f ; y}=\delta_{-y}-f(y) \delta_{0}
$$

Hence, $\Delta_{f ; y}$ is an element of $\mathcal{M}_{c}(G)$. For a given $f$ in $\mathcal{C}(G)$, the closed ideal generated by all modified differences of the form $\Delta_{f ; y}$ with $y$ in $G$ is denoted by $M_{f}$. We have the following theorem.

Theorem 2.1. Let $G$ be a locally compact Abelian group, and let $f: G \rightarrow \mathbb{C}$ be a continuous function. The ideal $M_{f}$ is proper if and only if $f$ is an exponential. In this case $M_{f}=\operatorname{Ann} \tau(f)$ is maximal, and $\mathcal{M}_{c}(G) / M_{f}$ is topologically isomorphic to the complex field.

Proof. As $M_{f}$ is closed, by Theorem 1.5 we have $\operatorname{Ann}\left(\operatorname{Ann} M_{f}\right)=M_{f}$.
Suppose that $f$ is an exponential. Then $f \neq 0$, and

$$
\Delta_{f ; y} * f(x)=f(x+y)-f(y) f(x)=0
$$

for each $x, y$ in $G$; hence $f$ is in Ann $M_{f}$. As $\tau(f)$ consists of all constant multiples of $f$, we infer that $\tau(f) \subseteq$ Ann $M_{f}$. Moreover, if $\varphi$ is in Ann $M_{f}$, then we have

$$
0=\Delta_{f ; y} * \varphi(x)=\varphi(x+y)-f(y) \varphi(x)
$$

for each $x, y$ in $G$. It follows that $\varphi=\varphi(0) \cdot f$, and hence $\varphi$ is in $\tau(f)$. We conclude that $\tau(f)=\operatorname{Ann} M_{f}$ and $M_{f}=\operatorname{Ann} \tau(f)$.

We define the mapping $\Phi_{f}: \mathcal{M}_{c}(G) \rightarrow \mathbb{C}$ by

$$
\Phi_{f}(\mu)=\mu(\check{f})=\int f(-y) d \mu(y)
$$

for each $\mu$ in $\mathcal{M}_{c}(G)$. Then $\Phi_{f}$ is a linear mapping, $\Phi_{f}\left(\delta_{0}\right)=1$, and for each $\mu, \nu$ in $\mathcal{M}_{c}(G)$ we have

$$
\begin{aligned}
\Phi_{f}(\mu * \nu) & =\int f(-x-y) d \mu(x) d \nu(y) \\
& =\int f(-x) d \mu(x) \int f(-y) d \nu(y)=\Phi_{f}(\mu) \cdot \Phi_{f}(\nu)
\end{aligned}
$$

hence $\Phi_{f}$ is an algebra homomorphism. Obviously, $\Phi_{f} \operatorname{maps} \mathcal{M}_{c}(G)$ onto $\mathbb{C}$, and hence it is a multiplicative linear functional. We infer that $\operatorname{Ker} \Phi_{f}$ is a maximal ideal and that $\mathcal{M}_{c}(G) / \operatorname{Ker} \Phi_{f}$ is isomorphic to the complex field $\mathbb{C}$. For each $\mu$ in $\operatorname{Ker} \Phi_{f}$ we have $\mu(\tilde{f})=0$; hence, for each complex number $c$ we have

$$
c f * \mu(x)=c \int f(x-y) d \mu(y)=c f(x) \mu(\check{f})=0
$$

and, consequently, $\mu$ is in $\operatorname{Ann} \tau(f)=M_{f}$. It follows that $\operatorname{Ker} \Phi_{f} \subseteq M_{f}$, which implies that $M_{f}$ is a maximal ideal. We also have that $\operatorname{Ker} \Phi_{f}$ is closed, and hence $\Phi_{f}$ is continuous. As $\Phi_{f}$ is also open, we have that $\mathcal{M}_{c}(G) / M_{f}$ is topologically isomorphic to the complex field.

Finally, if $M_{f}$ is proper, then $\operatorname{Ann} M_{f}$ is nonzero. Let $\varphi \neq 0$ be a function in Ann $M_{f}$; then we have

$$
0=\Delta_{f ; y} * \varphi(x)=\varphi(x+y)-f(y) \varphi(x)
$$

and in the same way as above we conclude that $f$ is an exponential. The theorem is proved.

Given a ring $R$, we call a maximal ideal $M$ in $R$ an exponential maximal ideal if the residue ring $R / M$ is isomorphic to the complex field. If $R$ is a topological ring, then we require the isomorphism to be topological. From the above proof it is clear that if $G$ is a locally compact Abelian group, then each exponential maximal ideal in $\mathcal{M}_{c}(G)$ is of the form $M_{m}=\operatorname{Ann} \tau(m)$ with some exponential $m$. The maximal ideal in $\mathcal{M}_{c}(G)$ corresponding to the exponential identically 1 , that is, the annihilator of all constant functions on $G$, is called the augmentation ideal.

Given a locally compact Abelian group $G$, the set of all exponentials is denoted by $\widetilde{G}$ and is called the generalized character group of $G$. It is easy to check that, equipped with the compact-open topology, $\widetilde{G}$ is a topological Abelian group. Obviously, $\hat{G}$, the dual of $G$, is a closed subgroup of $\widetilde{G}$ (see, e.g., [2]).

Let $G$ be a locally compact Abelian group. A continuous homomorphism of $G$ into the additive group of real numbers is called a real character. By addition of real characters and multiplication by real numbers being defined pointwise and using the compact-open topology, the set of all real characters of $G$ is a locally convex real topological vector space and it is denoted by $\operatorname{Hom}(G, \mathbb{R})$.

Theorem 2.2. Let $G$ be a locally compact Abelian group. Then $\widetilde{G}$ is topologically isomorphic to $\hat{G} \times \operatorname{Hom}(G, \mathbb{R})$.
Proof. Let $m$ be in $\widetilde{G}$; then $\chi: G \rightarrow \mathbb{C}$ defined by $\chi(g)=m(g) \cdot|m(g)|^{-1}$ for $g$ in $G$ is obviously a character of $G$. On the other hand, $a: g \mapsto \ln |m(g)|$ is a real character; hence the mapping

$$
m \mapsto(\chi, a)
$$

maps $\widetilde{G}$ into $\hat{G} \times \operatorname{Hom}(G, \mathbb{R})$. It is easy to see that this mapping is open and continuous. As $m=\chi \cdot \exp a$, it is injective, and as the function $g \mapsto \chi \cdot \exp a$ is an exponential for each character $\chi$ and real character $a$, it is also surjective.
Theorem 2.3. Let $G$ be a locally compact Abelian group. If $G$ is compact, then $\hat{G}$ is topologically isomorphic to $\widetilde{G}$. If $G$ is compactly generated and $\hat{G}$ is topologically isomorphic to $\widetilde{G}$, then $G$ is compact.

Proof. If $G$ is compact, then there is a nonzero real character on $G$. Indeed, if $a: G \rightarrow \mathbb{R}$ is a real character, then $a(G)$ is a compact subgroup of the additive group of $\mathbb{R}$; hence it is $\{0\}$. It follows that $\operatorname{Hom}(G, \mathbb{R})=\{0\}$ and $\widetilde{G}=\hat{G}$ by the previous theorem. If $G$ is a compactly generated locally compact Abelian group, then, by the structure theorem, $G=\mathbb{R}^{n} \times \mathbb{Z}^{k} \times K$, where $K$ is a compact Abelian group and $n, k$ are natural numbers. Hence, $\widetilde{G}$ can be topologically isomorphic to $\hat{G}$ only if $n=k=0$ and $G$ is compact.

## 3. Powers of maximal ideals in the ring of Laurent polynomials

The motivation of this paper is the characterization of powers of maximal ideals in the group algebra of $\mathbb{Z}^{n}$. By the recent results in [11], powers of maximal ideals play a fundamental role in characterizing varieties which possess spectral synthesis on discrete Abelian groups. A well-known particular case for a characterization of this type is the polynomial ring $\mathbb{C}[x]$, where every maximal ideal $M$ has the form

$$
M_{\lambda}=\{p: p(\lambda)=0\}
$$

with some complex number $\lambda$. In this case it is known that for every natural number $k$ we have

$$
M_{\lambda}^{k+1}=\left\{p: p^{(j)}(\lambda)=0 \text { for } j=0,1, \ldots, k\right\}
$$

An immediate generalization is given in the theorem below. First we introduce some notation. Given a positive integer $n$, addition, subtraction, and inequalities in $\mathbb{Z}^{n}$ are defined componentwise; further, we write $|\alpha|=\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n}$ whenever $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is in $\mathbb{Z}^{n}$. Let $\mathbb{C}_{0}^{n}$ denote the set of all vectors in $\mathbb{C}^{n}$ whose every component is different from zero. For $\lambda$ in $\mathbb{C}_{0}^{n}$ and $\alpha$ in $\mathbb{Z}^{n}$ we write

$$
\lambda^{\alpha}=\lambda_{1}^{\alpha_{1}} \lambda_{2}^{\alpha_{2}} \cdots \lambda_{n}^{\alpha_{n}} .
$$

We adopt this notation for differential operators. Let $\mathbb{C}\left[z, z^{-1}\right]$ denote the ring of Laurent polynomials in $n$ variables, where $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$. Then $\partial_{j}$ : $\mathbb{C}\left[z, z^{-1}\right] \rightarrow \mathbb{C}\left[z, z^{-1}\right]$ is the partial differential operator with the usual meaning, and for every $\alpha$ with $\alpha \geq 0$ we write

$$
\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \cdots \partial_{n}^{\alpha_{n}}
$$

More generally, if $P: \mathbb{C}^{n} \rightarrow \mathbb{C}$ is a complex polynomial in $n$ variables, then $P(\partial)$ has the obvious meaning: formally, the variable $z_{j}$ in $P$ is replaced by $\partial_{j}$, and the constant $P(0)$ in $P$ is replaced by $P(0)$-times the identity operator. Using this notation, the Taylor formula for polynomials in $n$ variables has the form

$$
\begin{equation*}
P(z)=\sum_{\alpha \in \mathbb{N}^{n}} \frac{1}{\alpha!} \partial^{\alpha} P\left(z_{0}\right)\left(z-z_{0}\right)^{\alpha} . \tag{3.1}
\end{equation*}
$$

Here $z, z_{0}$ are arbitrary in $\mathbb{C}^{n}$ and we use the notation $\alpha!=\alpha_{1}!\alpha_{2}!\cdots \alpha_{n}!$.
We need the following simple lemma.
Lemma 3.1. Let $k$ be a positive integer, let $\alpha$ an element in $\mathbb{N}^{n}$, and let $r_{1}, r_{2}$, $\ldots, r_{k}$ be arbitrary in $\mathbb{C}\left[z, z^{-1}\right]$. Then we have

$$
\begin{equation*}
\partial^{\alpha}\left(r_{1} \cdot r_{2} \cdots \cdots r_{k}\right)=\sum_{\beta_{1}+\beta_{2}+\cdots+\beta_{k}=\alpha} \frac{\alpha!}{\beta_{1}!\beta_{2}!\cdots \beta_{k}!} \partial^{\beta_{1}} r_{1} \partial^{\beta_{2}} r_{2} \cdots \partial^{\beta_{k}} r_{k} \tag{3.2}
\end{equation*}
$$

Proof. We prove by induction on $k$ and the statement obviously holds for $k=1$. To prove it for $k+1$, we proceed as

$$
\begin{aligned}
\partial^{\alpha} & \left(r_{1} \cdot r_{2} \cdots \cdots r_{k} \cdot r_{k+1}\right) \\
& =\partial^{\alpha}\left(q \cdot r_{k+1}\right)=\sum_{\beta \leq \alpha} \frac{\alpha!}{\beta!(\alpha-\beta)!} \partial^{\beta} q \cdot \partial^{\alpha-\beta} r_{k+1} \\
& =\sum_{\beta_{1}+\beta_{2}+\cdots+\beta_{k}=\beta} \sum_{\beta \leq \alpha} \frac{\alpha!}{\beta!(\alpha-\beta)!} \frac{\beta!}{\beta_{1}!\beta_{2}!\cdots \beta_{k}!} \partial^{\beta_{1}} r_{1} \partial^{\beta_{2}} r_{2} \cdots \partial^{\beta_{k}} r_{k} \partial^{\alpha-\beta} r_{k+1} \\
& =\sum_{\beta_{1}+\beta_{2}+\cdots+\beta_{k+1}=\alpha} \frac{\alpha!}{\beta_{1}!\beta_{2}!\cdots \beta_{k+1}!} \partial^{\beta_{1}} r_{1} \partial^{\beta_{2}} r_{2} \cdots \partial^{\beta_{k}} r_{k} \partial^{\beta_{k+1}} r_{k+1},
\end{aligned}
$$

which was to be proved.
Now we have the following result.
Theorem 3.2. Let $n$ be a positive integer. Then for every maximal ideal $M$ in $\mathbb{C}\left[z, z^{-1}\right]$ there exists a complex vector $\lambda$ in $\mathbb{C}_{0}^{n}$ such that for each natural number $k$ we have

$$
\begin{equation*}
M^{k+1}=\left\{r: \partial^{\alpha} r(\lambda)=0 \text { for every } \alpha \in \mathbb{N}^{n} \text { with }|\alpha| \leq k\right\} . \tag{3.3}
\end{equation*}
$$

Proof. It is well known that for every maximal ideal $M$ in $\mathbb{C}\left[z, z^{-1}\right]$ there exists a unique $\lambda$ in $\mathbb{C}_{0}^{n}$ such that

$$
M=M_{\lambda}=\{r: r(\lambda)=0\} .
$$

Let $k$ be a positive integer, and let

$$
I_{k+1}=\left\{r: \partial^{\alpha} r(\lambda)=0 \text { for every } \alpha \in \mathbb{N}^{n} \text { with }|\alpha| \leq k\right\} .
$$

We will show that $M^{k+1}=I_{k+1}$. Let $r_{1}, r_{2}, \ldots, r_{k+1}$ be arbitrary in $M$. Then, by the previous lemma, we have, for each $\alpha$ in $\mathbb{N}^{n}$ with $|\alpha| \leq k$,

$$
\partial^{\alpha}\left(r_{1} r_{2} \cdots r_{k+1}\right)=\sum_{\beta_{1}+\beta_{2}+\cdots+\beta_{k+1}=\alpha} \frac{\alpha!}{\beta_{1}!\beta_{2}!\cdots \beta_{k+1}!} \partial^{\beta_{1}} r_{1} \partial^{\beta_{2}} r_{2} \cdots \partial^{\beta_{k+1}} r_{k+1}
$$

In each term of the sum we have $\left|\beta_{1}\right|+\left|\beta_{2}\right|+\cdots+\left|\beta_{k+1}\right|=|\alpha| \leq k$, which implies that $\left|\beta_{j}\right|=0$ for some $j$ with $j=1,2, \ldots, k+1$. It follows that each term in the sum has a factor of the form $\partial^{\beta_{j}} r_{j}=\partial^{0} r_{j}=r_{j}$, which vanishes at $\lambda$. It follows that $\partial^{\alpha}\left(r_{1} r_{2} \cdots r_{k+1}\right)(\lambda)=0$ for each $\alpha$ with $|\alpha| \leq k$, and hence $r_{1} r_{2} \cdots r_{k+1}$ belongs to $I_{k+1}$. As every element in $M^{k+1}$ is a sum of functions of the form $r_{1} r_{2} \cdots r_{k+1}$, we have $M^{k+1} \subseteq I_{k+1}$.

For the converse, we suppose that $r$ is in $I_{k+1}$; that is, it has the property that

$$
\partial^{\alpha} r(\lambda)=0
$$

for every $\alpha$ in $\mathbb{N}^{n}$ with $|\alpha| \leq k$. There exists a monomial $q$ such that $p=r \cdot q$ is a polynomial. Obviously, by the above consideration, we have

$$
\partial^{\alpha} p(\lambda)=0
$$

for every $\alpha$ in $\mathbb{N}^{n}$ with $|\alpha| \leq k$. By Taylor's formula, we have that

$$
p(z)=\sum_{|\alpha| \geq k+1} \frac{1}{\alpha!} \partial^{\alpha} p(\lambda)(z-\lambda)^{\alpha}
$$

On the right-hand side, every term has a factor which is a multiple of $(z-\lambda)^{\alpha}$, where $|\alpha|=k+1$. This implies that $\frac{(z-\lambda)^{\alpha}}{q(z)}$ is in $M^{k+1}$; hence, $r=\frac{p}{q}$ is in $M^{k+1}$ and the proof is complete.

## 4. Fourier-Laplace transformation

Given the locally compact Abelian group $G$ for every $\mu$ in $\mathcal{M}_{c}(G)$, we define the function $\hat{\mu}: \widetilde{G} \rightarrow \mathbb{C}$ by

$$
\hat{\mu}(m)=\mu(\check{m})=\int m(-y) d \mu(y)
$$

whenever $m$ is in $\check{G}$. Obviously, $\hat{\mu}(m)=m * \mu(0)$. Also, we have $\hat{\mu}(m)=\Phi_{m}(\mu)$, where $\Phi_{m}$ is defined in Theorem 2.1 with $m=f$. The function $\hat{\mu}$ is called the Fourier-Laplace transform of $\mu$ and the mapping $\mu \mapsto \hat{\mu}$ is called the FourierLaplace transformation. The following result is well known.

Theorem 4.1. Let $G$ be a locally compact Abelian group. Then for each measure $\mu$ in $\mathcal{M}_{c}(G)$ its Fourier-Laplace transform $\hat{\mu}$ is a continuous function on $\widetilde{G}$. The Fourier-Laplace transformation $\mu \rightarrow \hat{\mu}$ is a continuous injective algebra homomorphism of $\mathcal{M}_{c}(G)$ into $\mathcal{C}(\widetilde{G})$, the latter equipped with the pointwise linear operations and multiplication, and with the topology of pointwise convergence.
Proof. Let $\left(m_{i}\right)_{i \in I}$ be a generalized sequence in $\widetilde{G}$ converging to the exponential $m$ in $\widetilde{G}$. Then $\check{\mu}_{i} \rightarrow \check{\mu}$ uniformly on the compact set supp $\mu$; hence we have $\hat{\mu}_{i}(m) \rightarrow \hat{\mu}$ proving that $\hat{\mu}$ is continuous.

We introduce the notation

$$
\mathcal{F}(\mu)=\hat{\mu}
$$

for each $\mu$ in $\mathcal{M}_{c}(G)$. Obviously, $\mathcal{F}: \mathcal{M}_{c}(G) \rightarrow \mathcal{C}(\widetilde{G})$ is a linear mapping. Suppose that $\left(\mu_{\alpha}\right)_{\alpha \in A}$ is a generalized sequence in $\mathcal{M}_{c}(G)$ converging to $\mu$ in the weak*-topology. Then for each $m$ in $\widetilde{G}$ we have $\mu_{\alpha}(\check{m}) \rightarrow \mu(\check{m})$; that is, $\hat{\mu}_{\alpha}(m) \rightarrow \hat{\mu}(m)$, which gives the continuity of $\mathcal{F}$. Finally, for $\mu, \nu$ in $\mathcal{M}_{c}(G)$ and $m$ in $\widetilde{G}$ we have

$$
\begin{aligned}
\mathcal{F}(\mu * \nu)(m) & =(\mu * \nu)(\check{m})=\int m(-x-y) d \mu(x) d \nu(y) \\
& =\int m(-x) d \mu(x) \int m(-y) d \nu(y)=\mu(\check{m}) \cdot \nu(\check{m}) \\
& =\mathcal{F}(\mu)(m) \cdot \mathcal{F}(\nu)(m)
\end{aligned}
$$

hence $\mathcal{F}$ is an algebra homomorphism.
The injectivity of the Fourier-Laplace transformation follows from the linearity and injectivity of the Fourier transformation.

The range of the Fourier-Laplace transformation in $\mathcal{C}(\widetilde{G})$, that is, the set of all Fourier-Laplace transforms, will be denoted by $\mathcal{A}(G)$. This is a subalgebra of $\mathcal{C}(\widetilde{G})$, isomorphic to $\mathcal{M}_{c}(G)$, which is sometimes called the Fourier algebra of $G$.

## 5. Derivations

Let $G$ be a locally compact Abelian group. The continuous function $a: G \rightarrow \mathbb{C}$ is called an additive function if it is a homomorphism of $G$ into the additive topological group of complex numbers. The set of all additive functions on $G$ is denoted by $\operatorname{Hom}(G, \mathbb{C})$. Equipped with the pointwise addition and with the compact-open topology, it is a topological Abelian group, which is topologically isomorphic to $\operatorname{Hom}(G, \mathbb{R}) \times \operatorname{Hom}(G, \mathbb{R})$. The function $X: \mathbb{C} \rightarrow G$ is called a one-parameter subgroup in $G$ if it is a homomorphism of the topological group $\mathbb{C}$ into $G$. The function $X: \mathbb{R} \rightarrow G$ is called a real one-parameter subgroup in $G$ if it is a homomorphism of the topological group $\mathbb{R}$ into $G$. We have the following theorem (see [2]).

Theorem 5.1. Let $G$ be a locally compact Abelian group. For every additive function $a: G \rightarrow \mathbb{C}$ the function $X_{a}: \mathbb{C} \rightarrow \widetilde{G}$ defined by

$$
\begin{equation*}
X_{a}(z)(g)=\exp z a(g) \tag{5.1}
\end{equation*}
$$

for $g$ in $G$ and $z$ in $\mathbb{C}$ is a one-parameter subgroup in $\widetilde{G}$. If a is a real character, then the restriction of $X_{a}$ to $\mathbb{R}$ is a real one-parameter subgroup in $\widetilde{G}$.

Proof. The continuity of $X_{a}$ is obvious. For $g, h$ in $G$ and $z$ in $\mathbb{R}$ we have

$$
X_{a}(z)(g+h)=\exp r a(g+h)=\exp z a(g) \cdot \exp r a(h)=X_{a}(z)(g) \cdot X_{a}(z)(h) ;
$$

that is, $X_{a}(z)$ is an exponential on $G$ for each $z$ in $\mathbb{C}$. Moreover, for $z, w$ in $\mathbb{C}$ and $g$ in $G$ we have

$$
X_{a}(z+w)(g)=\exp (z+w) a(g)=\exp z a(g) \cdot \exp w a(g)=X_{a}(z)(g) \cdot X_{a}(w)(g) ;
$$

that is,

$$
X_{a}(z+w)=X_{a}(z) X_{a}(w)
$$

and hence $X_{a}$ is a one-parameter subgroup in $\widetilde{G}$. Clearly, if $a$ is real valued, then the restriction of $X_{a}$ to $\mathbb{R}$ is a real one-parameter subgroup.

Theorem 5.2. Let $G$ be a locally compact Abelian group. For every one-parameter subgroup $X: \mathbb{C} \rightarrow \widetilde{G}$ there exists a unique additive function $a: G \rightarrow \mathbb{C}$ such that $X=X_{a}$. If $X$ is a real one-parameter subgroup, then a is a real character.

Proof. Let $X: \mathbb{C} \rightarrow \widetilde{G}$ be a one-parameter subgroup, and let $g$ be an element of $G$. We define, for each $w$ in $\mathbb{C}$,

$$
\varphi_{g}(w)=X(w)(g)
$$

Then $\varphi_{g}: \mathbb{C} \rightarrow \mathbb{C}-\{0\}$ is continuous and satisfies

$$
\varphi_{g}(z+w)=\varphi_{g}(z) \varphi_{g}(w)
$$

for every $z, w$ in $\mathbb{C}$. It follows that $\varphi_{g}$ is an exponential function of the form

$$
\varphi_{g}(w)=\exp \lambda(g) w,
$$

where $\lambda: G \rightarrow \mathbb{C}$ is a continuous function. On the other hand, for $g, h$ in $G$ we have

$$
\begin{aligned}
\exp \lambda(g+h) w & =\varphi_{g+h}(w)=X(w)(g+h)=X(w)(g) \cdot X(w)(h) \\
& =\varphi_{g}(w) \cdot \varphi_{h}(w)=\exp [\lambda(g)+\lambda(h)] w
\end{aligned}
$$

which implies

$$
\exp [\lambda(g+h)-\lambda(g)-\lambda(h)] w=1
$$

for every $g, h$ in $G$ and $w$ in $\mathbb{C}$. We infer that $[\lambda(g+h)-\lambda(g)-\lambda(h)] w$ is an integer multiple of $2 \pi i$ for any choice of $g, h$ in $G$ and $w$ in $\mathbb{C}$, which is possible only if $\lambda(g+h)-\lambda(g)-\lambda(h)=0$, that is, if $\lambda: G \rightarrow \mathbb{C}$ is additive. Hence, we have

$$
X(w)(g)=\varphi_{g}(w)=\exp \lambda(g) w
$$

for each $g$ in $G$ and $w$ in $\mathbb{C}$, which implies immediately that $\lambda$ is real-valued, if $X$ is a real one-parameter subgroup.

Let $G$ be a locally compact Abelian group, let $f: \widetilde{G} \rightarrow \mathbb{C}$ be a function, let $X: \mathbb{C} \rightarrow \widetilde{G}$ be a one-parameter subgroup in $\widetilde{G}$, and let $m$ be an exponential on $G$. We define the derivative of $f$ along $X$ at $m$ as the limit

$$
\begin{equation*}
\lim _{z \rightarrow 0} \lim _{w \rightarrow 0} \frac{1}{w}(f(m \cdot X(z+w))-f(m \cdot X(z))) \tag{5.2}
\end{equation*}
$$

whenever it exists and is finite (see, e.g., [2]). We denote it by $\partial_{X} f(m)$. If, in addition, the one-parameter subgroup $X$ has the form $X=X_{a}$ with some additive function $a$, then $\partial_{X} f(m)$ is called the derivative of $f$ along the additive function $a$, and it is denoted by $\partial_{a} f(m)$. If $\partial_{X} f(m)$ is defined for each $m$ in $\widetilde{G}$, then its derivative along the one-parameter subgroup $Y$ is denoted by $\partial_{Y} \partial_{X} f(m)$, and so on. Repeating this process, we can define $\mathcal{C}^{\infty}$-functions in the obvious way: the function $f$ is called $\mathcal{C}^{\infty}$ if $P\left(\partial_{X_{1}}, \partial_{X_{2}}, \ldots, \partial_{X_{k}}\right) f(m)$ exists for every positive integer $k$, for every choice of the one-parameter subgroups $X_{i}$ in $\widetilde{G}$, for every polynomial $P$, and for every exponential $m$ on $G$. Here $P\left(\partial_{X_{1}}, \partial_{X_{2}}, \ldots, \partial_{X_{k}}\right)$ denotes the usual polynomial differential operator: $P$ is a complex polynomial in $k$ variables and the variables are formally replaced by the differential operators $\partial_{X_{1}}, \partial_{X_{2}}, \ldots, \partial_{X_{k}}$. In particular, for every nonnegative integer $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ the meaning of the notation $\partial_{X_{1}}^{\alpha_{1}} \partial_{X_{2}}^{\alpha_{2}} \cdots \partial_{X_{k}}^{\alpha_{k}}$ is obvious, too. If the one-parameter subgroup $X$ has the form $X_{a}$, then we use the notation $\partial_{a}$ instead of $\partial_{X_{a}}$. In light of Theorem 5.2, we can keep this notation in any case, as every one-parameter subgroup $X$ in $\widetilde{G}$ has the form $X=X_{a}$.

Theorem 5.3. Let $G$ be a locally compact Abelian group, and let $\mu$ be a measure in $\mathcal{M}_{c}(G)$. Then the Fourier-Laplace transform of $\mu$ is a $\mathcal{C}^{\infty}$-function, and for every
complex polynomial $P: \mathbb{C}^{k} \rightarrow \mathbb{C}$ and for arbitrary additive functions $a_{j}: G \rightarrow \mathbb{C}$ $(j=1,2, \ldots, k)$ we have

$$
\begin{equation*}
P\left(\partial_{a_{1}}, \partial_{a_{2}}, \ldots, \partial_{a_{k}}\right) \hat{\mu}(m)=\int \check{m} P\left(\check{a}_{1}, \check{a}_{2}, \ldots, \check{a}_{k}\right) d \mu \tag{5.3}
\end{equation*}
$$

Proof. It is enough to prove the following particular case:

$$
\begin{equation*}
\partial_{a} \hat{\mu}(m)=\int \check{m} \check{a} d \mu \tag{5.4}
\end{equation*}
$$

for each additive function $a: G \rightarrow \mathbb{C}$; the general case follows then by iteration. We proceed as follows:

$$
\begin{aligned}
\partial_{a} \hat{\mu}(m) & =\lim _{z \rightarrow 0} \lim _{w \rightarrow 0} \frac{1}{w}(\hat{\mu}(m \cdot X(z+w))-\hat{\mu}(m \cdot X(z))) \\
& =\lim _{z \rightarrow 0} \lim _{w \rightarrow 0} \int m(-g) \exp z a(-g) \frac{\exp w a(-g)-1}{w} d \mu(g) \\
& =\lim _{z \rightarrow 0} \int m(-g) \exp z a(-g) \lim _{w \rightarrow 0} \frac{\exp w a(-g)-1}{a(-g) w} a(-g) d \mu(g) \\
& =\int m(-g) a(-g) d \mu(g) .
\end{aligned}
$$

The linearity of $\partial_{a}$ and the obvious property

$$
\partial_{a}(f \cdot g)(m)=\partial_{a} f(m) \cdot g(m)+f \cdot \partial_{a} g(m)
$$

show that the mapping $\partial_{a}: \mathcal{A}(G) \rightarrow \mathcal{A}(G)$ is closely related to the derivations of the Fourier algebra. We recall that, given a commutative algebra $A$, the linear mapping $D: A \rightarrow A$ is called a derivation if for every $x, y$ in $A$ we have

$$
\begin{equation*}
D(x y)=D(x) y+x D(y) . \tag{5.5}
\end{equation*}
$$

Then, obviously, $\partial_{a}$ is a derivation on the Fourier algebra for every additive function $a$.

The element $g$ in the locally compact Abelian group $G$ is called a compact element, if the intersection of all closed subgroups in $G$ including $g$ is compact. The set of all compact elements $B$ in a locally compact Abelian group $G$ is a closed subgroup (see [4, Theorem 9.10, p. 92]), and $G / B$ has no compact elements except zero (see [4, Theorem 24.34, p. 390]). We say that the locally compact Abelian group has sufficiently many real characters if for each $g$ in $G$, different from the identity, there exists a real additive function $a: G \rightarrow \mathbb{R}$ such that $a(g) \neq 0$. This is the case if and only if $B=\{0\}$ (see [4, Theorem 24.34, p. 390]). This can be reformulated in two other ways: the dual of $G$ is connected or $G$ is topologically isomorphic to $\mathbb{R}^{n} \times F$, where $n$ is a natural number and $F$ is a discrete torsion-free Abelian group (see [4, Corollary 24.35, p. 390]). We have the following theorem.

Theorem 5.4. Let $G$ be a locally compact Abelian group, and let $H \subseteq G$ be a closed subgroup with no compact elements except zero. If $\mu$ is a measure in $\mathcal{M}_{c}(G)$ such that for some exponential $m$ we have $\partial_{a_{1}}^{\alpha_{1}} \partial_{a_{2}}^{\alpha_{2}} \cdots \partial_{a_{k}}^{\alpha_{k}} \hat{\mu}(m)=0$ for every choice of the natural numbers $k, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ and the additive functions $a_{1}, a_{2}, \ldots, a_{k}$, then $\operatorname{supp} \mu \cap H=\emptyset$.

Proof. We remark that the statement of this theorem is that for every continuous function $f: G \rightarrow \mathbb{C}$ with supp $f \subseteq H$ we have $\mu(f)=0$. First of all, we note that the condition on $\mu$ implies that

$$
P\left(\partial_{a_{1}}, \partial_{a_{2}}, \ldots, \partial_{a_{k}}\right) \hat{\mu}(m)=0
$$

for every natural number $k$, for every choice of the additive functions $a_{1}, a_{2}, \ldots, a_{k}$, and for every polynomial $P: \mathbb{C}^{k} \rightarrow \mathbb{C}$. Hence, by the previous theorem, we have

$$
\begin{equation*}
\int \check{m} P\left(\check{a}_{1}, \check{a}_{2}, \ldots, \check{a}_{k}\right) d \mu=0 \tag{5.6}
\end{equation*}
$$

for every natural number $k$, for every choice of the additive functions $a_{1}, a_{2}, \ldots, a_{k}$, and for every polynomial $P: \mathbb{C}^{k} \rightarrow \mathbb{C}$. By the assumption on $H$, for every element $g \neq h$ in $H$ there exists an additive function $a: H \rightarrow \mathbb{C}$ such that $a(g) \neq a(h)$. It follows that the algebra of functions of the form

$$
g \mapsto P\left(a_{1}(-g), a_{2}(-g), \ldots, a_{k}(-g)\right)
$$

satisfies the conditions of the Stone-Weierstrass theorem on the compact set $H$. It follows that, by (5.6), we have

$$
\int_{H} \check{m} f d \mu=0
$$

for every continuous function $f: H \rightarrow \mathbb{C}$. In particular, taking $f=\bar{\chi}$, where $\chi$ is any character of $H$, we obtain

$$
\int_{H} \bar{\chi} \check{m} d \mu=0
$$

This means that the Fourier-Stieltjes transform of the restriction of the measure $\check{m} \mu$ to $H$ is zero, which implies that this measure is zero; hence $\mu=0$ on $H$. By Tietze's extension theorem, every continuous function on $H$ is the restriction of some continuous function on $G$. In other words, if for the function $f: G \rightarrow \mathbb{C}$ we have supp $f \subseteq H$, then $\mu(f)=0$. This implies supp $\mu \cap H=\emptyset$.

Corollary 5.5. Let $G$ be a locally compact Abelian group having sufficiently many real characters. If $\mu$ is a measure in $\mathcal{M}_{c}(G)$ such that for some exponential $m$ we have $\partial_{a_{1}}^{\alpha_{1}} \partial_{a_{2}}^{\alpha_{2}} \cdots \partial_{a_{k}}^{\alpha_{k}} \hat{\mu}(m)=0$ for every choice of the natural numbers $k, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$ and the additive functions $a_{1}, a_{2}, \ldots, a_{k}$, then $\mu=0$.

Proof. This follows from the previous theorem, since in this case $H$ can be taken as $G$.

Theorem 5.6. Let $G$ be a discrete Abelian group with finite torsion-free rank, and let $m$ be an exponential on $G$. Then for each natural number $k$ the ideal $M_{m}^{k+1}$ is the set $I_{k+1}$ of all measures $\mu$ in $\mathcal{M}_{c}(G)$ for which

$$
\partial_{a_{1}}^{\alpha_{1}} \partial_{a_{2}}^{\alpha_{2}} \cdots \partial_{a_{l}}^{\alpha_{l}} \hat{\mu}(m)=0
$$

for every positive integer $l$, for every $\alpha$ in $\mathbb{N}^{l}$ with $|\alpha| \leq k$, and for every choice of the additive functions $a_{1}, a_{2}, \ldots, a_{l}$. If the torsion-free rank of $G$ is infinite, then $M_{1}^{3} \neq I_{3}$.

We recall that $M_{1}$ is the augmentation ideal.
Proof. Suppose that $\mu$ is in $M_{m}^{k+1}$. Then $\mu$ annihilates Ann $M_{m}^{k+1}$. On the other hand, every function $\varphi: G \rightarrow \mathbb{C}$ of the form

$$
\varphi(g)=a_{1}(g)^{\alpha_{1}} a_{2}(g)^{\alpha_{2}} \cdots a_{l}(g)^{\alpha_{l}} m(g)
$$

belongs to $\operatorname{Ann} M_{m}^{k+1}$, assuming that $\alpha_{1}+\alpha_{2}+\cdots+\alpha_{l} \leq k$ and $a_{1}, a_{2}, \ldots, a_{l}$ are additive functions (see, e.g., [11]). Hence, by assumption, we have

$$
\begin{aligned}
0= & \varphi * \mu(g) \\
= & \int m(g-h) \sum_{\beta \leq \alpha} \frac{\alpha!}{\beta!(\alpha-\beta)!} a_{1}(g)^{\alpha_{1}-\beta_{1}} a_{1}(-h)^{\beta_{1}} \cdots a_{l}(g)^{\alpha_{l}-\beta_{l}} a_{l}(-h)^{\beta_{l}} d \mu(h) \\
= & \sum_{\beta \leq \alpha} \frac{\alpha!}{\beta!(\alpha-\beta)!} m(g) a_{1}(g)^{\alpha_{1}-\beta_{1}} \cdots a_{l}(g)^{\alpha_{l}-\beta_{l}} \\
& \times \int m(-h) a_{1}(-h)^{\beta_{1}} \cdots a_{l}(-h)^{\beta_{l}} d \mu(h) .
\end{aligned}
$$

As the functions

$$
g \mapsto \frac{\alpha!}{\beta!(\alpha-\beta)!} m(g) a_{1}(g)^{\alpha_{1}-\beta_{1}} \cdots a_{l}(g)^{\alpha_{l}-\beta_{l}}
$$

are linearly independent for different choices of $\alpha_{j}-\beta_{j}$, we infer

$$
\int m(-h) a_{1}(-h)^{\beta_{1}} \cdots a_{l}(-h)^{\beta_{l}} d \mu(h)=0
$$

for each $\beta \leq \alpha$. By Theorem 5.3, this implies

$$
\partial_{a_{1}}^{\alpha_{1}} \partial_{a_{2}}^{\alpha_{2}} \cdots \partial_{a_{l}}^{\alpha_{l}} \hat{\mu}(m)=0
$$

for every positive integer $l$, for every $\alpha$ in $\mathbb{N}^{l}$ with $|\alpha| \leq k$, and for every choice of the additive functions $a_{1}, a_{2}, \ldots, a_{l}$. This means $M_{m}^{k+1} \subseteq I_{k+1}$.

To prove the reverse inclusion, we use the following result: if the torsion-free rank of $G$ is finite, then the variety $\operatorname{Ann} M_{m}^{k+1}$ is the set of all exponential monomials of degree at most $k$ corresponding to the exponential $m$; that is, the set of all functions of the form

$$
\varphi(g)=P\left(a_{1}(g), a_{2}(g), \ldots, a_{l}(g)\right) m(g),
$$

where $l$ is a positive integer, $P: \mathbb{C}^{l} \rightarrow \mathbb{C}$ is a polynomial in $l$ variables and of degree at most $k$, and $a_{1}, a_{2}, \ldots, a_{l}$ are additive functions (see [11]). In particular, by the condition

$$
\int m(-h) a_{1}(-h)^{\beta_{1}} \cdots a_{l}(-h)^{\beta_{l}} d \mu(h)=\partial_{a_{1}}^{\alpha_{1}} \partial_{a_{2}}^{\alpha_{2}} \cdots \partial_{a_{l}}^{\alpha_{l}} \hat{\mu}(m)=0
$$

on $\mu$, which is satisfied for every positive integer $l$, for every $\alpha$ in $\mathbb{N}^{l}$ with $|\alpha| \leq k$, and for every choice of the additive functions $a_{1}, a_{2}, \ldots, a_{l}$, we infer that $\mu$ annihilates Ann $M_{m}^{k+1}$. On the other hand, by Theorem 1.3 we have Ann Ann $M_{m}^{k+1}=M_{m}^{k+1}$; consequently, $\mu$ is in $M_{m}^{k+1}$, and hence $I_{k+1} \subseteq M_{m}^{k+1}$.

To prove the converse statement, suppose that the torsion-free rank of $G$ is infinite. By the results in [11, Chapters 13, 15], there exists a generalized polynomial $p$ of degree 2 on $G$ which is not a polynomial. It means $p$ is in Ann $M_{1}^{3}$. Also, $p$ is not in the closure of all functions of the form $g \mapsto P\left(a_{1}, a_{2}, \ldots, a_{k}\right)$, where $k$ is a positive integer, $P: \mathbb{C}^{k} \rightarrow \mathbb{C}$ is a polynomial of degree at most 2 , and $a_{j}: G \rightarrow \mathbb{C}$ is an additive function. Hence, there exists a measure $\mu$ for which $P\left(a_{1}, a_{2}, \ldots, a_{k}\right) * \mu=0$ for each positive integer $k$, for every additive function $a_{1}, a_{2}, \ldots, a_{k}$ on $G$, and for every polynomial $P: \mathbb{C}^{k} \rightarrow \mathbb{C}$ of degree at most 2 , but it is not in $M_{1}^{3}$, where $M_{1}$ is the augmentation ideal. It follows that $\mu$ is in $I_{3}$ but it is not in $M_{1}^{3}$.
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