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This work examines a class of switching jump diffusion processes. The main effort is devoted to proving the maximum principle and obtaining the Harnack inequalities. Compared with the diffusions and switching diffusions, the associated operators for switching jump diffusions are non-local, resulting in more difficulty in treating such systems. Our study is carried out by taking into consideration of the interplay of stochastic processes and the associated systems of integro-differential equations.
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## 1. Introduction

In recent years, many different fields require the handling of dynamic systems in which there is a component representing random environment and other factors that are not given as a solution of the usual differential equations. Such systems have drawn new as well as resurgent attention because of the urgent needs of systems modeling, analysis, and optimization in a wide variety of applications. Not only do the applications arise from the traditional fields of mathematical modeling, but also they have appeared in emerging application areas such as wireless communications, networked systems, autonomous systems, multi-agent systems, flexible manufacturing systems, financial engineering, and biological and ecological systems, among others. Much effort has been devoted to the so-called hybrid systems. Taking randomness into consideration, a class of such systems known as switching diffusions has been investigated thoroughly; see, for example, [23, 32] and references therein. Continuing our investigation on regime-switching systems, this paper focuses on a class switching jump diffusion processes. To work on such systems, it is necessary to study a number of fundamental properties. Although we have a good understanding of switching diffusions, switching jump diffusions are more difficult to deal with. One of the main difficulties is the operator being non-local. When we study switching diffusions, it has been demonstrated
that although they are similar to diffusion processes, switching diffusions have some distinct features. With the non-local operator used, the distinctions are even more pronounced. Our primary motivation stems from the study of a family of Markov processes in which continuous dynamics, jump discontinuity, and discrete events coexist. Their interactions reflect the salient features of the underlying systems. Specifically, we focus on regime-switching jump diffusion processes, in which the switching process is not exogenous but depends on the jump diffusions. The distinct features of the systems include the presence of non-local operators, the coupled systems of equations, and the tangled information due to the dependence of the switching process on the jump diffusions.

To elaborate a little more on the systems, similar to [32], Section 1.3, pages 4-5, we begin with the following description. Consider a two component process ( $X_{t}, \Lambda_{t}$ ), where $\Lambda_{t} \in\{1,2\}$. We call $\Lambda_{t}$ the discrete event process with state space $\{1,2\}$. Imagine that we have two parallel planes. Initially, $\Lambda_{0}=1$. It then sojourns in the state 1 for a random duration. During this period, the diffusion with jump traces out a curve on plane 1 specified by the drift, diffusion, and jump coefficients. Then a random switching takes place at a random time $\tau_{1}$, and $\Lambda$ switches to plane 2 and sojourns there for a random duration. During this period, the diffusion with jump traces out a curve on plane 2 with different drift, diffusion, and jump coefficients. What we are interested in is the case that $\Lambda_{t}$ itself is not Markov, but only the two-component process $\left(X_{t}, \Lambda_{t}\right)$ is a Markov process. Treating such systems, similar to the study of switching diffusions, we may consider a number of questions: Under what conditions, will the processes be recurrent and positive recurrent? Under what conditions, will the process be positive recurrent? Is it true that positive recurrence implies the existence of an ergodic measure. To answer these questions, we need to examine a number of issues of the switching jump diffusions and the associated systems of integro-partial differential equations.

Switching jump diffusions models arise naturally in many applications. To illustrate, consider the following motivational example - an optimal stopping problem. It is an extension of the optimal stopping problem for switching diffusions with diffusion dependent switching in [22]. We assume that the dynamics are described by switching jump diffusions rather than switching diffusions. Consider a two component Markov process ( $X_{t}, \Lambda_{t}$ ) given by

$$
d X_{t}=b\left(X_{t}, \Lambda_{t}\right) d t+\sigma\left(X_{t}, \Lambda_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} c\left(X_{t-}, \Lambda_{t-}, z\right) \widetilde{N}_{0}(d t, d z)
$$

where $b(\cdot), \sigma(\cdot)$, and $c(\cdot)$ are suitable real-valued functions, $\widetilde{N}_{0}(\cdot)$ is a compensated real-valued Poisson process, $W(\cdot)$ is a real-valued Brownian motion, and $\mathbb{R}_{0}=\mathbb{R}-\{0\}$. Because the example is for motivation only, we defer the discussion of the precise setup, formulation, and conditions needed for switching jump diffusions to the next section. We assume that $\Lambda$ depends on the dynamics of $X$. Denote the filtration by $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ and let $\mathcal{T}$ be the collection of $\mathcal{F}_{t}$-stopping times. Then the treatment of the optimal stopping problem leads to the consideration of the following value function

$$
V(x, i)=\sup _{\widetilde{\tau} \in \mathcal{T}} \mathbb{E}_{x, i}\left[\int_{0}^{\tilde{\tau}}\left[e^{-\beta t} L\left(X_{t}, \Lambda_{t}\right) d t+e^{-\beta \tilde{\tau}} \widetilde{G}\left(X_{\tilde{\tau}}, \Lambda_{\tilde{\tau}}\right)\right]\right],
$$

where $L(\cdot)$ and $\widetilde{G}(\cdot)$ are suitable functions, and $X_{0}=x$ and $\Lambda_{0}=i$. As an even more specific example, consider an asset model

$$
d X_{t}=b\left(X_{t}, \Lambda_{t}\right) d t+\sigma\left(X_{t}, \Lambda_{t}\right) d W(t)+\int_{\mathbb{R}_{0}} c\left(\Lambda_{t-}, z\right) X_{t-} \widetilde{N}_{0}(d t, d z)
$$

Then the risk-neutral price of the perpetual American put option is given by

$$
V(x, i)=\sup _{\widetilde{\tau} \in \mathcal{T}} \mathbb{E}_{x, i}\left[K-X_{\tilde{\tau}}\right]^{+}
$$

One of the motivations for using jump-diffusion type models is that it has been observed empirically that distributions of the returns often have heavier tails than that of normal distributions. In particular, if we take $N(t)$ to be a one-dimensional stationary Poisson process with $\mathbb{E} N(t)=\lambda t$ for some $\lambda>0$, and take the compensated Poisson process to be $\widetilde{N}(t)=N(t)-\lambda t$. The resulted system is used widely in option pricing and mean-variance portfolio selections.

Next, consider a modification of a frequently used system in control theory. Let $\Gamma$ be a compact subset of $\mathbb{R}^{d}-\{0\}$ that is the range space of the impulsive jumps. For any subset $B$ in $\Gamma, N(t, B)$ counts the number of impulses on $[0, t]$ with values in $B$. Consider

$$
\begin{aligned}
d X_{t} & =b\left(X_{t}, \Lambda_{t}\right) d t+\sigma\left(X_{t}, \Lambda_{t}\right) d W_{t}+d J_{t} \\
J_{t} & =\int_{0}^{t} \int_{\Gamma} c\left(X_{s-}, \Lambda_{s-}, \gamma\right) N(d s, d \gamma)
\end{aligned}
$$

with $X_{0}=x, \Lambda_{0}=\Lambda$, together with a transition probability specification of the form

$$
\mathbb{P}\left\{\Lambda_{t+\Delta t}=j \mid \Lambda_{t}=i,\left(X_{s}, \Lambda_{s}\right), s \leq t\right\}=q_{i j}\left(X_{t}\right) \Delta t+o(\Delta t), \quad i \neq j
$$

where $b$ and $\sigma$ are suitable vector-valued and matrix-valued functions, respectively, and $W$ is a standard vector-valued Brownian motion. Assume that $N(\cdot, \cdot)$ is independent of the Brownian motion $W(\cdot)$ and the switching process $\Lambda(\cdot)$. Alternatively, we can write

$$
d \Lambda_{t}=\int_{\mathbb{R}} h\left(X_{s-}, \Lambda_{s-}, z\right) N_{1}(d t, d z)
$$

where $h(x, i, z)=\sum_{j \in \mathcal{M}}(j-i) \mathbf{1}_{\left\{z \in \Delta_{i j}(x)\right\}}$ with $\Delta_{i j}(x)$ being the consecutive left closed and right open intervals of the real line, and $\widetilde{N}(t, B)$ being a compensated Poisson measure, which is independent of the Brownian motion $W(t), \lambda \in(0, \infty)$ is known as the jump rate and $\pi(B)$ is the jump measure; $N_{1}(d t, d z)$ is a Poisson measure with intensity $d t \times m_{1}(d z)$, and $m_{1}(d z)$ is the Lebesgue measure on $\mathbb{R}, N_{1}(d t, d z)$ is independent of the Brownian motion $W(t)$ and the Poisson measure $\widetilde{N}(\cdot, \cdot)$. Define a compensated or centered Poisson measure as

$$
\widetilde{N}(t, B)=N(t, B)-\lambda t \pi(B), \quad \text { for } B \subset \Gamma,
$$

where $0<\lambda<\infty$ is known as the jump rate and $\pi(\cdot)$ is the jump distribution (a probability measure). In the above, we used the setup similar to [21], page 37. With this centered Poisson
measure, we can rewrite $J_{t}$ as

$$
J_{t}=\int_{0}^{t} \int_{\Gamma} g\left(X_{s-}, \Lambda_{s-}, \gamma\right) \tilde{N}(d s, d \gamma)+\lambda \int_{0}^{t} \int_{\Gamma} g\left(X_{s-}, \Lambda_{s-}, \gamma\right) \pi(d \gamma) d s
$$

The related jump diffusion models without switching have been used in a wide range of applications in control systems; see [21] and references therein.

We devote our attention to the maximum principle and Harnack inequalities for the jumpdiffusion processes with regime-switching in this paper. Apart from being interesting in their own right, they play very important roles in analyzing many properties such as recurrence, positive recurrence, and ergodicity of the underlying systems. There is growing interest in treating switching jump systems; see [31] and many references therein. However, up to date, there seems to be no results on maximum principles and Harnack inequality for jump-diffusion processes with regime switching. As was alluded to in the previous paragraph, the main difficulty is that the operators involved are non-local. Thus, the results obtained for the systems (known as weakly coupled elliptic systems) corresponding to switching diffusions cannot be carried over. Thus new approaches and ideas have to be used.

Looking into the literature, in [15], Evans proved the maximum principle for uniformly elliptic equations. In the classical book [27], Protter and Weinberger treated maximum principle for elliptic equations as well as Harnack inequalities and generalized maximum principle together with a number of other topics. For switching diffusion processes, several papers studied Harnack inequality for the weakly coupled systems of elliptic equations. In [14], Chen and Zhao assumed Hölder continuous coefficients, and established Harnack inequality and full Harnack inequality based on the representations and estimates of the Green function and harmonic measures of the operators in small balls. In [1], Arapostathis, Ghosh, and Marcus assumed only measurability of the coefficients to prove the desired results; their proofs were based on the approach of Krylov [20] for estimating the oscillation of a harmonic function on bounded sets. There have been much interest in treating jump processes and associated non-local operators. In a series of papers, Bass and Kassmann [3], Bass, Kassmann, and Kumagai [4], Bass and Levin [5], Chen and Kumagai [9-11], Foondun [16], Song and Vondracek [29] examined Harnack inequalities for Markov processes with discontinuous sample paths; see also Chen, Hu, Xie, and Zhang [8] for a related work and a maximum principle. In [6], Caffarelli and Silvestre considered nonlinear integro-differential equations arising from stochastic control problems with pure jump Lévy processes (without a Brownian motion) using a purely analytic approach. Nonlocal version of ABP (Alexandrov-Bakelman-Pucci) estimate, Harnack inequality, and regularity were obtained. Most recently, Harnack inequality for solutions to the Schrödinger operator were dealt with in [2] by Athreya and Ramachandran for jump diffusions on $\mathbb{R}^{d}$ with $d \geq 3$ whose associate operator is an integro-differential operator includes the pure jump part as well as elliptic part. Their approach is based on the comparability of Green functions and Poisson kernels using conditional gauge function and strong regularity is assumed on the coefficients of the diffusion and jumping components.

In this paper, we focus on stochastic processes that have a switching component in addition to the jump diffusion component. The switching in fact is "jump diffusion dependent"; more precise notion will be given in the formulation section. When the switching component is missing, it reduces to the jump diffusion processes; when the continuous disturbance due to Brownian motion
is also missing, it reduces to the case of pure jump processes. If only the jump process is missing, it reduces to the case of switching diffusions. Compared to the case of switching diffusion processes, in lieu of systems of elliptic partial differential equations, we have to deal with systems of integro-differential equations. Using mainly a probabilistic approach, we establish the maximum principles. Because local analysis alone is not adequate, the approach treating Harnack inequality for switching diffusion processes cannot be used in the current case. We adopt the probabilistic approach via Krylov type estimates from [5], which was further extended in [3,16,29], to derive the Harnack inequality for the nonnegative solution of the system of integro-differential equations.

We remark that since in this paper we are concerned with regime-switching jump-diffusions, we assume the regime-switching component $m \geq 2$. However, the results and their proofs of this paper hold for the case of $m=1$ but are much easier as there would be no regime-switching. In particular, as a byproduct we have Harnack inequality for non-negative harmonic functions for Schrodinger operator $\mathcal{L}+q$, where $\mathcal{L}$ is an integro-differential operator of (3.1) and $q \leq 0$ is bounded and measurable. Although in this case our potential $q$ is non-positive and bounded while in [2] the potential $q$ can be a function in a suitable Kato class, our integro-differential operator $\mathcal{L}$ of (3.1) has very general non-local operator component and the diffusion coefficients and the jumping measure are much less regular than that in [2].

The rest of the paper is arranged as follows. Section 2 presents the formulation of the problem. In Section 3, we develop the maximum principle for regime-switching jump-diffusions, using a probabilistic approach that allows us to work under a quite general context. We obtain the Harnack inequality for the regime-switching jump-diffusions processes in Section 4. Finally, the paper is concluded with further remarks.

## 2. Formulation

Throughout the paper, we use $z^{\prime}$ to denote the transpose of $z \in \mathbb{R}^{l_{1} \times l_{2}}$ with $l_{1}, l_{2} \geq 1$, and $\mathbb{R}^{d \times 1}$ is simply written as $\mathbb{R}^{d}$. If $x \in \mathbb{R}^{d}$, the norm of $x$ is denoted by $|x|$. For $x_{0} \in \mathbb{R}^{d}$ and $r>0, B\left(x_{0}, r\right)$ denotes the open ball in $\mathbb{R}^{d}$ centered at $x_{0}$ with radius $r>0$. If $D$ is a Borel set in $\mathbb{R}^{d}, \bar{D}$ and $D^{c}=\mathbb{R}^{d} \backslash D$ denote the closure and the complement of $D$, respectively. The space $C^{2}(D)$ refers to the class of functions whose partial derivatives up to order 2 exist and are continuous in $D$, and $C_{b}^{2}(D)$ is the subspace of $C^{2}(D)$ consisting of those functions whose partial derivatives up to order 2 are bounded. The indicator function of a set $A$ is denoted $\mathbf{1}_{A}$. Let $Y_{t}=\left(X_{t}, \Lambda_{t}\right)$ be a two component Markov process such that $X$ is an $\mathbb{R}^{d}$-valued process, and $\Lambda$ is a switching process taking values in a finite set $\mathcal{M}=\{1,2, \ldots, m\}$. Throughout this paper, $d \geq 1$ and $m \geq 2$. Let $b(\cdot, \cdot): \mathbb{R}^{d} \times \mathcal{M} \mapsto \mathbb{R}^{d}, \sigma(\cdot, \cdot): \mathbb{R}^{d} \times \mathcal{M} \mapsto \mathbb{R}^{d} \times \mathbb{R}^{d}$, and for each $x \in \mathbb{R}^{d}, \pi_{i}(x, d z)$ is a $\sigma$-finite measure on $\mathbb{R}^{d}$ satisfying

$$
\int_{\mathbb{R}^{d}}\left(1 \wedge|z|^{2}\right) \pi_{i}(x, d z)<\infty
$$

Let $Q(x)=\left(q_{i j}(x)\right)$ be an $m \times m$ matrix depending on $x$ such that

$$
q_{i j}(x) \geq 0 \quad \text { for } i \neq j, \quad \sum_{j \in \mathcal{M}} q_{i j}(x) \leq 0
$$

Define

$$
Q(x) f(x, \cdot)(i):=\sum_{j \in \mathcal{M}} q_{i j}(x) f(x, j)
$$

The generator $\mathcal{G}$ of the process $\left(X_{t}, \Lambda_{t}\right)$ is given as follows. For a function $f: \mathbb{R}^{d} \times \mathcal{M} \mapsto \mathbb{R}$ and $f(\cdot, i) \in C^{2}\left(\mathbb{R}^{d}\right)$ for each $i \in \mathcal{M}$, define

$$
\begin{equation*}
\mathcal{G} f(x, i)=\mathcal{L}_{i} f(x, i)+Q(x) f(x, \cdot)(i), \quad(x, i) \in \mathbb{R}^{d} \times \mathcal{M} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{i} f(x, i)= & \sum_{k, l=1}^{d} a_{k l}(x, i) \frac{\partial^{2} f(x, i)}{\partial x_{k} \partial x_{l}}+\sum_{k=1}^{d} b_{k}(x, i) \frac{\partial f(x, i)}{\partial x_{k}}  \tag{2.2}\\
& +\int_{\mathbb{R}^{d}}\left(f(x+z, i)-f(x, i)-\nabla f(x, i) \cdot z \mathbf{1}_{\{|z|<1\}}\right) \pi_{i}(x, d z)
\end{align*}
$$

where $a(x, i):=\left(a_{k l}(x, i)\right)=\sigma(x, i) \sigma^{\prime}(x, i), \nabla f(\cdot, i)$ denotes the gradient of $f(\cdot, i)$.
Let $\Omega=D\left([0, \infty), \mathbb{R}^{d} \times \mathcal{M}\right)$ denote the space of all right continuous functions mapping $[0, \infty)$ to $\mathbb{R}^{d} \times \mathcal{M}$, having finite left limits. Define $\left(X_{t}, \Lambda_{t}\right)=w(t)$ for $w \in \Omega$ and let $\left\{\mathcal{F}_{t}\right\}$ be the right continuous filtration generated by the process $\left(X_{t}, \Lambda_{t}\right)$. A probability measure $\mathbb{P}_{x, i}$ on $\Omega$ is a solution to the martingale problem for $\left(\mathcal{G}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$ started at $(x, i)$ if
(a) $\mathbb{P}_{x, i}\left(X_{0}=x, \Lambda_{0}=i\right)=1$,
(b) if $f(\cdot, i) \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$ for each $i \in \mathcal{M}$, then

$$
f\left(X_{t}, \Lambda_{t}\right)-f\left(X_{0}, \Lambda_{0}\right)-\int_{0}^{t} \mathcal{G} f\left(X_{s}, \Lambda_{s}\right) d s
$$

is a $\mathbb{P}_{x, i}$ martingale.
If for each $(x, i)$, there is only one such $\mathbb{P}_{x, i}$, we say that the martingale problem for $\left(\mathcal{G}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$ is well-posed.

Definition 2.1. Let $U=D \times \mathcal{M}$ with $D \subset \mathbb{R}^{d}$ being a bounded connected open set. A bounded and Borel measurable function $f: \mathbb{R}^{d} \times \mathcal{M} \mapsto \mathbb{R}^{d}$ is said to be $\mathcal{G}$-harmonic in $U$ if for any relatively compact open subset $V$ of $U$,

$$
f(x, i)=\mathbb{E}_{x, i}\left[f\left(X\left(\tau_{V}\right), \Lambda\left(\tau_{V}\right)\right)\right] \quad \text { for all }(x, i) \in V
$$

where $\tau_{V}=\inf \{t \geq 0:(X(t), \Lambda(t)) \notin V\}$ is the first exit time from $V$.
Throughout the paper, we assume conditions (A1)-(A3) hold until further notice.
(A1) The functions $\sigma(\cdot, i)$ and $b(\cdot, i)$ are bounded continuous on $\mathbb{R}^{d}$, and $q_{i j}(\cdot)$ is bounded Borel measurable on $\mathbb{R}^{d}$ for every $i, j \in \mathcal{M}$.
(A2) There exists a constant $\kappa_{0} \in(0,1]$ such that

$$
\kappa_{0}|\xi|^{2} \leq \xi^{\prime} a(x, i) \xi \leq \kappa_{0}^{-1}|\xi|^{2} \quad \text { for all } \xi \in \mathbb{R}^{d}, x \in \mathbb{R}^{d}, i \in \mathcal{M}
$$

and $|b(x, i)| \leq \kappa_{0}^{-1}$ for all $x \in \mathbb{R}^{d}$ and $i \in \mathcal{M}$.
(A3) There exists a $\sigma$-finite measure $\Pi(d z)$ so that $\pi_{i}(x, d z) \leq \Pi(d z)$ for every $x \in \mathbb{R}^{d}$ and $i \in \mathcal{M}$ and

$$
\int_{\mathbb{R}^{d}}\left(1 \wedge|z|^{2}\right) \Pi(d z) \leq \kappa_{1}<\infty
$$

(A4) For any $i \in \mathcal{M}$ and $x \in \mathbb{R}^{d}, \pi_{i}(x, d z)=\tilde{\pi}_{i}(x, z) d z$. Moreover, for any $r \in(0,1]$, any $x_{0} \in \mathbb{R}^{d}$, any $x, y \in B\left(x_{0}, r / 2\right)$ and $z \in B\left(x_{0}, r\right)^{c}$, we have

$$
\tilde{\pi}_{i}(x, z-x) \leq \alpha_{r} \tilde{\pi}_{i}(y, z-y),
$$

where $\alpha_{r}$ satisfies $1 \leq \alpha_{r} \leq \kappa_{2} r^{-\beta}$ with $\kappa_{2}$ and $\beta$ being positive constants.
Remark 2.2. (a) Under Assumptions (A1)-(A3), for each $i \in \mathcal{M}$, the martingale problem for $\left(\mathcal{L}_{i}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right.$ ) is well-posed for every starting point $x \in \mathbb{R}^{d}$ (see [19], Theorem 5.2). Then the switched Markov process ( $X_{t}, \Lambda_{t}$ ) can be constructed from jump diffusions having infinitesimal generators $\mathcal{L}_{i}, 1 \leq i \leq m$, as follows. Let $X^{i}$ be the strong Markov process whose distribution is the unique solution to the martingale problem $\left(\mathcal{L}_{i}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$. Suppose we start the process at ( $x_{0}, i_{0}$ ), run a subprocess $\widetilde{X}^{i_{0}}$ of $X^{i_{0}}$ that got killed with rate $-q_{i_{0} i_{0}}(x)$; that is, via FeynmanKac transform $\exp \left(\int_{0}^{t} q_{i_{0} i_{0}}\left(X_{s}^{i_{0}}\right) d s\right)$. Note that this subprocess $\widetilde{X}^{i_{0}}$ has infinitesimal generator $\mathcal{L}_{i_{0}}+q_{i_{0} i_{0}}$. At the lifetime $\tau_{1}$ of the killed process $\widetilde{X}^{i_{0}}$, jump to plane $j \neq i_{0}$ with probability $-q_{i_{0} j}\left(X^{i_{0}}\left(\tau_{1}-\right)\right) / q_{i_{0} i_{0}}\left(X^{i_{0}}\left(\tau_{1}-\right)\right)$ and run an independent copy of a subprocess $\widetilde{X}^{j}$ of $X^{j}$ with killing rate $-q_{j j}(x)$ from position $X^{i_{0}}\left(\tau_{1}-\right)$. Repeat this procedure. The resulting process $\left(X_{t}, \Lambda_{t}\right)$ is a strong Markov process with lifetime $\zeta$ by $[17,24]$. For each $x \in \mathbb{R}^{d}$, we say that the matrix $Q(x)$ is Markovian if $\sum_{j \in \mathcal{M}} q_{i j}(x)=0$ a.e. on $\mathbb{R}^{d}$ for every $i \in \mathcal{M}$, and sub-Markovian if $\sum_{j \in \mathcal{M}} q_{i j}(x) \leq 0$ a.e. on $\mathbb{R}^{d}$ for every $i \in \mathcal{M}$. When $Q(x)$ is Markovian, the lifetime $\zeta=\infty$, and when $Q(x)$ is just sub-Markovian, $\zeta$ can be finite. We use the convention that $\left(X_{t}, \Lambda_{t}\right)=\partial$ for $t \geq \zeta$, where $\partial$ is a cemetery point, and any function is extended to $\partial$ by taking value zero there. It is easy to check that the law of $\left(X_{t}, \Lambda_{t}\right)$ solves the martingale problem for $\left(\mathcal{G}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$ so it is the desired switched jump-diffusion. This way of constructing switched diffusion has been utilized in [13], page 296. It follows from [30] that law of ( $X_{t}, \Lambda_{t}$ ) is the unique solution to the martingale problem for $\left(\mathcal{G}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$.
(b) Conditions (A1) and (A2) presents the uniform ellipticity of $a(x, i)$ and the uniform boundedness of $b(x, i)$ and $q_{i j}(x)$. The measure $\pi_{i}(x, d z)$ can be thought of as the intensity of the number of jumps from $x$ to $x+z$ (see [3,5]). Condition (A4) tells us that $\pi_{i}(x, d y)$ is absolutely continuous with respect to the Lebesgue measure $d x$ on $\mathbb{R}^{d}$, and the intensities of jumps from $x$ and $y$ to a point $z$ are comparable if $x, y$ are relatively far from $z$ but relatively close to each other. If $\tilde{\pi}_{i}(x, z)$ is such that

$$
\frac{c_{i}^{-1}}{|z|^{d+\beta_{i}}} \leq \tilde{\pi}_{i}(x, z) \leq \frac{c_{i}}{|z|^{d+\beta_{i}}}
$$

for some $c_{i} \geq 1$ and $\beta_{i} \in(0,2)$, then condition (A4) is satisfied with $1<\alpha_{r}<\kappa_{2}$ independent of $r \in(0,1)$. Condition (A4) is an essential hypothesis in the proof of the Harnack inequality.

Throughout the paper, we use capital letters $C_{1}, C_{2}, \ldots$ for constants appearing in the statements of the results, and lowercase letters $c_{1}, c_{2}, \ldots$ for constants appearing in proofs. The numbering of the latter constants afresh in every new proof.

## 3. Maximum principle

In this section, we establish maximum principle for the coupled system under conditions (A1)(A3). We emphasize that we do not assume condition (A4) for the maximum principle. In Section 3.1, we prepare three propositions for general diffusions with jumps that will be used several times in the sequel.

### 3.1. Jump diffusions and strict positivity

Consider

$$
\begin{align*}
\mathcal{L} f(x)= & \sum_{k, l=1}^{d} a_{k l}(x) \frac{\partial^{2} f(x)}{\partial x_{k} \partial x_{l}}+\sum_{k=1}^{d} b_{k}(x) \frac{\partial f(x)}{\partial x_{k}}  \tag{3.1}\\
& +\int_{\mathbb{R}^{d}}\left(f(x+z)-f(x)-\nabla f(x) \cdot z \mathbf{1}_{\{|z|<1\}}\right) \pi(x, d z),
\end{align*}
$$

where $\left(a_{k l}(x)\right)$ is a continuous matrix-valued function and $b(x)=\left(b_{1}(x), \ldots, b_{d}(x)\right)$ is a $\mathbb{R}^{d}$ valued function on $\mathbb{R}^{d}$ such that

$$
\begin{equation*}
\lambda^{-1} I_{d \times d} \leq\left(a_{k l}(x)\right) \leq \lambda I_{d \times d} \quad \text { and } \quad\|b\|_{\infty} \leq \lambda \quad \text { on } \mathbb{R}^{d} \tag{3.2}
\end{equation*}
$$

for some $\lambda \geq 1$, and $\pi(x, d z)$ is a $\sigma$-finite measure on $\mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
K:=\int_{\mathbb{R}^{d}}\left(1 \wedge|z|^{2}\right) \sup _{x \in \mathbb{R}^{d}} \pi(x, d z)<\infty . \tag{3.3}
\end{equation*}
$$

Here $I_{d \times d}$ denotes the $d \times d$-identity matrix. By [19], Theorem 5.2, there is a unique conservative strong Markov process $X=\left\{X_{t}, t \geq 0 ; \mathbb{P}_{x}, x \in \mathbb{R}^{d}\right\}$ that is the unique solution to the martingale problem $\left(\mathcal{L}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$. Suppose $q \geq 0$ is a bounded function on $\mathbb{R}^{d}$. One can kill the sample path of $X$ with rate $q$. For this, let $\eta$ be an independent exponential random variable with mean 1. Let

$$
\zeta=\inf \left\{t>0: \int_{0}^{t} q\left(X_{s}\right) d s>\eta\right\}
$$

and define $Z_{t}=X_{t}$ for $t<\zeta$ and $Z_{t}=\partial$ for $t \geq \zeta$, where $\partial$ is a cemetery point. It is easy to see that for any $x \in \mathbb{R}^{d}$ and $\varphi \geq 0$ on $\mathbb{R}^{d}$,

$$
\begin{equation*}
\mathbb{E}_{x}\left[\varphi\left(Z_{t}\right) ; t<\zeta\right]=\mathbb{E}_{x}\left[e_{q}(t) \varphi\left(X_{t}\right)\right], \quad t \geq 0 \tag{3.4}
\end{equation*}
$$

where

$$
e_{q}(t):=\exp \left(-\int_{0}^{t} q\left(X_{s}\right) d s\right)
$$

The process $Z$ is called the subprocess of $X$ killed at rate $q$, and $\zeta$ the lifetime of $Z$. For $A \subset \mathbb{R}^{d}$, we define its hitting time and exit time of $Z$ by

$$
\sigma_{A}^{Z}=\inf \left\{t \geq 0: Z_{t} \in A\right\} \quad \text { and } \quad \tau_{A}^{Z}=\inf \left\{t \geq 0: Z_{t} \notin A\right\},
$$

with the convention that $\inf \varnothing=\infty$. Note that $\tau_{A}^{Z} \leq \zeta$. The following two propositions are based on the support theorem for diffusions with jumps in [16].

Proposition 3.1. There is a positive constant $C_{1}$ depending only on $\lambda$ and $K$ in (3.2)-(3.3) and an upper bound on $\|q\|_{\infty}$ such that for any $R \in(0,1], r \in(0, R / 4), x_{0} \in \mathbb{R}^{d}, x \in B\left(x_{0}, 3 R / 2\right)$ and $y \in B\left(x_{0}, 2 R\right)$,

$$
\mathbb{P}_{y}\left(\sigma_{B(x, r)}^{Z}<\tau_{B\left(x_{0}, 2 R\right)}^{Z}\right) \geq C_{1} r^{6}
$$

Proof. Note that $Z_{t}=X_{t}$ for $t \in[0, \zeta)$, where $\zeta$ is the lifetime of $Z$. Define

$$
\sigma_{B(x, r)}=\inf \left\{t \geq 0: X_{t} \in B(x, r)\right\}, \quad \tau_{B\left(x_{0}, 2 R\right)}=\inf \left\{t \geq 0: X_{t} \notin B\left(x_{0}, 2 R\right)\right\}
$$

Define a function $\phi:[0,8] \mapsto \mathbb{R}^{d}$ as follows

$$
\phi(t)=y+\frac{x-y}{|x-y|} t, \quad t \in[0,8] .
$$

By [16], Theorem 4.2 and [16], Remark 4.3, there exists a constant $c_{1}>0$ so that

$$
\begin{equation*}
\mathbb{P}_{y}\left(\sup _{t \leq 8}\left|X_{t}-\phi(t)\right|<r\right) \geq c_{1} r^{6}, \tag{3.5}
\end{equation*}
$$

for any $x \in B\left(x_{0}, 3 R / 2\right)$ and $r \in(0, R / 4)$. Moreover, $c_{1}$ depends only on $\lambda$ and an upper bound on $\|b\|_{\infty}$ and $\|q\|_{\infty}$. Since $\left|\phi^{\prime}(t)\right|=1$ and $\phi(|x-y|)=x$, on $\left\{\sup _{t \leq 8}\left|X_{t}-\phi(t)\right|<r\right\}$, we have $X_{|x-y|} \in B(x, r), X_{t} \in B\left(x_{0}, 2 R\right)$ for $0 \leq t \leq|x-y|$, and $\left|X_{8 R}-x_{0}\right| \geq\left|X_{8 R}-y\right|-\left|y-x_{0}\right|>$ $3 R$. As a result, $\sigma_{B(x, r)}<|x-y|<\tau_{B\left(x_{0}, 2 R\right)}<8 R \leq 8$ on $\left\{\sup _{t \leq 8}\left|X_{t}-\phi(t)\right|<r\right\}$. Then (3.5) leads to

$$
\mathbb{P}_{y}\left(\sigma_{B(x, r)}<\tau_{B\left(x_{0}, 2 R\right)}<8\right) \geq c_{1} r^{6}
$$

It follows from (3.4) that

$$
\begin{aligned}
\mathbb{P}_{y}\left(\sigma_{B(x, r)}^{Z}<\tau_{B\left(x_{0}, 2 R\right)}^{Z}\right) & \geq \mathbb{P}_{y}\left(\sigma_{B(x, r)}^{Z}<\tau_{B\left(x_{0}, 2 R\right)}^{Z}<8<\zeta\right) \\
& \geq \exp \left(-6\|q\|_{\infty}\right) \mathbb{P}_{y}\left(\sigma_{B(x, r)}<\tau_{B\left(x_{0}, 2 R\right)}<8\right) \\
& \geq \exp \left(-6\|q\|_{\infty}\right) c_{1} r^{6}
\end{aligned}
$$

This proves the proposition.

Proposition 3.2. (i) For any $0<r \leq 1 / 2$ and $x_{0} \in \mathbb{R}^{d}$, if $A \subset B\left(x_{0}, r\right)$ has positive Lebesgue measure, then $\mathbb{P}_{x}\left(\sigma_{A}^{Z}<\tau_{B\left(x_{0}, 2 r\right)}^{Z}\right)>0$ for every $x \in B\left(x_{0}, r\right)$.
(ii) Let $\rho \in(0,1)$ be a constant. There exist a nondecreasing function $\Phi:(0, \infty) \mapsto(0, \infty)$ and $r_{0} \in(0,1 / 2]$, depending only on $\lambda$ and $K$ in (3.2)-(3.3) and an upper bound on $\|q\|_{\infty}$, such that for any $x_{0} \in \mathbb{R}^{d}$, any $r \in\left(0, r_{0}\right)$, and any Borel subset $A$ of $B\left(x_{0}, r\right)$ with $|A| / r^{d} \geq \rho$, we have

$$
\begin{equation*}
\mathbb{P}_{x}\left(\sigma_{A}^{Z}<\tau_{B\left(x_{0}, 2 r\right)}^{Z}\right) \geq \frac{1}{2} \Phi\left(|A| / r^{d}\right), \quad x \in B\left(x_{0}, r\right) \tag{3.6}
\end{equation*}
$$

Proof. As in the proof of Proposition 3.1, define

$$
\sigma_{A}=\inf \left\{t \geq 0: X_{t} \in A\right\} \quad \text { and } \quad \tau_{B\left(x_{0}, 2 r\right)}=\inf \left\{t \geq 0: X_{t} \notin B\left(x_{0}, 2 r\right)\right\} .
$$

By [16], Corollary 4.9, there is a nondecreasing function $\Phi:(0, \infty) \mapsto(0, \infty)$ such that if $A \subset$ $B\left(x_{0}, r\right),|A|>0, r \in(0,1 / 2]$ and $x \in B\left(x_{0}, r\right)$, then

$$
\begin{equation*}
\mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}\right) \geq \Phi\left(|A| / r^{d}\right) \tag{3.7}
\end{equation*}
$$

Using test function and Itô's formula, it is easy to derive (see [16], Proposition 3.4(b), or Proposition 4.4 below) that there is a constant $c_{1}>0$ independent of $x_{0}$ and $r \in(0,1 / 2]$ so that

$$
\begin{equation*}
\mathbb{E}_{x} \tau_{B\left(x_{0}, 2 r\right)} \leq c_{1} r^{2} \quad \text { for any } x \in B\left(x_{0}, 2 r\right) \tag{3.8}
\end{equation*}
$$

(i) Suppose $0<r \leq 1 / 2$ and $A \subset B\left(x_{0}, r\right)$ has positive Lebesgue measure. Then by (3.7), $\mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}\right)>0$. Hence in view of (3.8), we have for every $x \in B\left(x_{0}, r\right)$,

$$
\mathbb{P}_{x}\left(\sigma_{A}^{Z}<\tau_{B\left(x_{0}, 2 r\right)}^{Z}\right) \geq \mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}<\zeta\right)=\mathbb{E}_{x}\left[e_{q}\left(\tau_{B\left(x_{0}, 2 r\right)}\right) \mathbf{1}_{\left\{\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}\right\}}\right]>0
$$

(ii) Observe that

$$
\begin{align*}
\mathbb{P}_{x}\left(\sigma_{A}^{Z}<\tau_{B\left(x_{0}, 2 r\right)}^{Z}\right) & \geq \mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)} ; \tau_{B\left(x_{0}, 2 r\right)}<\zeta\right)  \tag{3.9}\\
& \geq \mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}\right)-\mathbb{P}_{x}\left(\tau_{B\left(x_{0}, 2 r\right)} \geq \zeta\right)
\end{align*}
$$

For $A \subset B\left(x_{0}, r\right)$ with $|A| \geq \rho r^{d}$, we have $\mathbb{P}_{x}\left(\sigma_{A}<\tau_{B\left(x_{0}, 2 r\right)}\right) \geq \Phi(\rho)$. On the other hand,

$$
\mathbb{P}_{x}(\zeta>t)=\mathbb{E}_{x}\left[\exp \left(-\int_{0}^{t} q\left(X_{s}\right) d s\right)\right] \geq \exp \left(-\|q\|_{\infty} t\right)
$$

This combined with (3.8) yields that

$$
\begin{aligned}
\mathbb{P}_{x}\left(\zeta>\tau_{B\left(x_{0}, 2 r\right)}\right) & \geq \mathbb{P}_{x}\left(\zeta>r>\tau_{B\left(x_{0}, 2 r\right)}\right) \\
& \geq \mathbb{P}_{x}(\zeta>r)-\mathbb{P}_{x}\left(\tau_{B\left(x_{0}, 2 r\right)} \geq r\right) \\
& \geq \exp \left(-\|q\|_{\infty} r\right)-\frac{\mathbb{E}_{x} \tau_{B\left(x_{0}, 2 r\right)}}{r} \\
& \geq \exp \left(-\|q\|_{\infty} r\right)-c_{1} r .
\end{aligned}
$$

Since $\lim _{r \rightarrow 0}\left(\exp \left(-\|q\|_{\infty} r\right)-c_{1} r\right)=1$, there is a constant $r_{0} \in(0,1 / 2]$ such that

$$
\begin{equation*}
\mathbb{P}_{x}\left(\tau_{B\left(x_{0}, 2 r\right)} \geq \zeta\right) \leq \frac{1}{2} \Phi(\rho) \quad \text { for all } r \in\left(0, r_{0}\right) \tag{3.10}
\end{equation*}
$$

The desired conclusion follows from (3.9), (3.7), and (3.10).
For a connected open subset $D \subset \mathbb{R}^{d}$ and a Borel measurable function $f \geq 0$ on $D$, define $G_{D}^{q} f(x)=\mathbb{E}_{x}\left[\int_{0}^{\tau_{D}^{Z}} f\left(Z_{s}\right) d s\right]$.

Proposition 3.3. For $f \geq 0$, either $G_{D}^{q} f(x)>0$ on $D$ or $G_{D}^{q} f(x) \equiv 0$ on D. Moreover, if $G_{D}^{q} f>0$ on $D$ if and only if $\{x \in D: f(x)>0\}$ has positive Lebesgue measure.

Proof. Suppose that $A:=\left\{x \in D: G_{D}^{q} f(x)>0\right\}$ has positive Lebesgue measure. We claim that for any $r \in(0,1]$ and $B\left(x_{0}, r\right) \subset D$ so that $B\left(x_{0}, r / 2\right) \cap A$ has positive Lebesgue measure, then $B\left(x_{0}, r / 2\right) \subset A$. This is because if $B\left(x_{0}, r / 2\right) \cap A$ has positive Lebesgue measure, then there is a compact subset $K \subset B\left(x_{0}, r / 2\right) \cap A$ having positive Lebesgue measure. By Proposition 3.2(i), we have $\mathbb{P}_{x}\left(\sigma_{K}^{Z}<\tau_{B\left(x_{0}, r\right)}^{Z}\right)>0$ for every $x \in B\left(x_{0}, r / 2\right)$. Consequently,

$$
\begin{aligned}
G_{D}^{q} f(x) & =\mathbb{E}_{x} \int_{0}^{\tau_{D}^{Z}} f\left(Z_{s}\right) d s \\
& \geq \mathbb{E}_{x}\left[G_{D}^{q} f\left(Z_{\sigma_{K}}\right) ; \sigma_{K}^{Z}<\tau_{B\left(x_{0}, r\right)}^{Z}\right]>0
\end{aligned}
$$

for every $x \in B\left(x_{0}, r / 2\right)$. This proves the claim. Since $B\left(x_{0}, r / 2\right) \subset A$, by a chaining argument, the above reasoning shows that $A=D$ if $A$ has positive Lebesgue measure. Now assume that $G_{D}^{q} f=0$ a.e. on $D$. Since $G_{D}^{q} f(x)=\mathbb{E}_{x} \int_{0}^{\tau_{D}} e_{q}(s) f\left(X_{s}\right) d s$, we have $G_{D} f(x):=$ $\mathbb{E}_{x} \int_{0}^{\tau_{D}} f\left(X_{s}\right) d s=0$ a.e. on $D$. In particular, $G_{D}(f \wedge n)=0$ a.e. on $D$. By [16], Theorem 2.3, bounded harmonic functions of $X$ is Hölder continuous. By the proof of [4], Proposition 3.3, this together with (3.8) implies that $G_{D}(f \wedge n)$ is Hölder continuous on $D$. Therefore we have $G_{D}(f \wedge n)(x)=0$ for every $x \in D$. Consequently, $G_{D} f(x)=0$ for every $x \in D$ and so is $G_{D}^{q} f(x)$. This proves the first part of the proposition.

For the second part of the proposition, suppose that $f \geq 0$ and $f=0$ a.e. on $D$. It follows from [25], Corollary 2, that for every $x_{0} \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\mathbb{E}_{x} \int_{0}^{\tau_{B\left(x_{0}, 1\right)}}\left(\mathbf{1}_{D} f\right)\left(X_{s}\right) d s=0 \quad \text { for every } x \in B\left(x_{0}, 1\right) \tag{3.11}
\end{equation*}
$$

We claim that $\mathbb{E}_{x} \int_{0}^{\tau_{D}} f\left(X_{s}\right) d s=0$ for every $x \in D$. For this, we define a sequence of stopping times: $\tau_{0}:=0, \tau_{1}:=\inf \left\{t \geq 0:\left|X_{t}-X_{0}\right| \geq 1\right\} \wedge \tau_{D}$, and for $n \geq 2, \tau_{n}:=\inf \left\{t \geq \tau_{n-1}: \mid X_{t}-\right.$ $\left.X_{\tau_{n-1}} \mid \geq 1\right\} \wedge \tau_{D}$. Note that on $\left\{\lim _{n \rightarrow \infty} \tau_{n}<\tau_{D}\right\}, \lim _{n \rightarrow \infty} X_{\tau_{n}}=X_{\lim _{n \rightarrow \infty}}$ by the left-continuity of $X_{t}$. On the other hand, the sequence $\left\{X_{\tau_{n}} ; n \geq 1\right\}$ diverges on $\left\{\lim _{n \rightarrow \infty} \tau_{n}<\tau_{D}\right\}$ as $\mid X_{\tau_{n}}-$ $X_{\tau_{n-1}} \mid \geq 1$ by the definition of $\tau_{n}$. This contradiction implies that $\mathbb{P}_{x}\left(\lim _{n \rightarrow \infty} \tau_{n}<\tau_{D}\right)=0$; in
other words, $\lim _{n \rightarrow \infty} \tau_{n}=\tau_{D} \mathbb{P}_{x}$-a.s. Consequently, we have by (3.11)

$$
\begin{aligned}
\mathbb{E}_{x} \int_{0}^{\tau_{D}} f\left(X_{s}\right) d s & =\mathbb{E}_{x} \sum_{n=1}^{\infty} \int_{\tau_{n-1}}^{\tau_{n}} f\left(X_{s}\right) d s \\
& =\sum_{n=1}^{\infty} \mathbb{E}_{x}\left[\mathbb{E}_{X_{\tau_{n-1}}} \int_{0}^{\left.\tau_{B\left(X_{\tau_{n-1}}, 1\right)}\right) \tau_{D}} f\left(X_{s}\right) d s ; \tau_{n-1}<\tau_{D}\right] \\
& =0
\end{aligned}
$$

It follows then $G_{D}^{q} f(x)=\mathbb{E}_{x} \int_{0}^{\tau_{D}} e_{q}\left(X_{s}\right) f\left(X_{s}\right) d s=0$ for every $x \in D$. This proves that if $f \geq 0$ and $f=0$ a.e. on $D$, then $G_{D}^{q} f \equiv 0$ on $D$. Next suppose that $f \geq 0$ is a bounded function on $\mathbb{R}^{d}$ and $\{x \in D: f(x)>0\}$ has positive Lebesgue measure, we will show that $G_{D}^{q}(x)>0$ for every $x \in D$. Let $c_{p}>0$ be the constant in the Remark following Theorem 3.1 on page 282 of [19]. Using a localization argument if needed, we may assume that $\left|a_{i j}(x)-a_{i j}(y)\right| \leq 1 / c_{p}$ for every $x, y \in \mathbb{R}^{d}$. Let $K$ be a compact subset of $D$ so that $\{x \in K: f(x)>0\}$ has positive Lebesgue measure. Then by Theorem 3.6 and the proof of Theorem 4.2 both in [19], for $\lambda>0$ large, $v(x):=\mathbb{E}_{x} \int_{0}^{\infty} e^{-\lambda t}\left(\mathbf{1}_{K} f\right)\left(X_{s}\right) d s$ is non-trivial on $\mathbb{R}^{d}$. We define a sequence of stopping times as follows. Let $S_{1}:=\sigma_{K}, T_{1}:=\inf \left\{t>\sigma_{K}: X_{t} \notin D\right\}$; for $n \geq 2$, define $S_{n}:=\inf \left\{t>T_{n-1}: X_{t} \in\right.$ $K\}$ and $T_{n}:=\inf \left\{t>S_{n}: X_{t} \notin D\right\}$. Then

$$
v(x)=\sum_{n=1}^{\infty} \mathbb{E}_{x} \int_{S_{n}}^{T_{n}} e^{-\lambda s} f\left(X_{s}\right) d s=\sum_{n=1}^{\infty} \mathbb{E}_{x}\left[e^{-\lambda S_{n}} G_{D, \lambda}\left(\mathbf{1}_{K} f\right)\left(X_{S_{n}}\right)\right]
$$

where $G_{D, \lambda} \varphi(x):=\mathbb{E}_{x} \int_{0}^{\tau_{D}} e^{-\lambda s} \varphi\left(X_{s}\right) d s$. Hence $G_{D, \lambda}\left(\mathbf{1}_{K} f\right)(x)$ cannot be identically zero on $K$. By the first part of this proof (by taking $q=\lambda$ ), we have $G_{D, \lambda}\left(\mathbf{1}_{K} f\right)(x)>0$ for every $x \in D$. It follows that $G_{D} f(x)>0$ and so $G_{D}^{q} f(x)>0$ for every $x \in D$.

### 3.2. Maximum principle for switched Markov processes

Now we return to the setting of switched Markov process $\left(X_{t}, \Lambda_{t}\right)$. Let $D$ be a bounded open set in $\mathbb{R}^{d}$ and $U=D \times \mathcal{M}$. Then $\tau_{D}=\inf \left\{t>0: X_{t} \notin D\right\}$ is the same as $\tau_{U}:=\inf \left\{t>0: Y_{t}:=\right.$ $\left.\left(X_{t}, \Lambda_{t}\right) \notin U\right\}$. Suppose $u$ is a $\mathcal{G}$-harmonic function in $U$. Under some mild assumptions (for example, when $u$ is bounded and continuous up to $\partial D \times \mathcal{M}$ ), we have

$$
\begin{equation*}
u(x, i)=\mathbb{E}_{x, i}\left[u\left(X_{\tau_{D}}, \Lambda_{\tau_{D}}\right)\right] \quad \text { for }(x, i) \in U \tag{3.12}
\end{equation*}
$$

It follows immediately that if $u \geq 0$ on $U^{c}$, then $u \geq 0$ in $U$.
To proceed, we recall the notion of irreducibility of the generator $\mathcal{G}$ or the matrix function $Q(\cdot)$. The operator $\mathcal{G}$ or the matrix function $Q(\cdot)$ is said to be irreducible on $D$ if for any $i, j \in \mathcal{M}$, there exist $n=n(i, j) \geq 1$ and $\Lambda_{0}, \ldots, \Lambda_{n} \in \mathcal{M}$ with $\Lambda_{k-1} \neq \Lambda_{k}$ for $1 \leq k \leq n, \Lambda_{0}=i, \Lambda_{n}=j$ such that $\left\{x \in D: q_{\Lambda_{k-1} \Lambda_{k}}(x)>0\right\}$ has positive Lebesgue measure for $k=1, \ldots, n$.

For each $i \in \mathcal{M}$, denote by $X^{i}$ the jump diffusion that solves the martingale problem $\left(\mathcal{L}_{i}, C_{b}^{2}\left(\mathbb{R}^{d}\right)\right)$ and $\widetilde{X}^{i}$ the subprocess of $X^{i}$ killed at rate $-q_{i i}(x)$. For a connected open set $D \subset \mathbb{R}^{d}, G_{D}^{i}$ denotes the Green operator of $\widetilde{X}^{i}$ in $D$.

Theorem 3.4. Assume that conditions (A1)-(A3) hold, that D is a bounded connected open set in $\mathbb{R}^{d}$, and that $Q$ is irreducible on $D$. Suppose that u is a $\mathcal{G}$-harmonic function in $U=D \times \mathcal{M}$ given by

$$
u(x, i)=\mathbb{E}_{x, i}\left[\phi\left(X_{\tau_{D}}, \Lambda_{\tau_{D}}\right) ; \tau_{D}<\infty\right] \quad \text { for }(x, i) \in U
$$

and $\phi \geq 0$ on $D^{c} \times \mathcal{M}$. Then either $u(x, i)>0$ for every $(x, i) \in U$ or $u \equiv 0$ on $U$.
Proof. Clearly $u \geq 0$ on $U$. Suppose that $u$ is not a.e. zero on $U$. Without loss of generality, let us assume that $\{x \in D: u(x, 1)>0\}$ has positive Lebesgue measure. Denote by $\tau_{1}:=\inf \{t>0$ : $\left.\Lambda_{t} \neq \Lambda_{0}\right\}$ the first switching time for $Y_{t}=\left(X_{t}, \Lambda_{t}\right)$. Let

$$
v_{i}(x):=v(x, i):=\mathbb{E}_{x, i}\left[\phi\left(\widetilde{X}_{\tau_{D}}^{i}, i\right)\right]=\mathbb{E}_{x, i}\left[\phi\left(X_{\tau_{D}}^{i}, i\right) ; \tau_{D}<\tau_{1}\right] .
$$

Then $v_{i}$ is a harmonic function of $\mathcal{L}_{i}+q_{i i}$ in $D$ with $v_{i}=\phi(\cdot, i)$ on $D^{c}$. For $1 \leq i \leq m$, using the strong Markov property $\tau_{1}$, we have

$$
\begin{equation*}
u(x, i)=v_{i}(x)+\sum_{\substack{j=1 \\ j \neq i}}^{m} G_{D}^{i}\left(q_{i j} u(\cdot, j)\right)(x) \tag{3.13}
\end{equation*}
$$

Under the above assumption, either $\left\{x \in D: v_{1}(x)>0\right\}$ or $\left\{x \in D: G_{D}^{1}\left(\sum_{\substack{j=1 \\ j \neq i}}^{m} q_{i j} u(\cdot, j)\right)(x)>\right.$ $0\}$ has positive Lebesgue measure. If the latter happens, then by Proposition 3.3, $G_{D}^{1}\left(\sum_{\substack{j=1 \\ j \neq i}}^{m} q_{i} u(\cdot\right.$, $j))(x)>0$ and hence $u(x, 1)>0$ for every $x \in D$. Note that

$$
\begin{equation*}
v_{i}(x)=\mathbb{E}_{x}\left[e_{-q_{i i}}\left(\tau_{D}\right) \phi\left(X^{i}\left(\tau_{D}\right), i\right)\right] \leq \mathbb{E}_{x}\left[\phi\left(X^{i}\left(\tau_{D}\right), i\right)\right]=: \widetilde{u}_{i}(x) \tag{3.14}
\end{equation*}
$$

Suppose $\left|\left\{x \in D: v_{1}(x)>0\right\}\right|>0$. Then so does $A:=\left\{x \in D: \widetilde{u}_{1}(x)>0\right\}$. For any $x_{0} \in D$ and $r \in(0,1)$ so that $B\left(x_{0}, r\right) \subset D$ and $B\left(x_{0}, r / 2\right) \cap A$ has positive Lebesgue measure, let $K \subset B\left(x_{0}, r / 2\right) \cap A$ be a compact set having positive Lebesgue measure. By (3.7), $\mathbb{P}_{x}\left(\sigma_{K}^{1}<\right.$ $\tau_{\left.B\left(x_{0}, r\right)\right)}^{1}>0$ for every $x \in B\left(x_{0}, r / 2\right)$, where $\sigma_{K}^{1}:=\inf \left\{t \geq 0: X_{t}^{1} \in K\right\}$ and $\tau_{B\left(x_{0}, r\right)}^{1}:=\inf \{t \geq$ $\left.0: X_{t}^{1} \notin B\left(x_{0}, r\right)\right\}$. Hence for every $x \in B\left(x_{0}, r / 2\right)$, by the strong Markov property of $X^{i}$ at $\sigma_{K}^{1}$,

$$
\widetilde{u}_{1}(x) \geq \mathbb{E}_{x}\left[\widetilde{u}_{1}\left(X_{\sigma_{K}^{1}}^{i}\right) ; \sigma_{K}^{1}<\tau_{D}\right]>0 .
$$

Consequently, $B\left(x_{0}, r / 2\right) \subset A$. By the chaining argument, the same reasoning as above leads to $A=D$; that is, $\widetilde{u}_{1}(x)>0$ on $D$. By the probabilistic representation (3.14) of $v_{1}$, we have $v_{1}(x)>$ 0 on $D$ and hence $u(x, 1)>0$ on $D$. Thus we have shown that $u(x, 1)>0$ on $D$ whenever $\{x \in D: u(x, 1)>0\}$ has positive Lebesgue measure.

For $i \neq 1$, there is a self-avoiding path $i=i_{0}, \ldots, i_{n}=i$ so that $\left\{x \in D: q_{i_{k-1} i_{k}}(x)>0\right\}$ has positive Lebesgue measure for each $k=1, \ldots, n$. By (3.13) and its iteration, we have

$$
u(x, i)=v_{i}(x)+\sum_{k=1}^{n} \sum_{\substack{l_{1}, \ldots, l_{k}=1 \\ l_{1} \neq 1,1_{2} \neq l_{1}, \ldots, l_{k} \neq l_{k-1}}}^{m} G_{D}^{i}\left(q_{i l_{1}}\left(G_{D}^{l_{1}} q_{l_{1} l_{2}}\left(\cdots\left(G_{D}^{l_{k-1}} q_{l_{k-1} l_{k}} v_{l_{k}}\right) \cdots\right)\right)\right)(x)
$$

$$
\begin{aligned}
& \quad+\sum_{\substack{l_{1}, \ldots, l_{n}=1 \\
l_{1} \neq 1, i_{2} \neq l_{1}, \ldots, l_{n} \neq l_{n-1}}}^{m} G_{D}^{i}\left(q_{i l_{1}}\left(G_{D}^{l_{1}} q_{l_{1} l_{2}}\left(\cdots\left(G_{D}^{l_{n-1}} q_{l_{n-1} l_{n}} u\left(\cdot, l_{n}\right)\right) \cdots\right)\right)\right)(x) \\
& \geq G_{D}^{i}\left(q_{i i_{1}}\left(G_{D}^{i_{1}} q_{i_{1} i_{2}}\left(\cdots\left(G_{D}^{i_{n-1}} q_{i_{n-1} i_{n}} u(\cdot, i)\right) \cdots\right)\right)\right)(x),
\end{aligned}
$$

which is strictly positive in $D$ by Proposition 3.3.
Next assume that $u=0$ a.e. on $U$. We claim that $u \equiv 0$ on $U$. In view of (3.13) and Proposition 3.3, it suffices to show that $v_{i}(x) \equiv 0$ on $D$ for every $i \in \mathcal{M}$. Since

$$
v_{i}(x)=\mathbb{E}_{x, i}\left[\phi\left(X_{\tau_{D}}^{i}, i\right) ; \tau_{D}<\tau_{1}\right]=\mathbb{E}_{x, i}\left[e_{-q_{i i}}^{(i)}\left(\tau_{D}\right) \phi\left(X_{\tau_{D}}^{i}, i\right)\right],
$$

and $v_{i}(x)=0$ a.e. on $D$, where

$$
e_{-q_{i i}}^{(i)}(t):=\exp \left(\int_{0}^{t} q_{i i}\left(X_{s}^{i}\right) d s\right)
$$

we have $u_{i}(x):=\mathbb{E}_{x, i}\left[\phi\left(X_{\tau_{D}}^{i}, i\right)\right]$ vanishes a.e. on $D$. The function $u_{i}(x)$ is harmonic in $D$ with respect to $X^{i}$ (or equivalently, with respect to the operator $\mathcal{L}_{i}$ in $D$ ). By [16], Theorem 2.3, it is Hölder continuous in $D$. Hence $u_{i}(x)=0$ for every $x \in D$, and so is $v_{i}(x)$. This proves that $u(x, i)=0$ for every $x \in D$ and every $i \in \mathcal{M}$.

Theorem 3.5 (Strong Maximum Principle I). Assume conditions (A1)-(A3) hold, D is a bounded connected open set in $\mathbb{R}^{d}$, and $Q(x)$ is irreducible on $D$. Suppose $u$ is a $\mathcal{G}$-harmonic function in $U=D \times \mathcal{M}$ given by

$$
u(x, i)=\mathbb{E}_{x, i}\left[\phi\left(X_{\tau_{D}}, \Lambda_{\tau_{D}}\right)\right] \quad \text { for }(x, i) \in U
$$

for some $\phi$ with $M:=\sup _{(y, j) \in D^{c} \times \mathcal{M}} \phi(y, j) \in[0, \infty)$. If $\left(x_{0}, i_{0}\right) \in D \times \mathcal{M}$ and $u\left(x_{0}, i_{0}\right)=M$, then $u \equiv M$ on $D \times \mathcal{M}$. If in addition $M>0$, then the matrix $Q(x)$ is Markovian.

Proof. (i) First, we assume that $Q(x)$ is Markovian in the sense that $\sum_{j \in \mathcal{M}} q_{i j}(x)=0$ a.e. on $\mathbb{R}^{d}$ for every $i \in \mathcal{M}$. In this case, by the construction of the switched Markov process ( $X_{t}, \Lambda_{t}$ ) outlined in Remark 2.2(a), $\left(X_{t}, \Lambda_{t}\right)$ has infinite lifetime and so constant 1 is a $\mathcal{G}$-harmonic function on $\mathbb{R}^{d}$. Hence,

$$
M-u(x, i)=\mathbb{E}_{x, i}\left[(M-\phi)\left(X_{\tau_{D}}, \Lambda_{\tau_{D}}\right) ; \tau_{D}<\infty\right]
$$

is a non-negative $\mathcal{G}$-harmonic function in $D \times \mathcal{M}$. (Note that $\tau_{D}<\infty \mathbb{P}_{x, i}$-a.s. in view of Proposition 4.4 below.) Since $u\left(x_{0}, i_{0}\right)=M$, we have by Theorem 3.4 that $u(x, i)=M$ for every $(x, i) \in U$.
(ii) We now consider the general case that $Q(x)$ is a sub-Markovian matrix. Define a Markovian matrix $\bar{Q}(x)=\left(\bar{q}_{i j}(x)\right)$ by taking $\bar{q}_{i j}(x)=q_{i j}(x)$ and $\bar{q}_{i i}(x)=-\sum_{j \in \mathcal{M} \backslash\{i\}} q_{i j}(x)$. Let $\left(\bar{X}_{t}, \bar{\Lambda}_{t}\right)$ be the conservative switched Markov process corresponding to $\overline{\mathcal{G}}$ as in (2.1) but with $\bar{Q}(x)$ in place of $Q(x)$. The original switched Markov process $\left(X_{t}, \Lambda_{t}\right)$ can be viewed as a
subprocess of $\left(\bar{X}_{t}, \bar{\Lambda}_{t}\right)$ killed at rate $\kappa(x, i)=\bar{q}_{i i}(x)-q_{i i}(x)$; that is, for every $\psi(x, i) \geq 0$ on $\mathbb{R}^{d} \times \mathcal{M}$,

$$
\mathbb{E}_{x, i}\left[\psi\left(X_{t}, \Lambda_{t}\right)\right]=\mathbb{E}_{x, i}\left[\bar{e}_{\kappa}(t) \psi\left(\bar{X}_{t}, \bar{\Lambda}_{t}\right)\right]
$$

where $\bar{e}_{\kappa}(t)=\exp \left(-\int_{0}^{t} \kappa\left(\bar{X}_{s}, \bar{\Lambda}_{s}\right) d s\right)$. We consider

$$
\begin{equation*}
v(x, i):=\mathbb{E}_{x, i}\left[(M-\phi)\left(X_{\tau_{D}}, \Lambda_{\tau_{D}}\right) ; \tau_{D}<\infty\right] \tag{3.15}
\end{equation*}
$$

which is a non-negative $\mathcal{G}$-harmonic function in $D \times \mathcal{M}$. We can rewrite $v(x, i)$ on $U$ as

$$
\begin{equation*}
v(x, i)=\mathbb{E}_{x, i}\left[\bar{e}_{\kappa}\left(\tau_{D}\right)(M-\phi)\left(\bar{X}_{\tau_{D}}, \bar{\Lambda}_{\tau_{D}}\right)\right] . \tag{3.16}
\end{equation*}
$$

Since $u\left(x_{0}, i_{0}\right)=M \geq 0$,

$$
0 \leq v\left(x_{0}, i_{0}\right)=M \mathbb{P}_{x_{0}, i_{0}}\left(\tau_{D}<\infty\right)-u\left(x_{0}, i_{0}\right) \leq 0
$$

that is, $v\left(x_{0}, i_{0}\right)=0$. Thus by Theorem 3.4, $v(x, i) \equiv 0$ on $D \times \mathcal{M}$. This implies by (3.16) that $(M-\phi)\left(\bar{X}_{\tau_{D}}, \bar{\Lambda}_{\tau_{D}}\right)=0 \mathbb{P}_{x, i}$-a.s. for every $(x, i) \in D \times \mathcal{M}$. Consequently, we have

$$
\begin{equation*}
u(x, i)=M \mathbb{E}_{x, i}\left[\bar{e}_{\kappa}\left(\tau_{D}\right)\right] \quad \text { for }(x, i) \in D \times \mathcal{M} \tag{3.17}
\end{equation*}
$$

and so

$$
\begin{aligned}
u(x, i) & \left.=M+M \mathbb{E}_{x, i}\left[\bar{e}_{\kappa}\left(\tau_{D}\right)-1\right)\right] \\
& =M-\mathbb{E}_{x, i}\left[\int_{0}^{\tau_{D}} \kappa\left(\bar{X}_{s}, \bar{\Lambda}_{s}\right) \exp \left(-\int_{s}^{\tau_{D}} \kappa\left(\bar{X}_{r}, \bar{\Lambda}_{r}\right) d r\right) d s\right] \\
& =M-M \mathbb{E}_{x, i}\left[\int_{0}^{\tau_{D}} \kappa\left(\bar{X}_{s}, \bar{\Lambda}_{s}\right) d s\right] .
\end{aligned}
$$

Let $\tau_{1}:=\inf \left\{t>0: \bar{\Lambda}_{t} \neq \bar{\Lambda}_{0}\right\}$ and denote by $\bar{G}_{D}^{i}$ be the Green function of $\mathcal{L}_{i}+\bar{q}_{i i}$ in $D$. Since $u\left(x_{0}, i_{0}\right)=M$, we have by the strong Markov property and the construction of $\left(\bar{X}_{t}, \bar{\Lambda}_{t}\right)$ in Remark 2.2(a),

$$
\begin{align*}
0 & =\mathbb{E}_{x_{0}, i_{0}}\left[\int_{0}^{\tau_{D}} \kappa\left(\bar{X}_{s}, \bar{\Lambda}_{s}\right) d s\right] \\
& \geq \mathbb{E}_{x_{0}, i_{0}}\left[\int_{0}^{\tau_{D} \wedge \tau_{1}} \kappa\left(\bar{X}_{s}, i_{0}\right) d s\right]  \tag{3.18}\\
& =\bar{G}_{D}^{i_{0}}\left(\kappa\left(\cdot, i_{0}\right)\right)\left(x_{0}\right) \geq 0 .
\end{align*}
$$

Thus $\bar{G}_{D}^{i_{0}}\left(\kappa\left(\cdot, i_{0}\right)\right)\left(x_{0}\right)=0$ and so by Proposition 3.3 we have $\kappa\left(x, i_{0}\right)=0$ a.e. on $D$. Observe that

$$
\begin{aligned}
u\left(x_{0}, i_{0}\right) & =\mathbb{E}_{x_{0}, i_{0}}\left[\bar{e}_{\kappa}\left(\tau_{D}\right) \phi\left(\bar{X}_{\tau_{D}}, \bar{\Lambda}_{\tau_{D}}\right)\right] \\
& =\mathbb{E}_{x_{0}, i_{0}}\left[\phi\left(\bar{X}_{\tau_{D}}, \bar{\Lambda}_{\tau_{D}}\right) ; \tau_{D}<\tau_{1}\right]+\mathbb{E}_{x_{0}, i_{0}}\left[\bar{e}_{\kappa}\left(\tau_{D}\right) \phi\left(\bar{X}_{\tau_{D}}, \bar{\Lambda}_{\tau_{D}}\right) ; \tau_{1} \leq \tau_{D}\right] .
\end{aligned}
$$

Hence using the strong Markov property, we have

$$
\begin{aligned}
0 & =(M-u)\left(x_{0}, i_{0}\right)=\mathbb{E}_{x_{0}, i_{0}}\left[\left(M-M \bar{e}_{\kappa}\left(\tau_{D}\right)\right)\right] \\
& =\mathbb{E}_{x_{0}, i_{0}}\left[\left(M-M \bar{e}_{\kappa}\left(\tau_{D}\right)\right) ; \tau_{1} \leq \tau_{D}\right] \\
& =\mathbb{E}_{x_{0}, i_{0}}\left[(M-u)\left(\bar{X}_{\tau_{1}}, \bar{\Lambda}_{\tau_{1}}\right) ; \tau_{1} \leq \tau_{D}\right] \\
& =\sum_{j \in \mathcal{M} \backslash\left\{i_{0}\right\}} \mathbb{E}_{x_{0}, i_{0}}\left[(M-u)\left(\bar{X}_{\tau_{1}-}, j\right)\left(q_{i_{0} j} / \bar{q}_{i_{0} i_{0}}\right)\left(\bar{X}_{\tau_{1}-}\right) ; \tau_{1} \leq \tau_{D}\right] \\
& =\sum_{j \in \mathcal{M} \backslash\left\{i_{0}\right\}} \bar{G}_{D}^{i_{0}}\left(q_{i_{0} j}(M-u)\right)\left(x_{0}\right) .
\end{aligned}
$$

By Proposition 3.3 again, we have $\sum_{j \in \mathcal{M} \backslash\left\{i_{0}\right\}} q_{i_{0} j}(M-u)=0$ a.e. on $D$. Since $\bar{Q}$ is irreducible on $D$, for any $j \neq i_{0}$, there is a self-avoiding path $\left\{j_{0}=i_{0}, j_{1}, \ldots, j_{n}=j\right\}$ so that $\left\{x \in D: q_{j_{k} j_{k+1}}(x)>0\right\}$ having positive Lebesgue measure for $k=0.1, \ldots, n-1$. Thus we have $u\left(x, j_{1}\right)=M$ on $\left\{x \in D: q_{i_{0} j_{1}}(x)>0\right\}$. By the argument above, this implies that $\kappa\left(x, j_{1}\right)=0$ a.e. on $D$. Continuing as this, we get $\kappa\left(x, j_{k}\right)=0$ a.e. on $D$ and $\left\{x \in D: u\left(x, j_{k}\right)=M\right\}$ has positive Lebesgue measure for $k=2, \ldots, n$. This proves that $\kappa(x, i)=0$ a.e. on $D$ for every $i \in \mathcal{M}$ and so $u(x, i)=M$ for every $x \in D$ in view of (3.17).

Before presenting the next version of strong maximum principle, we first prepare a lemma.
Lemma 3.6. Assume conditions (A1)-(A3) hold, $D$ is a bounded connected open set in $\mathbb{R}^{d}$, and $Q(x)$ is irreducible on $D$. For any $\phi \geq 0$ on $D \times \mathcal{M}$, either $\mathbb{E}_{x, i} \int_{0}^{\tau_{D}} \phi\left(X_{s}, \Lambda_{s}\right) d s>0$ for every $(x, i) \in D \times \mathcal{M}$ or $\mathbb{E}_{x, i} \int_{0}^{\tau_{D}} \phi\left(X_{s}, \Lambda_{s}\right) d s \equiv 0$ on $D \times \mathcal{M}$.

Proof. Denote by $G_{D}^{i}$ the Green function of $\mathcal{L}_{i}+\bar{q}_{i i}$ in $D$. Using the strong Markov property at the first switching time $\tau_{1}:=\inf \left\{t \geq 0: \Lambda_{t} \neq \Lambda_{t-}\right\}$ in a similar way to that for (3.18), we have for every $(x, i) \in D \times \mathcal{M}$,

$$
\begin{align*}
v(x, i) & :=\mathbb{E}_{x, i} \int_{0}^{\tau_{D}} \phi\left(X_{s}, \Lambda_{s}\right) d s \\
& =\mathbb{E}_{x, i} \int_{0}^{\tau_{D} \wedge \tau_{1}} \phi\left(X_{s}, \Lambda_{s}\right) d s+\mathbb{E}_{x, i}\left[\int_{\tau_{1}}^{\tau_{D} \wedge \tau_{1}} \phi\left(X_{s}, \Lambda_{s}\right) d s ; \tau_{1}<\tau_{D}\right] \\
& =G_{D}^{i}(\phi(\cdot, i))(x)+\mathbb{E}_{x, i}\left[v\left(X_{\tau_{1}}, \Lambda_{\tau_{1}}\right) ; \tau_{1}<\tau_{D}\right] \\
& =G_{D}^{i}(\phi(\cdot, i))(x)+\sum_{k \in \mathcal{M \backslash \{ i \}}} \mathbb{E}_{x, i}\left[v\left(X_{\tau_{1}-}, k\right)\left(q_{i k} / q_{i i}\right)\left(X_{\tau_{1}-}\right) ; \tau_{1}<\tau_{D}\right] \\
& =G_{D}^{i}(\phi(\cdot, i))(x)+\sum_{k \in \mathcal{M \backslash \{ i \}}} G_{D}^{i}\left(q_{i k} v(\cdot, k)\right)(x), \tag{3.19}
\end{align*}
$$

where the last identity is due to [28], page 286; see the proof of [13], Proposition 2.2.

Suppose $v\left(x_{0}, i_{0}\right)=0$ for some $\left(x_{0}, i_{0}\right) \in D \times \mathcal{M}$. Then by Proposition 3.3, $v\left(x, i_{0}\right) \equiv 0$ on $D$. For any $j \in \mathcal{M} \backslash\left\{i_{0}\right\}$, since $Q(x)$ is irreducible on $D$, there is a self-avoiding path $\left\{j_{0}=i_{0}, j_{1}, \ldots, j_{n}=j\right\}$ so that $\left\{x \in D: q_{j_{k} j_{k+1}}(x)>0\right\}$ having positive Lebesgue measure for $k=0,1, \ldots, n-1$. It follows from (3.19) and its iteration that

$$
0=v\left(x_{0}, i_{0}\right) \geq G_{D}^{i_{0}}\left(q_{i_{0} j_{1}}\left(G_{D}^{j_{1}} q_{j_{1} j_{2}}\left(\cdots\left(G_{D}^{j_{n-1}}\left(q_{j_{n-1} j} v(\cdot, j)\right)\right) \cdots\right)\right)\right)\left(x_{0}\right) \geq 0
$$

We conclude from Proposition 3.3 that $q_{j_{n-1} j}(\cdot) v(\cdot, j)=0$ a.e. on $D$. So there is some $y \in D$ so that $v(y, j)=0$. By (3.19) with $(y, j)$ in place of $(x, i)$ and Proposition 3.3, we have $v(x, j)=0$ for every $x \in D$.

Theorem 3.7 (Strong Maximum Principle II). Suppose that conditions (A1)-(A3) hold, D is a bounded connected open set in $\mathbb{R}^{d}$ and $Q(x)$ is irreducible on $D$. If $f(\cdot, i) \in C^{2}(D)$, $\sup _{\mathbb{R}^{d} \times \mathcal{M}} f \geq 0$, and

$$
\mathcal{G} f(x, i) \geq 0 \quad \text { for }(x, i) \in D \times \mathcal{M},
$$

then $f(x, i)$ can not attain its maximum inside $D \times \mathcal{M}$ unless

$$
f(x, i) \equiv \sup _{\mathbb{R}^{d} \times \mathcal{M}} f(y, j) \quad \text { on } D \times \mathcal{M}
$$

Proof. Suppose $f$ achieves its maximum at some $\left(x_{0}, i_{0}\right) \in D \times \mathcal{M}$. Let $D_{1}$ be any relatively compact connected open subset of $D$ that contains $x_{0}$ and that $Q(x)$ is irreducible on $D_{1}$. Then by Itô's formula, we have for every $(x, j) \in D_{1} \times \mathcal{M}$,

$$
\begin{align*}
f(x, j) & =\mathbb{E}_{x, j}\left[f\left(X_{\tau_{D_{1}}}, \Lambda_{\tau_{D_{1}}}\right)\right]-\mathbb{E}_{x, j} \int_{0}^{\tau_{D_{1}}} \mathcal{G} f\left(X_{s}, \Lambda_{s}\right) d s  \tag{3.20}\\
& \leq \mathbb{E}_{x, j}\left[f\left(X_{\tau_{D_{1}}}, \Lambda_{\tau_{D_{1}}}\right]=: h(x, j) .\right.
\end{align*}
$$

Let $M=\sup _{(y, j) \in \mathbb{R}^{d} \times \mathcal{M}} f(y, j)$, which is non-negative. In view of (3.20),

$$
M=\sup _{(y, j) \in D_{1}^{c} \times \mathcal{M}} f(y, j)=f\left(x_{0}, i_{0}\right)
$$

Clearly, $h \leq M$ and $h$ is $\mathcal{G}$-harmonic in $D_{1} \times \mathcal{M}$. We have by (3.19), $h\left(x_{0}, i_{0}\right)=M$ and

$$
\mathbb{E}_{x_{0}, i_{0}} \int_{0}^{\tau_{D_{1}}} \mathcal{G} f\left(X_{s}, \Lambda_{s}\right) d s=0
$$

Theorem 3.5 and Lemma 3.6 tell us that $h \equiv M$ on $D_{1} \times \mathcal{M}$ and $\mathbb{E}_{x, i} \int_{0}^{\tau_{D_{1}}} \mathcal{G} f\left(X_{s}, \Lambda_{s}\right) d s=0$ for every $(x, i) \in D_{1} \times \mathcal{M}$. Consequently, $f(x, i) \equiv M$ on $D_{1} \times \mathcal{M}$. Letting $D_{1}$ increase to $D$ establishes the theorem.

## 4. Harnack inequality

This section is devoted to the Harnack inequality for $\mathcal{G}$-harmonic functions. For simplicity, we introduce some notation as follows. For any $U=D \times \mathcal{M} \subset \mathbb{R}^{d} \times \mathcal{M}$, recall that

$$
\tau_{D}=\inf \left\{t \geq 0: X_{t} \notin D\right\} .
$$

We define

$$
T_{D}^{i}:=\inf \left\{t \geq 0: X_{t} \in D, \Lambda_{t}=i\right\}, \quad i \in \mathcal{M}
$$

Proposition 4.1. Assume conditions (A1)-(A3) hold. There exists a constant $C_{2}$ not depending on $x_{0} \in \mathbb{R}^{d}$ such that for any $r \in(0,1)$ and any $i \in \mathcal{M}$,

$$
\begin{equation*}
\mathbb{P}_{x_{0}, i}\left(\tau_{B\left(x_{0}, r\right)} \leq C_{2} r^{2}\right) \leq 1 / 2 . \tag{4.1}
\end{equation*}
$$

Proof. Let $v(\cdot, i) \in C^{2}\left(\mathbb{R}^{d}\right)$ be a nonnegative function independent of $i$ and

$$
v(x, i)= \begin{cases}\left|x-x_{0}\right|^{2}, & \left|x-x_{0}\right| \leq r / 2 \\ r^{2}, & \left|x-x_{0}\right| \geq r\end{cases}
$$

such that $v$ is bounded by $c_{1} r^{2}$, and its first and second order derivatives are bounded by $c_{1} r$ and $c_{1}$, respectively. Since $\mathbb{P}_{x_{0}, i}$ solves the martingale problem, we have

$$
\mathbb{E}_{x_{0}, i} v\left(X_{t \wedge \tau_{B\left(x_{0}, r\right)}}, \Lambda_{\left.t \wedge \tau_{B\left(x_{0}, r\right)}\right)}\right)=v\left(x_{0}, i\right)+\mathbb{E}_{x_{0}, i} \int_{0}^{t \wedge \tau_{B\left(x_{0}, r\right)}} \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s
$$

Using the boundedness of the first and second derivatives of $v(\cdot, i)$ and $Q(\cdot)$, we have

$$
\int_{0}^{t \wedge \tau_{B\left(x_{0}, r\right)}} \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s \leq c_{2} t
$$

It follows that

$$
\mathbb{E}_{x_{0}, i} v\left(X_{t \wedge \tau_{B\left(x_{0}, r\right)}}, \Lambda_{t \wedge \tau_{B\left(x_{0}, r\right)}}\right)-v\left(x_{0}, i\right) \leq c_{2} t .
$$

On the other hand, since $v\left(X_{\tau_{B\left(x_{0}, r\right)}}, \Lambda_{\tau_{B\left(x_{0}, r\right)}}\right)=r^{2}$, we obtain

$$
\mathbb{E}_{x_{0}, i} v\left(X_{t \wedge \tau_{B\left(x_{0}, r\right)}}, \Lambda_{t \wedge \tau_{B\left(x_{0}, r\right)}}\right) \geq r^{2} \mathbb{P}_{x_{0}, i}\left(\tau_{B\left(x_{0}, r\right)} \leq t\right)
$$

Hence

$$
r^{2} \mathbb{P}_{x_{0}, i}\left(\tau_{B\left(x_{0}, r\right)} \leq t\right) \leq c_{2} t
$$

Taking $C_{2}=\frac{1}{2 c_{2}}$ in the above formula and replacing $t$ by $C_{2} r^{2}$, we obtain (4.1).

Proposition 4.2. Assume conditions (A1)-(A3) hold. For any constant $\varepsilon \in(0,1)$, there exist positive constants $C_{3}$ and $C_{4}$ depending only on $\varepsilon$ such that for any $\left(x_{0}, i\right) \in \mathbb{R}^{d} \times \mathcal{M}$ and any $r \in(0,1)$, we have
(a) $\mathbb{P}_{x, i}\left(\tau_{B\left(x_{0}, r\right)}>C_{3} r^{2}\right) \geq 1 / 2$ for $(x, i) \in B\left(x_{0},(1-\varepsilon) r\right) \times \mathcal{M}$.
(b) $\mathbb{E}_{x, i} \tau_{B\left(x_{0}, r\right)} \geq C_{4} r^{2}$ for $(x, i) \in B\left(x_{0},(1-\varepsilon) r\right) \times \mathcal{M}$.

Proof. By Proposition 4.1, there exists a constant $c_{1}$ depending only on $\varepsilon$ such that for any $(x, i) \in B\left(x_{0},(1-\varepsilon) r\right) \times \mathcal{M}$, we have

$$
\mathbb{P}_{x, i}\left(\tau_{B\left(x_{0}, r\right)} \leq c_{1} r^{2}\right) \leq \mathbb{P}_{x, i}\left(\tau_{B(x, \varepsilon r)} \leq c_{1} r^{2}\right) \leq 1 / 2
$$

which implies (a). Hence,

$$
\mathbb{E}_{x, i} \tau_{B\left(x_{0}, r\right)} \geq c_{1} r^{2} \mathbb{P}_{x, i}\left(\tau_{B\left(x_{0}, r\right)}>c_{1} r^{2}\right) \geq c_{1} r^{2} / 2
$$

Then (b) follows.
For a measure $\mu$ on $\mathbb{R}^{d}$ and $y \in \mathbb{R}^{d}$, we use $\mu(d x-y)$ to denote the measure $\nu(d x)$ defined by $\nu(A):=\mu(A-y)$ for $A \in \mathcal{B}\left(\mathbb{R}^{d}\right)$, where $A-y:=\{x-y: x \in A\}$. We know how the switched Markov processes jumps at the switched times between different plates. The following describes how the switched Markov process ( $X_{S}, \Lambda_{s}$ ) jumps at non-switching times.

Proposition 4.3. Assume conditions (A1)-(A3) hold. Suppose A and B are two bounded open subsets of $\mathbb{R}^{d}$ having a positive distance apart and $i_{0} \in \mathcal{M}$. Then

$$
\begin{equation*}
\sum_{s \leq t} \mathbf{1}_{\left\{X_{s-} \in A, X_{s} \in B, \Lambda_{s}=i_{0}\right\}}-\int_{0}^{t} \mathbf{1}_{A}\left(X_{s}\right) \mathbf{1}_{\left\{i_{0}\right\}}\left(\Lambda_{s}\right) \pi_{\Lambda_{s}}\left(X_{s}, B-X_{s}\right) d s \tag{4.2}
\end{equation*}
$$

is a $\mathbb{P}_{x, i}$-martingale for each $(x, i) \in \mathbb{R}^{d} \times \mathcal{M}$.
Proof. Let $A_{1}$ be a bounded open subset of $\mathbb{R}^{d}$ so that $\bar{A} \subset A_{1} \subset \bar{A}_{1} \subset B^{c}$. Let $v(\cdot, j) \equiv 0$ for all $j \neq i_{0}$, and $v\left(\cdot, i_{0}\right) \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$ so that $v\left(x, i_{0}\right)=0$ on $A_{1}$ and $v\left(x, i_{0}\right)=1$ on $B$. Fix $(x, i) \in \mathbb{R}^{d} \times \mathcal{M}$. Note that

$$
M^{v}(t):=v\left(X_{t}, \Lambda_{t}\right)-v\left(X_{0}, \Lambda_{0}\right)-\int_{0}^{t} \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s
$$

is a $\mathbb{P}_{x, i}$-martingale, so is $\int_{0}^{t} \mathbf{1}_{A}\left(X_{s-}\right) d M^{v}(s)$. Define $\tau_{0}=0, \tau_{1}=\inf \left\{t \geq 0: X_{t} \in A\right\}, \tau_{2}=$ $\inf \left\{t \geq \tau_{1}: X_{t} \in A_{1}^{c}\right\}$, and for $k \geq 2$,

$$
\begin{aligned}
\tau_{2 k-1} & =\inf \left\{t \geq \tau_{2(k-1)}: X_{t} \in A\right\}, \\
\tau_{2 k} & =\inf \left\{t \geq \tau_{2 k-1}: X_{t} \in A_{1}^{c}\right\} .
\end{aligned}
$$

Note that $v\left(X_{t}, \Lambda_{t}\right)=0$ for $t \in \bigcup_{k \geq 1}\left[\tau_{2 k-1}, \tau_{2 k}\right)$ and $\mathbf{1}_{A}\left(X_{t-}\right)=0$ for $t \in \bigcup_{k \geq 1}\left[\tau_{2(k-1)}, \tau_{2 k-1}\right)$. Thus the Riemann sum approximation of stochastic integral yields that

$$
\begin{aligned}
\int_{0}^{t} \mathbf{1}_{A}\left(X_{s-}\right) d M^{v}(s)= & \sum_{k=1}^{\infty} \mathbf{1}_{A}\left(X_{\tau_{2 k} \wedge t-}\right)\left(v\left(X_{\tau_{2 k} \wedge t}, \Lambda_{\tau 2 k \wedge t}\right)-v\left(X_{\tau_{2 k} \wedge t-}, \Lambda_{\tau_{2 k} \wedge t-}\right)\right) \\
& -\int_{0}^{t} \mathbf{1}_{A}\left(X_{s-}\right) \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s \\
= & \sum_{s \leq t} \mathbf{1}_{A}\left(X_{s-}\right)\left[v\left(X_{s}, \Lambda_{s}\right)-v\left(X_{s-}, \Lambda_{s-}\right)\right] \\
& -\int_{0}^{t} \mathbf{1}_{A}\left(X_{s}\right) \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s
\end{aligned}
$$

Since $v(y, j)=0$ on $A_{1} \times \mathcal{M}$, we have

$$
\mathcal{G} v(y, j)=\int_{\mathbb{R}^{d}} v(y+z, j) \pi_{j}(y, d z)=\int_{\mathbb{R}^{d}} v(z, j) \pi_{j}(y, d z-y)
$$

for every $(y, j) \in A_{1} \times \mathcal{M}$. Therefore,

$$
\begin{aligned}
& \sum_{s \leq t} \mathbf{1}_{A}\left(X_{s-}\right)\left[v\left(X_{s}, \Lambda_{s}\right)-v\left(X_{s-}, \Lambda_{s-}\right)\right] \\
& \quad-\int_{0}^{t} \mathbf{1}_{A}\left(X_{s}\right) \int_{\mathbb{R}^{d}} v\left(z, \Lambda_{s}\right) \pi_{\Lambda_{s}}\left(X_{s}, d z-X_{s}\right) d s \quad \text { is a } \mathbb{P}_{x, i} \text {-martingale. }
\end{aligned}
$$

Because $A$ and $B$ are a positive distance from each other, the sum on the left of the above formula is in fact a finite sum. With these facts we can pass to the limit to conclude that

$$
\begin{aligned}
& \sum_{s \leq t} \mathbf{1}_{A}\left(X_{s-}\right)\left[\mathbf{1}_{B \times\left\{i_{0}\right\}}\left(X_{s}, \Lambda_{s}\right)-\mathbf{1}_{B \times\left\{i_{0}\right\}}\left(X_{s-}, \Lambda_{s-}\right)\right] \\
& \quad-\int_{0}^{t} \mathbf{1}_{A}\left(X_{s}\right) \int_{\mathbb{R}^{d}} \mathbf{1}_{B \times\left\{i_{0}\right\}}\left(z, \Lambda_{s}\right) \pi_{\Lambda_{s}}\left(X_{s}, d z-X_{s}\right) d s \quad \text { is a } \mathbb{P}_{x, i} \text {-martingale },
\end{aligned}
$$

which implies

$$
\sum_{s \leq t} \mathbf{1}_{\left\{X_{s-} \in A, X_{s} \in B, \Lambda_{s}=i_{0}\right\}}-\int_{0}^{t} \mathbf{1}_{A}\left(X_{s}\right) \mathbf{1}_{\left\{\Lambda(s)=i_{0}\right\}} \pi_{\Lambda_{s}}\left(X_{s}, B-X_{s}\right) d s
$$

is a $\mathbb{P}_{x, i}$-martingale.
Proposition 4.4. There exist $\widetilde{r}_{0} \in(0,1 / 2]$ and $C_{5}>0$, depending only on $\kappa_{0}$ and $\kappa_{1}$ in (A2)(A3) and an upper bound on $\sum_{k=1}^{m}\left\|q_{k k}\right\|_{\infty}$, such that for any $x_{0} \in \mathbb{R}^{d}$ and any $r \in\left(0, \widetilde{r}_{0}\right)$, we
have

$$
\begin{equation*}
\sup _{(x, i) \in B\left(x_{0}, r\right) \times \mathcal{M}} \mathbb{E}_{x, i} \tau_{B\left(x_{0}, r\right)} \leq C_{5} r^{2} \tag{4.3}
\end{equation*}
$$

Proof. Let $u(x) \in C^{2}\left(\mathbb{R}^{d}\right)$ be a convex function in $x$ with values in $[0,10]$ and increase with respect to $|x|$ such that

$$
u(x)=|x|^{2}, \quad|x| \leq 2
$$

Let $\widetilde{r}_{0} \in(0,1 / 2)$ be sufficiently small. For $x_{0} \in \mathbb{R}^{d}$ and $r \in\left(0, \widetilde{r}_{0}\right)$, let $v(x, i)=u\left(\frac{x-x_{0}}{r}\right)$. Then for any $(x, i) \in B\left(x_{0}, r\right) \times \mathcal{M}$, since $v(\cdot, \cdot)$ is bounded between 0 and 10 and $Q(\cdot)$ is bounded, there exists $c_{1}>0$ such that

$$
\begin{equation*}
Q(x) v(x, \cdot)(i) \geq-c_{1} \tag{4.4}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\mathcal{L}^{(c)} v(x, i) & :=\sum_{k, l=1}^{d} a_{k l}(x, i) \frac{\partial^{2} v(x, i)}{\partial x_{k} \partial x_{l}}+\sum_{k=1}^{d} b_{k}(x, i) \frac{\partial v(x, i)}{\partial x_{k}} \\
& =\sum_{k=1}^{d} 2 a_{k k}(x, i) r^{-2}+\sum_{k=1}^{d} 2 b_{k}(x, i)\left(x_{k}-x_{0, k}\right) r^{-2}  \tag{4.5}\\
& \geq c_{2} r^{-2}-c_{3} r^{-1} \geq c_{4} r^{-2}
\end{align*}
$$

provided $\widetilde{r}_{0}$ is small enough. Define

$$
\mathcal{L}^{(j)} v(x, i)=\int_{\mathbb{R}^{d}}\left[f(x+z, i)-f(x, i)-\nabla f(x, i) \cdot z \mathbf{1}_{\{|z|<1\}}\right] \pi_{i}(x, d z)
$$

We break $\mathcal{L}^{(j)} v(x, i)$ into two parts, $|z| \leq 1$ and $|z|>1$, respectively. For the first part, by the convexity of $u(x)$, we deduce

$$
\begin{equation*}
\int_{|z| \leq 1}[v(x+z, i)-v(x, i)-\nabla v(x, i) \cdot z] \pi_{i}(x, d z) \geq 0 \tag{4.6}
\end{equation*}
$$

For the second part with $|z|>1$, since $r<\frac{1}{2}$, we know $x+z \notin B\left(x_{0}, r\right)$ for any $x \in B\left(x_{0}, r\right)$. Then we have $v(x+z, i) \geq 1$ and $v(x, i) \leq 1$, it follows that

$$
\begin{equation*}
\int_{|z|>1}[v(x+z, i)-v(x, i)] \pi_{i}(x, d z) \geq 0 \tag{4.7}
\end{equation*}
$$

Since $\mathbb{P}_{x, i}$ solves the martingale problem, together with (4.4), (4.5), (4.6), and (4.7), we deduce that

$$
\begin{align*}
& \mathbb{E}_{x, i} v\left(X_{\left.t \wedge \tau_{B\left(x_{0}, r\right)}\right)}, \Lambda_{\left.t \wedge \tau_{B\left(x_{0}, r\right)}\right)}\right)-v(x, i) \\
& \quad=\mathbb{E}_{x, i} \int_{0}^{t \wedge \tau_{B\left(x_{0}, r\right)}} \mathcal{G} v\left(X_{s}, \Lambda_{s}\right) d s \geq c_{5} r^{-2} \mathbb{E}_{x, i}\left(t \wedge \tau_{B\left(x_{0}, r\right)}\right) \tag{4.8}
\end{align*}
$$

By the definition of $v(x, i)$,

$$
\begin{equation*}
\mathbb{E}_{x, i} v\left(X_{\left.t \wedge \tau_{B\left(x_{0}, r\right)}\right)}, \Lambda_{\left.t \wedge \tau_{B\left(x_{0}, r\right)}\right)}\right)-v(x, i) \leq 10 \tag{4.9}
\end{equation*}
$$

It follows from (4.8) and (4.9) that

$$
c_{5} r^{-2} \mathbb{E}_{x, i}\left(t \wedge \tau_{B\left(x_{0}, r\right)}\right) \leq 10
$$

The conclusion follows by letting $t \rightarrow \infty$.
In the remaining of this section, we assume that conditions (A1)-(A4) hold.
Definition 4.5. The generator $\mathcal{G}$ or the matrix function $Q(\cdot)$ is said to be strictly irreducible on $D$ if for any $i, j \in \mathcal{M}$ and $i \neq j$, there exists $q_{i j}^{0}>0$ such that $\inf _{x \in D} q_{i j}(x) \geq q_{i j}^{0}$.

Proposition 4.6. Assume conditions (A1)-(A4) hold. Let $x_{0} \in \mathbb{R}^{d}$ and $r \in\left(0, \widetilde{r}_{0}\right)$, where $\widetilde{r}_{0}$ is the constant in Proposition 4.4. Suppose that the operator $\mathcal{G}$ is strictly irreducible on $B\left(x_{0}, r\right)$. Let $H: \mathbb{R}^{d} \times \mathcal{M} \mapsto \mathbb{R}$ be a bounded non-negative function supported in $B\left(x_{0}, 2 r\right)^{c} \times \mathcal{M}$. Then there exists a constant $C_{6}>0$, depending only on $\kappa_{0}$ and $\kappa_{1}$ of (A2)-(A3), an upper bound on $\sum_{k=1}^{m}\left\|q_{k k}\right\|_{\infty}$ and on $\left\{q_{i j}^{0} ; i \neq j \in \mathcal{M}\right\}$ in the definition of strict irreducibility of $\mathcal{G}$, such that for any $x, y \in B\left(x_{0}, r / 2\right)$ and any $i \in \mathcal{M}$,

$$
\mathbb{E}_{x, i} H\left(X_{\tau_{B\left(x_{0}, r\right)}}, \Lambda_{\tau_{B\left(x_{0}, r\right)}}\right) \leq C_{6} \alpha_{2 r} \mathbb{E}_{y, i} H\left(X_{\tau_{B\left(x_{0}, r\right)}}, \Lambda_{\tau_{B\left(x_{0}, r\right)}}\right) .
$$

Here $\alpha_{r}$ is the constant appeared in condition (A4).
Proof. Denote $B=B\left(x_{0}, r\right)$. Define

$$
u(x, i)=\mathbb{E}_{x, i} H\left(X_{\tau_{B}}, \Lambda_{\tau_{B}}\right) \quad \text { for }(x, i) \in B \times \mathcal{M}
$$

Since $H=0$ on $B\left(x_{0}, 2 r\right) \times \mathcal{M}$, we have by using the Lévy system formula of $Y=(X, \Lambda)$ given by Proposition 4.3 that

$$
\begin{align*}
u(x, i) & =\mathbb{E}_{x, i}\left[H\left(X_{\tau_{B}}, \Lambda_{\tau_{B}}\right) ; X_{\tau_{B}-} \in \bar{B} ; X_{\tau_{B}} \in B\left(x_{0}, 2 r\right)^{c}\right] \\
& =\mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B}} \int_{B\left(x_{0}, 2 r\right)^{c}} H\left(z, \Lambda_{s}\right) \tilde{\pi}_{\Lambda_{s}}\left(X_{s}, z-X_{s}\right) d z d s\right] . \tag{4.10}
\end{align*}
$$

We deduce that

$$
\begin{aligned}
u(x, i) & \leq \mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B}} \int_{B\left(x_{0}, 2 r\right)^{c}} \sum_{j=1}^{m} H(z, j) \tilde{\pi}_{j}\left(X_{s}, z-X_{s}\right) d z d s\right] \\
& \leq\left(\sum_{j=1}^{m} \int_{B\left(x_{0}, 2 r\right)^{c}} H(z, j) \sup _{w \in B} \tilde{\pi}_{j}(w, z-w) d z\right) \mathbb{E}_{x, i} \tau_{B}
\end{aligned}
$$

$$
\begin{aligned}
& \leq c_{1} r^{2} \sum_{j=1}^{m} \int_{B\left(x_{0}, 2 r\right)^{c}} H(z, j) \sup _{w \in B} \tilde{\pi}_{j}(w, z-w) d z \\
& =c_{1} r^{2} M
\end{aligned}
$$

where the last inequality is a consequence of Proposition 4.4, and

$$
M=\sum_{j=1}^{m} M_{j}, \quad M_{j}=\int_{B\left(x_{0}, 2 r\right)^{c}} H(z, j) \sup _{w \in B} \tilde{\pi}_{j}(w, z-w) d z
$$

Thus,

$$
\begin{equation*}
u(x, i) \leq c_{1} r^{2} M \quad \text { for }(x, i) \in B \times \mathcal{M} . \tag{4.11}
\end{equation*}
$$

Let $\tau_{1}=\inf \left\{t>0: \Lambda_{t} \neq \Lambda_{0}\right\}$ and denote the Green operator of $\mathcal{L}_{i}+q_{i i}$ in $B$ by $G_{B}^{i}$. Define

$$
h_{i}(x)=\mathbb{E}_{x, i}\left[H\left(X_{\tau_{B}}, \Lambda_{\tau_{B}}\right) ; \tau_{B}<\tau_{1}\right], \quad(x, i) \in B \times \mathcal{M}
$$

By the strong Markov property of $\left(X_{t}, \Lambda_{t}\right)$, we have

$$
\begin{equation*}
u(x, i)=h_{i}(x)+\sum_{k \neq i} G_{B}^{i}\left(q_{i k}(\cdot) u(\cdot, k)\right)(x) \tag{4.12}
\end{equation*}
$$

By (4.11) and the fact that $\left\|q_{i k}\right\|_{\infty}=\sup _{x \in \mathbb{R}^{d}}\left|q_{i k}(x)\right|<\infty$, we arrive at

$$
\begin{aligned}
\sum_{k \neq i} G_{B}^{i}\left(q_{i k}(\cdot) u(\cdot, k)\right)(x) & \leq \sum_{k \neq i} c_{1} r^{2} M\left\|q_{i k}\right\|_{\infty} \mathbb{E}_{x, i} \tau_{B} \\
& \leq \sum_{k \neq i} c_{1} r^{2} M\left\|q_{i k}\right\|_{\infty} c_{1} r^{2}=c_{2} M r^{4}
\end{aligned}
$$

Combining above estimates, we obtain

$$
\begin{equation*}
u(x, i) \leq h_{i}(x)+c_{2} M r^{4} \quad \text { for }(x, i) \in B \times \mathcal{M} \tag{4.13}
\end{equation*}
$$

Next, we drive an lower bound for $\mathbb{E}_{x, i}\left(\tau_{B} \wedge \tau_{1}\right)$ for $(x, i) \in B\left(x_{0}, r / 2\right) \times \mathcal{M}$. By Proposition 4.2, there exists $c_{3}>0$ such that

$$
\mathbb{P}_{x, i}\left(\tau_{B}>c_{3} r^{2}\right) \geq \frac{1}{2}
$$

It follows that

$$
\begin{aligned}
\mathbb{P}_{x, i}\left(\tau_{B} \wedge \tau_{1} \geq c_{3} r^{2}\right) & \geq \mathbb{P}_{x, i}\left(\tau_{B}>c_{3} r^{2} \text { and } \tau_{1} \geq c_{3} r^{2}\right) \\
& \geq \exp \left(-\left\|q_{k k}\right\|_{\infty} c_{3} r^{2}\right) \mathbb{P}_{x, i}\left(\tau_{B}>c_{3} r^{2}\right) \\
& \geq \frac{1}{2} \exp \left(-\left\|q_{k k}\right\|_{\infty} c_{3} \widetilde{r}_{0}^{2}\right)=: c_{4}
\end{aligned}
$$

Then we obtain

$$
\begin{equation*}
\mathbb{E}_{x, i}\left(\tau_{B} \wedge \tau_{1}\right) \geq c_{3} c_{4} r^{2} \quad \text { for }(x, i) \in B\left(x_{0}, r / 2\right) \times \mathcal{M} \tag{4.14}
\end{equation*}
$$

By assumption (A4), for any $z \in B\left(x_{0}, 2 r\right)^{c}$,

$$
\sup _{w \in B} \tilde{\pi}_{j}(w, z-w) \leq \alpha_{2 r} \inf _{w \in B} \tilde{\pi}_{j}(w, z-w)
$$

By this inequality and (4.14), we have by using Lévy system formula of $Y=(X, \Lambda)$,

$$
\begin{align*}
h_{i}(x) & =\mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B} \wedge \tau_{1}} \int_{B\left(x_{0}, 2 r\right)^{c}} H\left(z, \Lambda_{s}\right) \widetilde{\pi}_{\Lambda_{s}}\left(X_{s}, z-X_{s}\right) d z d s\right] \\
& \geq \mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B} \wedge \tau_{1}} \int_{B\left(x_{0}, 2 r\right)^{c}} H(z, i) \inf _{w \in B} \widetilde{\pi}_{i}(w, z-w) d z d s\right]  \tag{4.15}\\
& \geq \alpha_{2 r}^{-1} M_{i} \mathbb{E}_{x, i}\left(\tau_{B} \wedge \tau_{1}\right) \\
& \geq c_{5} \alpha_{2 r}^{-1} M_{i} r^{2} \quad \text { for } x \in B\left(x_{0}, r / 2\right) .
\end{align*}
$$

On the other hand,

$$
\begin{align*}
h_{i}(x) & =\mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B} \wedge \tau_{1}} \int_{B\left(x_{0}, 2 r\right)^{c}} H\left(z, \Lambda_{s}\right) \widetilde{\pi}_{\Lambda_{s}}\left(X_{s}, z-X_{s}\right) d z d s\right] \\
& \leq \mathbb{E}_{x, i}\left[\int_{0}^{\tau_{B} \wedge \tau_{1}} \int_{B\left(x_{0}, 2 r\right)^{c}} H(z, i) \sup _{w \in B} \tilde{\pi}_{i}(w, z-w) d z d s\right]  \tag{4.16}\\
& \leq M_{i} \mathbb{E}_{x, i} \tau_{B} \\
& \leq c_{6} M_{i} r^{2} \quad \text { for } x \in B\left(x_{0}, r / 2\right) .
\end{align*}
$$

Note that for $i \neq k, \inf _{x \in \mathbb{R}^{d}} q_{i k}(x) \geq q_{i k}^{0}>0$. By (4.12) and (4.15), we have

$$
\begin{align*}
\sum_{k \neq i} G_{B}^{i}\left(q_{i k}(\cdot) u(\cdot, k)\right)(x) & \geq \sum_{k \neq i} c_{5} \alpha_{2 r}^{-1} M_{k} r^{2} G_{B}^{i}\left(q_{i k}(\cdot) \mathbf{1}_{B\left(x_{0}, 3 r / 4\right)}(\cdot)\right)(x) \\
& \geq \sum_{k \neq i} c_{5} \alpha_{2 r}^{-1} M_{k} r^{2} q_{i k}^{0} \mathbb{E}_{x, i}\left(\tau_{B\left(x_{0}, 3 r / 4\right)} \wedge \tau_{1}\right)  \tag{4.17}\\
& \geq \sum_{k \neq i} c_{5} \alpha_{2 r}^{-1} M_{k} r^{2} q_{i k}^{0} c_{7} r^{2} \\
& =c_{8} \alpha_{2 r}^{-1} r^{4} \sum_{k \neq i} M_{k} \quad \text { for } x \in B\left(x_{0}, r / 2\right)
\end{align*}
$$

In the above, we used the fact that $\mathbb{E}_{x, i}\left(\tau_{B\left(x_{0}, 3 r / 4\right)} \wedge \tau_{1}\right) \geq c_{7} r^{2}$. This can be derived in the same way as that of (4.14). By (4.12), (4.13), (4.15), (4.16), and (4.17), for any $x, y \in B\left(x_{0}, r / 2\right)$ and
$i \in \mathcal{M}$, we have

$$
\begin{aligned}
u(y, i) & =h_{i}(y)+\sum_{k \neq i} G_{B}^{i}\left(q_{i k}(\cdot) u(\cdot, k)\right)(y) \\
& \geq c_{5} \alpha_{2 r}^{-1} M_{i} r^{2}+c_{8} \alpha_{2 r}^{-1} r^{4} \sum_{k \neq i} M_{k} \\
& \geq c_{9} \alpha_{2 r}^{-1}\left(M_{i} r^{2}+r^{4} \sum_{k \neq i} M_{k}\right) \\
& \geq c_{10} \alpha_{2 r}^{-1}\left(M_{i} r^{2}+r^{4} M\right) \\
& \geq c_{11} \alpha_{2 r}^{-1} u(x, i)
\end{aligned}
$$

The proof of the proposition is complete.
Theorem 4.7. Assume conditions (A1)-(A4) hold. Let $D \subset \mathbb{R}^{d}$ be a bounded connected open set and $\mathcal{K}$ be a compact set in $D \subset \mathbb{R}^{d}$. Suppose that $\mathcal{G}$ is strictly irreducible on $D$. Then there exists $C_{7}>0$ which depends only on $D, \mathcal{K}$ and operator $\mathcal{G}$ such that if $f(\cdot, \cdot)$ is a nonnegative, bounded function in $\mathbb{R}^{d} \times \mathcal{M}$ that is $\mathcal{G}$-harmonic in $D \times \mathcal{M}$, we have

$$
\begin{equation*}
f(x, i) \leq C_{7} f(y, j) \quad \text { for } x, y \in \mathcal{K} \text { and } i, j \in \mathcal{M} \tag{4.18}
\end{equation*}
$$

Proof. We first show that for each fixed ball $B\left(x_{0}, 4 R\right) \subset D$ with $R<\frac{1}{8} \wedge \widetilde{r}_{0}$ (where $\widetilde{r}_{0}$ is given in Proposition 4.4), there exists a constant $C>0$ that depends only on $R \wedge 1, \kappa_{0}$ and $\kappa_{1}$ of (A2)-(A3), an upper bound on $\sum_{k=1}^{m}\left\|q_{k k}\right\|_{\infty}$ and on $\left\{q_{i j}^{0} ; i \neq j \in \mathcal{M}\right\}$ in the definition of strict irreducibility of $\mathcal{G}$ on $B(0,4 R)$, such that for any nonnegative, bounded and $\mathcal{G}$-harmonic function $f(\cdot, \cdot)$ in $B\left(x_{0}, 4 R\right) \times \mathcal{M}$, we have

$$
\begin{equation*}
f(x, i) \leq C f(y, j) \quad \text { for } x, y \in B\left(x_{0}, R\right) \text { and } i, j \in \mathcal{M} \tag{4.19}
\end{equation*}
$$

By looking at $f+\varepsilon$ and sending $\varepsilon$ to 0 , we may suppose that $f$ is bounded below by a positive constant. By looking at $a f\left(x, i_{0}\right)$ for a suitable constant $a$ if needed, we may assume that $\inf _{(x, i) \in B\left(x_{0}, R\right) \times \mathcal{M}} f(x, i)=1 / 2$.
(a) Let us recall several results. Let $r<\widetilde{r}_{0}<1 / 2$. By Proposition 3.1, there exits a constant $c_{1}>0$ such that for any $x \in B\left(x_{0}, 3 R / 2\right)$ and any $i \in \mathcal{M}$,

$$
\begin{equation*}
\mathbb{P}_{\bar{x}_{i}, i}\left(T_{B(x, r / 2)}^{i}<\tau_{B\left(x_{0}, 4 R\right)}\right) \geq c_{1} r^{6} . \tag{4.20}
\end{equation*}
$$

By Proposition 3.2, there exists a nondecreasing function $\Phi:(0, \infty) \mapsto(0, \infty)$ such that if $A$ is a Borel subset of $B(x, r)$ and $|A| / r^{d} \geq \rho$ for a given $\rho$, then for any $(y, i) \in B(x, r) \times \mathcal{M}$ and $r \in\left(0, \widetilde{r}_{0}\right)$,

$$
\begin{equation*}
\mathbb{P}_{y, i}\left(T_{A}^{i}<\tau_{B(x, 2 r)}\right) \geq \frac{1}{2} \Phi\left(|A| / r^{d}\right) \tag{4.21}
\end{equation*}
$$

By Proposition 4.6 and $H$ being a nonnegative function supported on $B(x, 2 r)^{c}$, for any $y, z \in$ $B(x, r / 2)$ and $i \in \mathcal{M}$,

$$
\begin{equation*}
\mathbb{E}_{y, i} H\left(X_{\tau_{B(x, r)}}, \Lambda_{\tau_{B(x, r)}}\right) \leq c_{2} \alpha_{2 r} \mathbb{E}_{z, i} H\left(X_{\tau_{B(x, r)}}, \Lambda_{\tau_{B(x, r)}}\right) \tag{4.22}
\end{equation*}
$$

To proceed, we first consider the case that

$$
\begin{equation*}
\inf _{x \in B\left(x_{0}, 2 R\right)} f(x, i)<1 \quad \text { for each } i \in \mathcal{M} \tag{4.23}
\end{equation*}
$$

Thus, there exists $\left\{\bar{x}_{i}\right\}_{i \in \mathcal{M}}$ such that

$$
\begin{equation*}
\bar{x}_{i} \in B\left(x_{0}, 2 R\right) \quad \text { and } \quad f\left(\bar{x}_{i}, i\right)<1 \tag{4.24}
\end{equation*}
$$

(b) For $n \geq 1$, let

$$
r_{n}=c_{3} R / n^{2}
$$

where $c_{3}$ is a positive number such that $\sum_{n=1}^{\infty} r_{n}<R / 4$ and $r_{n} \in\left(0, \widetilde{r}_{0}\right)$ for all $n$, that is,

$$
\begin{equation*}
c_{3}<\frac{1}{4 \sum_{n=1}^{\infty} 1 / n^{2}} \wedge \frac{\widetilde{r}_{0}}{R} \tag{4.25}
\end{equation*}
$$

In particular, it implies $r_{n}<R / 4$. Let $\xi, c_{4}, c_{5}$ be positive constants to be chosen later. Once these constants have been chosen, we can take $N_{1}$ large enough so that

$$
\begin{equation*}
\xi N_{1} \exp \left(c_{4} n\right) c_{5} r_{n}^{6+\beta} \geq 2 \kappa_{2} \quad \text { for all } n=1,2, \ldots \tag{4.26}
\end{equation*}
$$

The constants $\kappa_{2}$ and $\beta$ are taken from assumption (A4). Such a choice is possible since $c_{4}>0$ and $r_{n}=c_{3} R / n^{2}$. Suppose that there exists $\left(x_{1}, i_{1}\right) \in B\left(x_{0}, R\right) \times \mathcal{M}$ with $f\left(x_{1}, i_{1}\right)=N_{1}$ for $N_{1}$ chosen above. We will show that in this case there exists a sequence $\left\{\left(x_{k}, i_{k}\right): k \geq 1\right\}$ with

$$
\begin{gather*}
\left(x_{k+1}, i_{k+1}\right) \in B\left(x_{k}, 2 r_{k}\right) \times \mathcal{M} \subset B\left(x_{0}, 3 R / 2\right) \times \mathcal{M}, \\
N_{k+1}:=f\left(x_{k+1}, i_{k+1}\right) \geq N_{1} \exp \left(c_{4}(k+1)\right) . \tag{4.27}
\end{gather*}
$$

(c) Suppose that we already have $\left\{\left(x_{k}, i_{k}\right) ; 1 \leq k \leq n\right\}$ so that (4.27) is satisfied for $k=$ $1, \ldots, n-1$. Define

$$
A_{n}=\left\{y \in B\left(x_{n}, r_{n} / 2\right): f\left(y, i_{n}\right) \geq \xi N_{n} r_{n}^{\beta} / \kappa_{2}\right\}
$$

We claim that

$$
\begin{equation*}
\frac{\left|A_{n}\right|}{\left|B\left(x_{n}, r_{n} / 2\right)\right|} \leq \frac{1}{4} \tag{4.28}
\end{equation*}
$$

Suppose on the contrary, $\frac{\left|A_{n}\right|}{\left|B\left(x_{n}, r_{n} / 2\right)\right|}>1 / 4$. Let $F$ be a compact subset of $A_{n}$ such that $\frac{|F|}{\left|B\left(x_{n}, r_{n} / 2\right)\right|}>1 / 4$. Then $F \subset B\left(x_{0}, 2 R\right)$. By (4.20),

$$
\mathbb{P}_{\bar{x}_{i_{n}}, i_{n}}\left(T_{B\left(x_{n}, r_{n} / 2\right)}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right) \geq c_{1} r_{n}^{6}
$$

where $c_{1}$ is independent of $x_{n}$ and $r_{n}$. By the strong Markov property of ( $X_{t}, \Lambda_{t}$ ), we have

$$
\begin{aligned}
\mathbb{P}_{\bar{x}_{n}, i_{n}}\left(T_{F}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right) & \geq \mathbb{E}_{\bar{x}_{i_{n}}, i_{n}}\left[\mathbb{P}_{X_{B\left(x_{n}, r_{n} / 2\right)}^{i_{n}}} i_{n}\left(T_{F}^{i_{n}}<\tau_{B\left(x_{n}, r_{n}\right)}\right) ; T_{B\left(x_{n}, r_{n} / 2\right)}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right] \\
& \geq \frac{1}{2} \Phi\left(\frac{2^{d}|F|}{r_{n}^{d}}\right) \mathbb{P}_{\bar{x}_{i_{n}}, i_{n}}\left(T_{B\left(x_{n}, r_{n} / 2\right)}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right) \\
& \geq \frac{1}{2} \Phi\left(\frac{\alpha(d)}{4}\right) c_{1} r_{n}^{6},
\end{aligned}
$$

where $\alpha(d)$ is the volume of the unit ball in $\mathbb{R}^{d}$.
We take $c_{5}=\Phi(\alpha(d) / 4) c_{1} / 2$. By the definition of $\mathcal{G}$-harmonicity and the above estimates, we obtain

$$
\begin{align*}
1>f\left(\bar{x}_{i_{n}}, i_{n}\right) & \geq \mathbb{E}_{\bar{x}_{i_{n}}, i_{n}}\left[f\left(X_{T_{F}^{i_{n}} \wedge \tau_{B\left(x_{0}, 4 R\right)}}, \Lambda_{T_{F}^{i_{n}} \wedge \tau_{B\left(x_{0}, 4 R\right)}}\right) ; T_{F}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right] \\
& \geq \frac{\xi N_{n} r_{n}^{\beta}}{\kappa_{2}} \mathbb{P}_{\bar{x}_{i_{n}}, i_{n}}\left(T_{F}^{i_{n}}<\tau_{B\left(x_{0}, 4 R\right)}\right)  \tag{4.29}\\
& \geq \frac{\xi N_{n} r_{n}^{\beta+6} c_{5}}{\kappa_{2}} \\
& \geq 2
\end{align*}
$$

which is a contradiction. Note that the last inequality follows from $N_{n} \geq N_{1} \exp \left(c_{4} n\right)$ and our choice of $N_{1}$ given by (4.26). Thus, (4.28) is valid. Therefore, there is a compact subset $\widetilde{F}$ of $B\left(x_{n}, r_{n} / 2\right) \backslash A_{n}$ such that $|\widetilde{F}| \geq \frac{1}{2}\left|B\left(x_{n}, r_{n} / 2\right)\right|$. By the definition of $\widetilde{F}$ and $A_{n}$,

$$
f\left(x, i_{n}\right)<\frac{\xi N_{n} r_{n}^{\beta}}{\kappa_{2}} \quad \text { for } x \in \widetilde{F}
$$

Denote $\tau_{r_{n}}:=\tau_{B\left(x_{n}, r_{n}\right)}, p_{n}:=\mathbb{P}_{x_{n}, i_{n}}\left(T_{\widetilde{F}}^{i_{n}}<\tau_{r_{n}}\right)$ and $M_{n}:=\sup _{(y, j) \in B\left(x_{n}, 2 r_{n}\right) \times \mathcal{M}} f(y, j)$. Since $|\widetilde{F}| \geq \frac{1}{2}\left|B\left(x_{n}, r_{n} / 2\right)\right|$, using (4.21), we obtain

$$
\begin{equation*}
p_{n} \geq \frac{1}{2} \Phi\left(\frac{\alpha(d)}{2^{d+1}}\right):=c_{6} \quad \text { for } n=1,2, \ldots \tag{4.30}
\end{equation*}
$$

By the definition of $\mathcal{G}$-harmonic function and the right continuity of the sample paths of ( $X_{t}, \Lambda_{t}$ ), we have

$$
\begin{align*}
N_{n}= & f\left(x_{n}, i_{n}\right) \\
= & \mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{T_{\tilde{F}}^{i n}}, \Lambda_{T_{\widetilde{F}}^{i_{n}}}\right): T_{\widetilde{F}}^{i_{n}}<\tau_{r_{n}}\right] \\
& +\mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X\left(\tau_{r_{n}}\right) \in B\left(x_{n}, 2 r_{n}\right), \tau_{r_{n}}<T_{\widetilde{F}}^{i_{n}}\right] \tag{4.31}
\end{align*}
$$

$$
\begin{aligned}
& +\mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X\left(\tau_{r_{n}}\right) \notin B\left(x_{n}, 2 r_{n}\right), \tau_{r_{n}}<T_{\widetilde{F}}^{i_{n}}\right] \\
\leq & \frac{\xi N_{n} r_{n}^{\beta}}{\kappa_{2}}+M_{n}\left(1-p_{n}\right) \\
& +\mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X_{\tau_{r_{n}}} \notin B\left(x_{n}, 2 r_{n}\right), \tau_{r_{n}}<T_{\widetilde{F}}^{i_{n}}\right] .
\end{aligned}
$$

Take a point $y_{n} \in \widetilde{F}$. Then $f\left(y_{n}, i_{n}\right)<\frac{\xi N_{n} r_{n}^{\beta}}{\kappa_{2}}$. We then deduce from (4.22) that

$$
\begin{aligned}
\frac{\xi N_{n} r_{n}^{\beta}}{\kappa_{2}} & >f\left(y_{n}, i_{n}\right) \\
& \geq \mathbb{E}_{y_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X_{\tau_{r_{n}}} \notin B\left(x_{n}, 2 r_{n}\right)\right] \\
& \geq \frac{1}{c_{2} \alpha_{2 r_{n}}} \mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X_{\tau_{r_{n}}} \notin B\left(x_{n}, 2 r_{n}\right)\right] .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mathbb{E}_{x_{n}, i_{n}}\left[f\left(X_{\tau_{r_{n}}}, \Lambda_{\tau_{r_{n}}}\right): X_{\tau_{r_{n}}} \notin B\left(x_{n}, 2 r_{n}\right)\right] & \leq \frac{\xi N_{n} r_{n}^{\beta} c_{2} \alpha_{2 r_{n}}}{\kappa_{2}} \\
& \leq \frac{\xi c_{2}}{2^{\beta}} N_{n}
\end{aligned}
$$

where the last inequality is obtained by noting that $\alpha_{2 r_{n}} \leq \kappa_{2}\left(2 r_{n}\right)^{-\beta}$. Hence by (4.31),

$$
\begin{equation*}
N_{n} \leq\left(\frac{\xi}{\kappa_{2}}+\frac{\xi c_{2}}{2^{\beta}}\right) N_{n}+M_{n}\left(1-p_{n}\right) . \tag{4.32}
\end{equation*}
$$

Denote $\eta=1-\left(\frac{\xi}{\kappa_{2}}+\frac{\xi c_{2}}{2^{\beta}}\right)$. Let $\xi>0$ be sufficiently small such that $\frac{\eta}{1-c_{6}}>3 / 2$. By (4.30) and (4.32), $M_{n} / N_{n}>3 / 2$. Using the definition of $M_{n}$, there is $\left(x_{n+1}, i_{n+1}\right) \in B\left(x_{n}, 2 r_{n}\right) \times \mathcal{M}$ so that

$$
N_{n+1}:=f\left(x_{n+1}, i_{n+1}\right) \geq 3 N_{n} / 2 .
$$

We take $c_{4}=\ln (3 / 2)$. Then (4.27) holds for $k=n$. By induction, we have constructed a sequence of points $\left\{\left(x_{k}, i_{k}\right)\right\}$ such that (4.27) holds for all $k \geq 1$. It can be seen that $N_{k} \rightarrow \infty$ as $k \rightarrow \infty$, a contradiction to the assumption that $f$ is bounded. Thus, for a positive constant $N_{1}$ sufficiently large such that (4.26) holds, we have

$$
f(x, i)<N_{1} \quad \text { for all }(x, i) \in B\left(x_{0}, R\right) \times \mathcal{M}
$$

Since $\inf _{(x, i) \in B\left(x_{0}, R\right) \times \mathcal{M}} f(x, i)=1 / 2$, we arrive at

$$
\begin{equation*}
f(x, i) \leq 2 N_{1} f(y, j), \quad x, y \in B\left(x_{0}, R\right) \text { and } i, j \in \mathcal{M} \tag{4.33}
\end{equation*}
$$

For any compact set $\mathcal{K} \subset D$, we use a standard finite ball covering argument. Since $\mathcal{K}$ is compact, there exists a finite number of points $z_{k} \in \mathcal{K}, k=1,2, \ldots, n$ such that

$$
\mathcal{K} \subset \bigcup_{k=1}^{n} B\left(z_{i}, R\right) \subset D
$$

and $\left|z_{k}-z_{k-1}\right|<R / 2$. Let $x, y \in \mathcal{K}$ and $i, j \in \mathcal{M}$. Applying Harnack inequality (4.33) at most $n+1$ times, we obtain $f(x, i) \leq\left(2 N_{1}\right)^{n+1} f(y, j)$.

Now we suppose that (4.23) is invalid. Then there exists $i \in \mathcal{M}$ such that $f(x, i) \geq 1$ for all $x \in B\left(x_{0}, 2 R\right)$. Set

$$
K_{i}:=\inf _{x \in B\left(x_{0}, 2 R\right)} f(x, i), \quad K:=\sup _{i \in \mathcal{M}} K_{i}, \quad g(x, i):=f(x, i) / 3 K
$$

It follows that (4.23) holds with $g$ in place of $f$. Moreover, if $i_{0} \in \mathcal{M}$ and $K=K_{i_{0}}$, then

$$
g\left(x, i_{0}\right) \geq 1 / 3 \quad \text { for } x \in B\left(x_{0}, 2 R\right) .
$$

By the same argument as in Theorem 3.4, there is a constant $c_{7}>0$ such that

$$
\begin{aligned}
g(x, i) & \geq G_{B\left(x_{0}, 2 R\right)}^{i}\left(q_{i i_{0}}(\cdot) g\left(\cdot, i_{0}\right)\right)(x) \\
& \geq c_{7},
\end{aligned}
$$

for all $(x, i) \in B\left(x_{0}, R\right) \times \mathcal{M}$, where $G_{B\left(x_{0}, 2 R\right)}^{i}$ is the Green operator of $\widetilde{X}^{i}$ in $B\left(x_{0}, 2 R\right)$. Note also that $\inf _{x \in D} q_{i i_{0}}(x) \geq q_{i i_{0}}^{0}>0$. The Harnack inequalities for $g$, and for $f$ can be established similarly as in the previous case.

## 5. Further remarks

This paper has been devoted to switching jump diffusions. Important properties such as maximum principle and Harnack inequality have been obtained. The utility and applications of these results will be given in a subsequent paper [7] for obtaining recurrence and ergodicity of switching jump diffusions. The ergodicity can be used in a wide variety of control and optimization problems with average cost per unit time objective functions (see also various variants of the long-run average cost problems in [18]), in which the instantaneous measures are replaced by the corresponding ergodic measures.

We note that the references [9-12,26] are devoted to regularity for the parabolic functions of non-local operators (on each of the parallel plane). The results obtained in this paper should be useful when one considers regularity of the coupled systems or switched jump-diffusions.
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