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We extend the traditional operator theoretic approach for the study of dynamical systems in order to handle the problem of non-geometric convergence. We show that the probabilistic treatment developed and popularized under Richard Tweedie's impulsion, can be placed into an operator framework in the spirit of Yosida-Kakutani's approach. General theorems as well as specific results for Markov chains are given. Application examples to general classes of Markov chains and dynamical systems are presented.
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## 1. Introduction

This paper is mainly concerned with the asymptotic behavior of homogeneous Markov chains, that is, processes of the form

$$
\begin{equation*}
X_{n+1}=\varphi\left(X_{n}, U_{n}\right), \tag{1}
\end{equation*}
$$

where $U_{n}$ is an i.i.d. sequence and $\varphi$ a certain function; the initial condition $X_{0}$ is deterministic or random. There exist schematically two different approaches for the analysis of the asymptotic behavior of such systems: the operator theoretic approach and the probabilistic approach. In simple words, the second approach considers Harris chains where, typically, total variation convergence to the invariant measure in expected to occur, while the first one is a more general approach which captures the behaviour of chains with weaker mixing properties; we can notice that, at first sight, total variation convergence is more natural in the sense that the transition operator is actually by definition a contraction for the total variation norm on measures.

The first approach is based on the study of the properties of the transition operator $T$ defined as

$$
\begin{equation*}
T f(x)=E\left[f\left(X_{n+1}\right) \mid X_{n}=x\right]=E\left[f\left(\varphi\left(x, U_{n}\right)\right)\right]=\int f(\varphi(x, u)) \mu(d u) \tag{2}
\end{equation*}
$$

where $\mu$ is the distribution of $U_{n}$. The second one is based on the fine study of the trajectories of $X_{n}$, especially the recurrence properties.

The most typical objective of both approaches is to understand the behaviour of

$$
\begin{equation*}
T^{n} f(x)=E\left[f\left(X_{n}\right) \mid X_{0}=x\right] \tag{3}
\end{equation*}
$$

allowing in particular to study arbitrary correlations

$$
\begin{equation*}
E\left[f\left(X_{n}\right) g\left(X_{0}\right)\right]=E\left[g\left(X_{0}\right) T^{n} f\left(X_{0}\right)\right] . \tag{4}
\end{equation*}
$$

In many situations, (3) converges pointwise for a broad class of functions $f$ and we know that if this convergence holds for any bounded continuous function, with a limit independent of $x$, it would imply the convergence in distribution of $X_{n}$ to the invariant measure $\pi$. This is the case for the stochastic system

$$
\begin{equation*}
X_{n+1}=\frac{1}{2} X_{n}+U_{n}, \tag{5}
\end{equation*}
$$

where $U_{n}$ an i.i.d. Bernoulli sequence. For any bounded continuous function $f, T^{n} f(x)$ converges, because given $X_{0}=x$, the variable $X_{n}=U_{n-1}+\frac{1}{2} U_{n-2}+\cdots+2^{-n+1} U_{0}+2^{-n} x$ has same distribution as $U_{1}+\frac{1}{2} U_{2}+\cdots+2^{-n+1} U_{n}+2^{-n} x$ which converges with probability one. The sequence $X_{n}$ converges in distribution. If now $U_{n}$ is a Gaussian sequence, the distribution of $X_{n}$ converges in total variation, which is not the case if $U_{n}$ is Bernoulli.

At the other extreme, for a stochastic system like

$$
\begin{equation*}
X_{n+1}=\left\{2 X_{n}\right\}, \tag{6}
\end{equation*}
$$

where $\{\cdot\}$ denote the fractional part, there is no pointwise limit to (3) (because $X_{n}$ is a deterministic function of $X_{0}$ ) whereas (4) may well converge, depending on the distribution of $X_{0}$. This is the case for many dynamical systems (we denote by "dynamical system" the situation where $\varphi$ depend only on its first variable and the only source of randomness comes from $X_{0}$ ); this means that (3) converges actually in some weak sense. Notice, however, that the control of correlations, that is, equation (4), leads to elementary [24] or more sophisticated [21] arguments for proving laws of large numbers and invariance principles.

With these examples, we see that the distribution of $X_{n}$ may converge in total variation, in law, or in Wassertein distance to its limit. Many other intermediate kinds of convergence may be envisaged. For any given stochastic system (1), the problem can thus be summarized as follows: In which sense does $T^{n} f$ converges, for which functions $f$, and at which rate?

This paper uses the operator theoretic approach, although some fruitful ideas have been borrowed from the probabilistic one, especially concerning the case where the convergence is not geometric.

A huge amount of literature is concerned with both of these points of views. In this section, we shall first give a sketch of the main ideas of each approach (operator theoretic in Section 1.1 and probabilistic in Section 1.2) with typical examples of the simplest situations, and then we shall present in Section 1.3 our plan of action.

### 1.1. The Yosida-Kakutani theorem and the Ionescu-Tulcea-Marinescu theorem for quasi-compactness

It is well known that in the finite case (i.e., when $X_{n}$ takes values in a finite state space), $T$ is actually a matrix, and when $T^{n}$ converges, the rate is always geometric. It is given by $\rho^{n}$, where $\rho$
is the second largest modulus of the eigenvalues of $T$. The gap between 1 (first eigenvalue) and $\rho$, is the spectral gap. The case of more than one eigenvalues of modulus one is more complicated and treated via a first splitting of the space into irreducible classes (the normal form, Chapter XIII, equation (69) of [10]) due to the multiplicity of the eigenvalue 1 , and another splitting of each irreducible class into cyclic classes via the Frobenius theorem (Chapter XIII, equation (5) of [10]) due to the complex eigenvalues.

We present now the classical operator approach in the case of a general state space, which may be seen as the infinite dimensional extension of this matrix treatment. What is expected here is that for some norm $\mathbf{\|} \cdot \boldsymbol{\|}$ and any complex valued function $f$ with $\mathbf{\|} \boldsymbol{\|}<\infty$

$$
\begin{equation*}
\left|T^{n} f-\pi(f)\right| \leq C \rho^{n} \mid f \mathbf{I} \tag{7}
\end{equation*}
$$

for some $C>0$ and $0<\rho<1$ (there is a harmless abuse of notation in the whole paper, appearing already in Equation (7): $\pi(f)$ will stand for the complex number $\int f(x) \pi(d x)$ as well as for the constant function with value $\pi(f)$ ). Examples are given below, this simplest case being $\mid f \mathbf{I}=\|f\|_{\infty}$.

An operator $T$ on a Banach space $(E, \boldsymbol{\|} \cdot \mathbf{\rho})$ is said quasi-compact if some power of $T$ can be written as

$$
\begin{equation*}
T^{n}=K+V, \tag{8}
\end{equation*}
$$

where $V$ has spectral radius $<1$ (i.e. $\left|V^{k}\right|<1$ for some $k$ ) and $K$ is a compact operator (e.g., $K$ is finite-rank). Quasi-compactness has been extensively studied [12].

The Yosida-Kakutani theorem [28] says that, if, in addition to (8), the sequence $\boldsymbol{\lfloor} T^{k} \boldsymbol{\|}$ is bounded, then $E$ splits as:
(i) $E=E_{c} \oplus E_{0}$,
(ii) $E_{c}$ is the finite dimensional space generated by the eigenvectors with eigenvalues of modulus 1,
(iii) $E_{0}$ is closed with $T E_{0} \subset E_{0}$ and the restriction of $T$ to $E_{0}$ has spectral radius $<1$.

Denoting by $\lambda_{i}, i=1, \ldots, p$ the eigenvalues of $T$ with modulus one, by $E_{i}$ the corresponding eigenspaces, by $P_{i}$ the projection on $E_{i}$ parallel $\oplus_{j \neq i} E_{j}$, one has the equivalent formulation of points (i) to (iii):

$$
\begin{equation*}
T=\sum_{i=1}^{p} \lambda_{i} P_{i}+Q, \quad Q=T P_{0}=P_{0} T, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\lambda_{1}\right|=\cdots=\left|\lambda_{p}\right|=1 \tag{10}
\end{equation*}
$$

each $P_{i}$ is a $\boldsymbol{I} \cdot \mathbf{I}$-continuous projection, with finite rank if $i>0$

$$
\begin{equation*}
\sum_{i=0}^{p} P_{i}=\mathrm{Id} \tag{11}
\end{equation*}
$$

$$
\begin{align*}
& P_{i} P_{j}=P_{j} P_{i}=0, \quad 0 \leq i<j \leq p,  \tag{13}\\
& \left|Q^{n}\right| \rightarrow 0 \tag{14}
\end{align*}
$$

The last equation implies of course that $\left|Q^{n}\right| \leq C \rho^{n}$ for some $C>0,0<\rho<1$ (because if we define $q$ as the first integer such that $\mid Q^{q} \boldsymbol{\|}=\rho_{0}<1$ and set $n=k q+r, r<q$, one has $\left.\left|Q^{n}\right| \leq \rho_{0}^{k} \sup _{r<q}\left|Q^{r}\right|\right) ;$ another consequence of these equations is that for any $k \geq 1$

$$
\begin{equation*}
T^{k}=\sum_{i=1}^{p} \lambda_{i}^{k} P_{i}+Q^{k} \tag{15}
\end{equation*}
$$

The simplest case is when $p=1$ and the eigenvalue 1 is simple, which means that $P_{1}$ has rank one and the convergence of (3) to $P_{1} f$ is obtained (at least in some sense depending on the norm $\boldsymbol{\|} \cdot \mathbf{)}$. In the general case, the operators $P_{i}$ are described in terms of the invariant subspaces and their decomposition into cyclic classes [28].

A decade later, Ionescu-Tulcea and Marinescu provided a useful tool [13-15] for checking that quasi-compactness holds when $\left|T^{n}\right|$ is bounded: ${ }^{1}$ it is assumed that there exists a weaker norm $\|\cdot\|$ on $E$ (i.e., $\|f\| \leq C \mathbf{|} f \mathbf{f}$ for some $C$ and all $f \in E$ ), for which $\{T f: f \in E,|f| \leq 1\}$ is $\|\cdot\|$-compact and in addition, for some $\gamma<1, c \geq 0$ and $k>0$, and all $f \in E$

$$
\begin{equation*}
\left|T^{k} f\right| \leq \gamma|f|+c\|f\| \tag{16}
\end{equation*}
$$

Under these assumptions, (9) to (15) hold.
It turns out that conditions (8) and (16) have different natural domains of applications. For an illustrative purpose, we give below two simple but typical examples concerning Markov chains. Namely, we show that (8) is well suited for dealing with Harris chain with convergence in total variation of the distribution of the variable, whereas (16) is more adapted to non-necessarily irreducible chains where, on the other hand, the transition has, for some metric on the state space, a contraction effect on the variable (Equation (18) below).

Before giving these examples, we would like to point out the important fact that the use of two norms is particularly adequate for treating the case where the convergence is not geometric; we shall come back to this below Section 1.2. More theoretical aspects of this are given in Appendix A.

Example 1. We consider here a Markov chain on a measured space $S$, which satisfies a Doeblin condition in the sense that there exists a positive measure $\nu(d x)$ such that its transition kernel satisfies for all $x \in S$

$$
T(x, d y) \geq v(d y)
$$

[^0]Under these circumstances, one can write ( $T$ stands in the whole paper for the transition probability $T(x, d y)$ as well as for the transition operator $f \mapsto T F)$

$$
T f(x)=\int f(y) v(d y)+\int f(y)(T(x, d y)-v(d y))=K f+V f
$$

and (8) applies with $\boldsymbol{I} \boldsymbol{\}=\|f\|_{\infty}$, on the space $E$ of bounded measurable functions; $K$ is indeed compact because its rank is one; finally for any $f \in E,|V f| \leq(1-v(S))|f|$, hence $|V| \leq$ $1-v(S)<1$. The Yosida-Kakutani theorem applies. With some additional efforts, one can show that $E_{c}$ is the one-dimensional space of constant functions. If $\pi$ is the invariant measure, one gets

$$
\begin{equation*}
\left|T^{n} f-\pi(f)\right| \leq C \rho^{n} \mid f \mathbf{|} . \tag{17}
\end{equation*}
$$

For any initial measure $\mu$, we obtain

$$
\left|\mu\left(T^{n} f\right)-\pi(f)\right| \leq C \rho^{n} \mathbf{I} \mathbf{I}
$$

and this means exactly that

$$
\left\|\mu_{n}-\pi\right\|_{\mathrm{TV}} \leq C \rho^{n}\|\mu\|_{\mathrm{TV}},
$$

where $\mu_{n}$ is the distribution of $X_{n}$ when $X_{0} \sim \mu$, and $\|\cdot\|_{\mathrm{TV}}$ is the total variation norm.
Example 2. Let us consider now a chain defined on some metric space ( $S, d$ ) with the form

$$
X_{n+1}=\varphi\left(X_{n}, U_{n}\right),
$$

where $U_{n}$ is an i.i.d. sequence with distribution $\mu$, and $X_{n}$ belongs to $S$. Hence,

$$
T f(x)=\int f(\varphi(x, u)) \mu(d u)
$$

The function $\varphi$ is supposed to satisfy adequate measurability assumptions and the following uniform Lipschitz property on ( $S, d$ ):

$$
\begin{equation*}
d(\varphi(x, u), \varphi(y, u)) \leq \gamma d(x, y) \tag{18}
\end{equation*}
$$

for some $\gamma<1$ and all $x, y, u$. On can see $\varphi(\cdot, \cdot)$ as a family of contractions on $S$ parametrized by $u$ [14]. In this case, it is easy to check that (16) applies with

$$
\begin{align*}
\|f\| & =\|f\|_{\infty}, \\
\mathbf{I} f \mathbf{I} & =\|f\|+[f],  \tag{19}\\
{[f] } & =\sup _{x \neq y} \frac{f(x)-f(y)}{d(x, y)} .
\end{align*}
$$

In order to have the $\|\cdot\|$-compactness of $B=\{T f: f \in E,|f| \leq 1\}$, we assume that the state space is compact. Application of the Yosida-Kakutani theorem leads to the geometric convergence of $T^{n} f$ the Lipschitz norm $f \mapsto \mathbf{|} f \mathbf{I}$, which means the convergence of the distribution
of $X_{n}$ in Wasserstein distance, and opens the way for coupling methods (cf. [27], Chapter 6, in particular Equation (6.3)). Convergence in total variation will not hold in general (e.g. the chain (5) when $U_{n}$ is Bernoulli). This approach has recently received increased attention, specifically concerning subgeometric convergence rates, in cases where typically $\gamma$ depends on $(x, y)$ and may approach 1 in some ways [2,9]; we will come back to this in Section 4.

All this is based on the fact that $x \mapsto \varphi(x, u)$ is a contraction for any $u$, making the dependence with respect to the initial condition decrease with time. Another fruitful approach [17], which we have not yet mentioned, is based on the assumption that $x \mapsto \mu_{x}$, where $\mu_{x}$ is the distribution of $\varphi(x, U)$, is a contraction for the Wasserstein distance, assumption ensured here by (18). We would say that this theory is actually neither operator-oriented nor probabilistic but rather geometric; its advantage is probably to give more explicit bounds through more direct proofs.

### 1.2. The probabilistic approach

Let us consider an irreducible aperiodic Markov chain with invariant measure $\pi$. Interestingly, it appears that in many situations, geometric convergence like (17) does not occur, but nevertheless for many $f \in E, T^{n} f-\pi(f)$ converges exponentially fast to 0 . In other words, the convergence is not $\boldsymbol{\|} \cdot \mathbf{\|}$-uniform, and sometimes this convergence does not follow an exponential rate, but is slower. This situation has been treated quite successfully with a very probabilistic approach, where the speed of convergence is related to the integrability of recurrence times. The reference [22], and more specifically [16], deals with these situations. Two key concepts are used: the $\psi$-irreducibility, and a drift condition for controlling moments of recurrence times. A simple illustrative example of this absence of spectral gap is the following operator on $\left(\mathbb{R}^{\mathbb{N}},\|\cdot\|_{\infty}\right)$ :

$$
T f(x)=\frac{1}{2}\left(f(x)+f\left((x-1)_{+}\right)\right), \quad x \in \mathbb{N}
$$

corresponding to the following chain on $\mathbb{N}$

$$
\begin{equation*}
X_{n+1}=\left(X_{n}-U_{n+1}\right)_{+}, \quad P\left(U_{n}=0\right)=P\left(U_{n}=1\right)=\frac{1}{2} . \tag{20}
\end{equation*}
$$

The pointwise convergence $T^{n} f(x) \rightarrow \pi(f)=f(0)$ is very fast, but this convergence is not uniform. In particular, this makes (17) impossible to occur with $\mid f \mathbf{\|}=\|f\|_{\infty}$. A possible operator theoretical approach is that one has for some weaker norm \|. \|

$$
\begin{equation*}
\left\|T^{n} f-\pi(f)\right\|<\rho_{n} \mid f \mathbf{I} \tag{21}
\end{equation*}
$$

for any $f \in E$, and some fixed decreasing sequence $\rho_{n}$. For example, the first equation in [7] is (21) with

$$
\begin{aligned}
& \|f\|=\sup _{x} \frac{|f(x)|}{g_{0}(x)} \\
& \mathbf{I} \mathbf{I}=\sup _{x} \frac{|f(x)|}{f_{0}(x)}
\end{aligned}
$$

for some functions $f_{0}, g_{0} \geq 1$ (called $f$ and $g$ in the paper). The norm $\|\cdot\|$ introduced here has actually strong connections with the one involved in the Ionescu Tulcea-Marinescu approach. The rate of decrease of $\rho_{n}$ depends on the choice of $\|\cdot\|$. Notice that if in (21) the norms were equal, the convergence of $\rho_{n}$ to zero would imply the geometric convergence; however, this is not the case any more when the norms are different.

The probabilistic school has thus slowly shifted towards more functional theoretic arguments as illustrated by the addition of Chapter 20 in [22], or the use of Nagaev's method in [18], [19], but still restricting its work to $\psi$-irreducible chains and total variation convergence of measures (e.g., [7]), making, for instance, the study of (20) impossible unless the law of $U_{n}$ is changed for a non a discrete distribution.

### 1.3. Aim of the paper

The aim of this paper is to show that these ideas can be combined successfully and that they lead to an operator theoretic approach where non-geometric convergence is considered. The main feature of this theory is to work simultaneously with two norms and to use this for measuring non-geometric rates of convergence.

Our approach has essentially two steps: we first give conditions under which (9) to (13) hold with

$$
\begin{equation*}
\left\|Q^{n} f\right\| \leq \rho_{n} \mid f \mathbf{I}, \quad \rho_{n} \rightarrow 0 \tag{22}
\end{equation*}
$$

instead of (14). This is the main objective of Section 2 (see Theorem 1). Notice that in this decomposition the Banach space is $(E, \boldsymbol{\|} \cdot \mid)$, and the norm $\|\cdot\|$ only appears in (22); in particular nothing guarantees that $\left|Q^{n} f\right|$ tends to zero.

Section 3 is concerned with geometric convergence, that is, $\rho_{n}=C \rho^{n}$. Specifically Theorem 3 shows how the Yoshida-Kakutani and Ionescu Tulcea-Marinescu approaches can be combined into a single statement. This allows an easy treatment of chains having an irreducible component and another component behaving like Example 2 above.

Section 4 is concerned with sub-geometric convergence. Theorem 7 proposes a way to estimate the decay rate of the sequence $\rho_{n}$.

General theorems concerning Markov chains and examples are given throughout the paper in order to point out that this approach is very versatile for the study of a large class of dynamical systems, in particular for irreducible as well as for non-irreducible Markov chains.

## 2. General results

In the whole paper, we shall consider an operator $T$ on a vector space $(E, \boldsymbol{\|} \cdot \boldsymbol{\|})$ endowed with another norm $\|\cdot\|$. We shall denote by $B_{0}, B$ the unit balls for these norms:

$$
\begin{align*}
B_{0} & =\{f \in E:\|f\| \leq 1\},  \tag{23}\\
B & =\{f \in E:|f| \leq 1\} . \tag{24}
\end{align*}
$$

We shall work under the following assumptions:
(A0) $(E, \boldsymbol{\|} \cdot \boldsymbol{\|})$ is a Banach space, $B$ is complete for the metric induced by $\|\cdot\|$, and for some $C_{0}$

$$
\begin{equation*}
\forall f \in E, \quad\|f\| \leq C_{0}|f| . \tag{25}
\end{equation*}
$$

(A1) The number $C_{T}=\sup _{n} \mid T^{n} \boldsymbol{I}$ is finite.
$(E,\|\cdot\|)$ is typically not complete. For instance, one can have $E=C_{b}(\mathbb{R})$, the space of bounded continuous functions on $\mathbb{R},|f|=\|f\|_{\infty}$ and $\|f\|=\sup _{x} \frac{|f(x)|}{1+|x|^{2}}$.

The following theorem gives a necessary and sufficient condition to have the decomposition (9) to (13) and (22):

Theorem 1. If in addition to ( A 0$)$ and $(\mathrm{A} 1), T$ is a sum of two operators

$$
\begin{equation*}
T=K+V \tag{26}
\end{equation*}
$$

both | $\cdot \mid$-continuous and $\|\cdot\|$-continuous, which satisfy for some $C_{K}>0$ and for any $n$ and any $f \in E$

$$
\begin{align*}
& K T^{n} K B \text { is }\|\cdot\| \text {-totally bounded, }  \tag{27}\\
& \left\|V^{n} f\right\| \leq \varepsilon_{n}^{\prime} \mathbf{|} \mid \mathbf{|}, \quad \varepsilon_{n}^{\prime} \rightarrow 0,  \tag{28}\\
& \sum_{k \geq 0}\left|K V^{k}\right|<\infty,  \tag{29}\\
& \mid K f \mathbf{I} \leq C_{K}\|f\|, \tag{30}
\end{align*}
$$

then (9) to (13) and (22) hold true.
If $T$ is $\boldsymbol{\|} \cdot \mathbf{-}$-continuous and $\|\cdot\|$-continuous, and $T^{k}$ satisfies the assumptions (26) to (30) for some $k>0$, then (9) to (13) and (22) hold true.

We observe that the conditions are clearly necessary by taking $V=Q$ and $K=T-Q$ (because $(T-Q) Q=0$ and $T-Q$ has finite rank). The proof is postponed to Appendix A. This proof utilizes the more general Theorem 11 stated in Section A.1, and is based on an extensive use of the identity:

$$
\begin{equation*}
T^{n}=\sum_{i=1}^{n} T^{n-i}(T-V) V^{i-1}+V^{n}=\sum_{i=1}^{n} T^{n-i} K V^{i-1}+V^{n} \tag{31}
\end{equation*}
$$

Very coarsely, the assumptions combined with (31), imply that for any sequence $f_{k} \in B$, the sequence $T^{k} f_{k}$ is $\|\cdot\|$-totally bounded. This allows us to prove that $E$ is the direct sum of two $\mathbf{I} \cdot \mathbf{I}$-closed, $T$-stable spaces

$$
\begin{equation*}
E=\left\{f:\left\|T^{n} f\right\| \rightarrow 0\right\} \oplus\left\{f: \liminf _{n}\left\|f-T^{n} f\right\|=0\right\}=E_{0} \oplus E_{c} \tag{32}
\end{equation*}
$$

Next we prove that $E_{c}$ is finite dimensional (by proving that its unit ball is compact) with a basis of eigenvectors. The projection $P_{0}$ of Equation (9) is then the projection on $E_{0}$ parallel to $E_{c}$.

Application to Markov chains. We shall consider a measurable space $(S, \mathcal{F})$ with a measurable weight function $v \geq 1$ and we adopt the following notation

$$
\begin{equation*}
\|f\|_{v}=\|f / v\|_{\infty} . \tag{33}
\end{equation*}
$$

We denote by $E$ the Banach space of bounded measurable functions on $(S, \mathcal{F})$, with the norm $\mathbf{\|} f=\|f\|_{\infty}$. The conclusion of the theorem will lead directly to the total variation convergence of the distributions. We have $\|f\|_{v} \leq \mathbf{I} f \mathbf{\|}$. We recall that a transition operator on $(S, \mathcal{F})$ is a function $(x, A) \mapsto T(x, A)$ such that for any $x \in S, A \rightarrow T(x, A)$ is a probability measure, and for any $A \in \mathcal{F}, x \rightarrow T(x, A)$ is measurable.

Theorem 2. Let $T$ be a Markov transition operator:

$$
(T f)(x)=\int_{y} f(y) T(x, d y) .
$$

Assume that for some set $K_{0}$ and some $c_{v}>0$

$$
\begin{align*}
& T v(x) \leq v(x)-c_{v}, \quad \forall x \notin K_{0},  \tag{34}\\
& T v \quad \text { is bounded on } K_{0} \tag{35}
\end{align*}
$$

and that there exists another kernel $K(x, d y)$ such that $0 \leq K(x, d y) \leq T(x, d y)$, and such that for some $\varepsilon>0$, and some non-negative measure $\nu$ one has

$$
\begin{align*}
K(x, S) & \geq \varepsilon, \quad \forall x \in K_{0},  \tag{36}\\
K(x, S) & =0, \quad \forall x \notin K_{0},  \tag{37}\\
\|K f\|_{\infty} & \leq v(|f|), \quad \forall f \in E,  \tag{38}\\
v(v) & <\infty . \tag{39}
\end{align*}
$$

Set

$$
\begin{align*}
\mathbf{I} f & =\|f\|_{\infty},  \tag{40}\\
\|f\| & =\|f\|_{v} . \tag{41}
\end{align*}
$$

Then Theorem 1 applies with $K$ and $V=T-K$. In particular Equations (9) to (13) and (22) hold true.

If in addition there is no measurable set $A$ such that $x \mapsto T(x, A)$ is a non-trivial indicator function ${ }^{2}$ then there exist a probability measure $\pi$ and a sequence $\rho_{n} \rightarrow 0$ such that for any $f \in E$

$$
\begin{equation*}
\left\|T^{n} f-\pi(f)\right\|_{v} \leq \rho_{n}\|f\|_{\infty} \tag{42}
\end{equation*}
$$

[^1]We recall that $\pi(f)$ stands here for the constant function with value $\pi(f)$. The proof of this consequence of Theorem 1 is postponed to Appendix B. Estimations of $\rho_{n}$ will be given later in Theorem 9.

Remark. Equation (34) is known as the "drift condition" (cf. Theorem 11.0.1 of [22] or Proposition 5.10 in [23]). Equations (36) to (39) are reminiscent of the $T$-chain property (cf. [22] Theorem 6.0.1), used to check the irreducibility assumption (cf. [22] page 87). However, the Feller property is not required here. Equation (37) is not a restriction, since cancelling $K$ outside $K_{0}$ does not affect the other assumptions. The essential difficulty with the present assumptions is that the set $K_{0}$ has to be the same in (34) and in (36). Notice however that the sets $K_{0}$ satisfying assumptions (36) and (37) are stable by finite union.

Example. Consider the Markov chain on $\mathbb{R}_{+}$defined by

$$
\begin{equation*}
X_{n+1}=X_{n}+1+X_{n}^{\alpha} W_{n+1}, \tag{43}
\end{equation*}
$$

where $W_{n}$ is an i.i.d. sequence of non-zero centred random variables with values in $[-1,1]$, with a non-zero absolutely continuous component. In addition, we assume that

$$
1 / 2<\alpha<1
$$

Take

$$
v(x)=x^{p}+1
$$

for some $p \leq 1$ which will be chosen later as $2(1-\alpha)$. Then

$$
T v(x)=1+E\left[\left(x+1+x^{\alpha} W_{1}\right)^{p}\right] .
$$

By the second order Taylor formula applied to the function $v$ in the neighbourhood of $x+1$, there exist a random number $0<\theta<1$ such that

$$
\begin{align*}
T v(x) & =1+(x+1)^{p}-\frac{p(1-p)}{2} x^{2 \alpha} E\left[\left(x+1+\theta x^{\alpha} W_{1}\right)^{p-2} W_{1}^{2}\right] \\
& \leq 1+(x+1)^{p}-\frac{p(1-p)}{2} x^{2 \alpha}\left(x+1-x^{\alpha}\right)^{p-2} \sigma^{2} \tag{44}
\end{align*}
$$

where $\sigma^{2}$ is the variance of $W_{1}$. Taking $p=2(1-\alpha)$, we have $0<p<1$ and

$$
\begin{aligned}
T v(x) & \leq 1+(x+1)^{p}-\frac{p(1-p)}{2}\left(\frac{x}{x+1-x^{\alpha}}\right)^{2 \alpha} \sigma^{2} \\
& \leq 1+x^{p}-\frac{p(1-p)}{3} \sigma^{2} \quad \text { for } x \text { large enough. }
\end{aligned}
$$

Equation (34) is satisfied for some interval $K_{0}=[0, M]$. Equation (35) is obvious. In order to check Equations (36) to (39), notice that if the absolutely continuous component of $W_{1}$ has a
density $\geq \varepsilon$ on a subset $A$ of $[-1,1]$ with positive measure, $K(x, d y)$ can be taken as $\varepsilon \lambda(A)$ times the distribution of $x+1+x^{\alpha} \tilde{W}_{1}$, where $\tilde{W}_{1}$ has density $1_{A} / \lambda(A), v$ is some multiple of the uniform measure on $\left[0, M+M^{\alpha}+1\right]$. Therefore, theorem applies. In order to get (42), it remains to prove that $T 1_{A}=1_{B}$ is impossible unless $B=\mathbb{R}_{+}$or $B=\varnothing$. If $B$ is non-trivial one can find two sequences $x_{n}$ and $y_{n}$ having the same limit such that $x_{n} \in B$ and $y_{n} \notin B$. The relation $T 1_{A}=1_{B}$ would mean that for each $n$, the distributions of $x_{n}+1+x_{n}^{\alpha} W_{1}$ and $y_{n}+1+y_{n}^{\alpha} W_{1}$ are mutually singular (supported on $A$ and $A^{c}$ ), which is impossible for $n$ large because $W_{1}$ has an absolutely continuous component. As a consequence, $B$ is necessarily trivial and (42) holds.

Notice that nevertheless $E\left[X_{n}\right]=E\left[X_{0}\right]+n$.

## 3. Geometric convergence: Quasi-compactness

In this section, we give a theorem which encompasses both Yosida-Kakutani and Ionescu-Tulcea-Marinescu theorems, and present an application to Markov chains which mixes both kinds of situations presented above. A specific application to autoregressive processes with Markov switching is finally studied. We recall that $B$ denotes the unit closed ball for the norm $|\cdot|$.

Theorem 3. Let $T$ be an operator on $(E,|\cdot|)$ satisfying (A0), (A1) and
(A3) $T$ is $\|\cdot\|$-continuous. For some $\|\cdot\|$-totally bounded set $K_{B}, \gamma<1, c>0$ and $q>0$

$$
\begin{gather*}
T^{q} B \subset \gamma B+K_{B},  \tag{45}\\
\left|T^{q} f\right| \leq \gamma|f|+c\|f\| . \tag{46}
\end{gather*}
$$

Then Equations (9) to (14) hold.
Under the assumption of the Yosida-Kakutani theorem, one can take here $\|\cdot\|=\| \cdot \boldsymbol{I}$, and clearly Theorem 3 applies. Under the assumptions of the Ionescu-Tulcea-Marinescu theorem, we can take $K_{B}=\left\|T^{q}\right\| B$ and Theorem 3 applies. Like Theorem 1, this theorem is a consequence of the general Theorem 11 stated in Section A.1; its proof is postponed to Appendix C.

The following theorem may seem very general and unclear for the applications. It says that if $T$ can be lower bounded by an operator with nice properties, then quasi-compactness holds.

We should point out that we intend to bridge a continuum over two extreme cases: the convergence of the Markov chain in Wasserstein distance and the convergence in total variation. This will be exemplified below.

Let us just mention that [•] below is typically a Lipschitz semi-norm like in Equation (19) or simply $[\cdot] \equiv 0$, in which case we shall we get total variation convergence (cf. the following corollary).

Theorem 4. Let $(S, d)$ be a metric space and $\mathfrak{B}$ its Borel $\sigma$-field. We assume that is given a continuous function $v(x) \geq 1$ on $S$ such that for any $A>0,\{x: v(x) \leq A\}$ is compact. Consider a vector space $E$ of $\mathscr{B}$-measurable functions defined on $S$, with values on $\mathbb{C}$, containing compactly
supported Lipschitz functions. On $E$ is defined a semi-norm $f \mapsto[f]$ and we set for any function $f$ on $S$ :

$$
\begin{align*}
& \mathbf{I} \mid \mathbf{I}=\|f\|+[f],  \tag{47}\\
& \|f\|=\sup _{x} \frac{|f(x)|}{v(x)} . \tag{48}
\end{align*}
$$

We assume that $(E,|\cdot|)$ is a Banach space and that (A0) holds.
Let $T$ be a Markov transition operator defined on $E$. We assume the existence of $0<\gamma_{b}, \gamma_{v}<1$ and $c_{v}>0$ such that

$$
\begin{align*}
{[T f] } & \leq \gamma_{b}[f], \quad f \in E,  \tag{49}\\
T v(x) & \leq \gamma_{v} v(x)+c_{v} . \tag{50}
\end{align*}
$$

We assume the existence of a non-negative kernel $K(x, d z)$, of functions $\psi \geq 0, \varepsilon_{d}>0$ and $\tau \geq 0$, such that for any $x, y \in S$ and $f \in E$,

$$
\begin{align*}
K(x, d z) & \leq T(x, d z)  \tag{51}\\
K(x, S) & \geq \varepsilon_{d}(x)  \tag{52}\\
|K f(y)-K f(x)| & \leq \tau(x, y)([f]+\psi(d(x, y))\|f\|) . \tag{53}
\end{align*}
$$

Moreover the function $\tau(\cdot, \cdot)$ is assumed to be bounded on compact subsets of $S \times S, \psi(x)$ tends to 0 as $x \rightarrow 0$, and $\varepsilon_{d}(x)$ is satisfies

$$
\begin{align*}
& \lim _{v(x) \rightarrow \infty} \varepsilon_{d}(x) v(x)=+\infty,  \tag{54}\\
& \forall A, \quad \min _{v(x) \leq A} \varepsilon_{d}(x)>0 . \tag{55}
\end{align*}
$$

Then Theorem 3 applies (i.e. (A2) holds true) with a pair of norms ( $\cdot \mathbf{I}^{\prime},\|\cdot\|^{\prime}$ ) respectively equivalent to $\boldsymbol{\|} \cdot \boldsymbol{a}$ and $\|\cdot\|$. In particular, if the constant functions are the only eigenvectors of $T$ with an eigenvalue of modulus 1 , there exist $C>0,0<\rho<1$ and a probability measure $\pi$ such that for any $f \in E$,

$$
\begin{equation*}
\left|\pi(f)-T^{n} f\right| \leq C \rho^{n} \mid f \mathbf{|} \tag{56}
\end{equation*}
$$

and $\pi(v)<\infty$.
The proof is postponed to Appendix D. We use Theorem 3 with $q=1$. The idea is to set

$$
S f(x)=\sum_{i=1}^{n} \theta_{i}(x) K f\left(x_{i}\right)
$$

where $\theta_{1}, \ldots, \theta_{n}$ is a partition of the unity of a large portion of the space, each $x_{i}$ being a point of the support of $\theta_{i}$. Clearly $S(B)$ is compact. It remains to prove that $\|(T-S) f\| \leq \gamma\|f\|$ (which implies (45)) and that (46) holds true.

We shall consider two examples, one where $[f]$ is trivially chosen as $[f] \equiv 0$ and we get geometric convergence in $\|\cdot\|$ norm (which, by duality, corresponds to geometric weighted total variation convergence for the distribution of the Markov chain), and another case where [•] plays an important role.

Application to geometric total variation convergence. In the case $[f] \equiv 0$ we get the following corollary:

Corollary 5. Let $(S, d)$ be a metric space and $\mathfrak{B}$ its Borel $\sigma$-field. We assume that is given a continuous function $v(x) \geq 1$ on $S$ such that for any $A>0,\{x: v(x) \leq A\}$ is compact. Consider the Banach space $(E, \mathbf{\|} \cdot \mathbf{)}$ ) of $\mathfrak{B}$-measurable functions $f$ defined on $S$ such that

$$
\begin{equation*}
\mathbf{I} f \mathbf{I}=\sup _{x} \frac{|f(x)|}{v(x)} \tag{57}
\end{equation*}
$$

is finite.
Let $T$ be a Markov transition operator defined on $E$. We assume the existence of $0<\gamma_{v}<1$ and $c_{v}>0$ such that

$$
\begin{equation*}
T v(x) \leq \gamma_{v} v(x)+c_{v} . \tag{58}
\end{equation*}
$$

We assume the existence of of a non-negative kernel $K(x, d z)$, functions $\varepsilon_{d}>0, \psi \geq 0$, such that for any $x, y \in S$ and $f \in E$

$$
\begin{align*}
K(x, d z) & \leq T(x, d z),  \tag{59}\\
K(x, S) & \geq \varepsilon_{d}(x),  \tag{60}\\
|K f(y)-K f(x)| & \leq \psi(d(x, y))\|f\| . \tag{61}
\end{align*}
$$

Moreover, we assume that $\psi(x)$ tends to 0 as $x \rightarrow 0$, and that the function $\varepsilon_{d}(x)$ satisfies

$$
\begin{align*}
& \lim _{v(x) \rightarrow \infty} \varepsilon_{d}(x) v(x)=+\infty,  \tag{62}\\
& \forall A, \quad \min _{v(x) \leq A} \varepsilon_{d}(x)>0 . \tag{63}
\end{align*}
$$

Then Equations (9) to (14) hold. In particular, if the constant functions are the only eigenvectors of $T$ with an eigenvalue of modulus 1 , there exist $C>0,0<\rho<1$ and a probability measure $\pi$ such that for any $f \in E$,

$$
\begin{equation*}
\left|\pi(f)-T^{n} f\right| \leq C \rho^{n} \mid f \mathbf{|} \tag{64}
\end{equation*}
$$

and $\pi(v)<\infty$. In addition, for any $x \in S$, the distribution $\mu_{n}^{x}$ of $X_{n}$ when $X_{0}=x$ converges exponentially fast in total variation to $\pi$.

$$
\begin{equation*}
\left\|\pi-\mu_{n}^{x}\right\| \leq C \rho^{n} v(x) . \tag{65}
\end{equation*}
$$

Proof. It suffices to prove the last statement. Equation (64) implies that for any bounded function $f \in E$ and any measure $\mu$

$$
\left|\pi(f)-\mu_{n}(f)\right| \leq C \rho^{n}|f| v(x) \leq C \rho^{n}\|f\|_{\infty} v(x),
$$

where $\mu_{n}$ is the distribution of $X_{n}$ starting from $x$. This means the total variation convergence of $\mu_{n}$ to $\pi$.

In many cases $\varepsilon_{d}(x)=1 / 2$ will do the job, but in the following example the situation is more complicated:

$$
X_{n+1}= \begin{cases}\frac{1}{2} X_{n}, & \text { with probability } 1-p\left(X_{n}\right) \\ V_{n}, & \text { with probability } p\left(X_{n}\right)\end{cases}
$$

where $V_{n}$ is an i.i.d. sequence and $p$ is a positive function of $x ; V_{n}$ can be constant. We see that only the second type of transition contributes to the convergence in total variation, this is why we shall need $p(x)$ not to be too small. Let us assume that for some $0<\alpha<1$ and for some positive uniformly continuous function $q(x)$

$$
\begin{aligned}
E\left[\left|V_{n}\right|^{\alpha}\right] & <\infty, \\
0 & <q(x) \leq p(x), \\
\lim _{x \rightarrow \infty} q(x)|x|^{\alpha} & =+\infty .
\end{aligned}
$$

Then Equations (58) to (63) are clearly satisfied with

$$
\begin{aligned}
v(x) & =|x|^{\alpha}+1, \\
K(x, A) & =q(x) P\left(V_{1} \in A\right), \\
\varepsilon_{d}(x) & =q(x) .
\end{aligned}
$$

Indeed

$$
T v(x)=(1-p(x)) v(x / 2)+p(x) E\left[v\left(V_{1}\right)\right] \leq|x|^{\alpha} 2^{-\alpha}+1+E\left[v\left(V_{1}\right)\right]
$$

(i.e. $\gamma_{v}=2^{-\alpha}$ ) and Equations (59) to (63) are immediately checked.

The exponential convergence holds. If one tries to prove the same convergence by the probabilistic approach, e.g. Theorem 16.1.2 of [22], the problem is to prove the $\psi$-irreducibility, that is, the existence of a measure $\psi$ such that if $\psi(A)>0$, for any $x, P_{x}\left(X_{n} \in A\right.$ for some $\left.n\right)>0$. This condition is implicitly checked by the assumptions.

Application to functional autoregressive processes with Markov switching. We consider the following mixed Markov process $\left(I_{n}, X_{n}\right) \in S$ where $S=\{1, \ldots, s\} \times \mathbb{R}^{d}$ :

$$
\begin{align*}
P\left(I_{n+1}=j \mid I_{n}=i\right) & =p_{i j}, \quad 1 \leq i, j \leq s,  \tag{66}\\
X_{n+1} & =\alpha\left(I_{n}\right) \varphi\left(X_{n}\right)+\beta\left(I_{n}, V_{n}\right) \tag{67}
\end{align*}
$$

where $\alpha$ is a matrix valued measurable function, $\varphi$ and $\beta$ are vector valued measurable functions, and $V_{n}$ is an independent i.i.d. sequence. In other words

$$
T f(i, x)=\sum_{k} p_{i k} E\left[f\left(k, \alpha(i) \varphi(x)+\beta\left(i, V_{1}\right)\right)\right] .
$$

If for all $i$ the variable $\beta\left(i, V_{1}\right)$ has a density, we can apply Corollary 5 at the price of extra reasonable assumptions because (59) to (61) would be satisfied for some kernel $K$ (the continuity of $\varphi$ is important here); our point is to deal with singular measures. As in [3], Theorem 1.4, we have made efforts to give conditions which allow for non-contracting values for $\alpha$, as one can see in Equation (69).

Theorem 6. Consider the Markov chain defined by (66) and (67). We assume that the chain $I_{n}$ is irreducible and aperiodic with invariant measure $\pi$ on its finite state space, and that for some $q>0$

$$
\begin{align*}
|\varphi(y)-\varphi(z)| & \leq|y-z|,  \tag{68}\\
\sum_{i} \pi_{i} \log (\|\alpha(i)\|) & <0,  \tag{69}\\
\sup _{i} E\left[\left|\beta\left(i, V_{1}\right)\right|^{q}\right] & <+\infty, \tag{70}
\end{align*}
$$

where $|\cdot|$ the euclidean norm and $\|\cdot\|$ is the usual matrix norm $\|M\|=\sup _{|x|=1}|M x|$. Then Theorem 4 applies and (56) holds with the norm

$$
\mathbf{I} f \mathbf{I}^{\prime}=\sup _{i, x, x^{\prime}} \frac{\left|f(i, x)-f\left(i, x^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\eta}}+\sup _{i, x} \frac{|f(i, x)|}{|x|^{\eta}+1}
$$

for $\eta$ small enough. This implies that for any realization $\left(I_{n}, X_{n}\right)$ of the chain at time $n$ with an arbitrary initial distribution, one can find a coupling with a pair $\left(I^{\prime}, X^{\prime}\right)$ having the stationary distribution, such that

$$
P\left(I_{n} \neq I^{\prime}\right)+E\left[\left|X_{n}-X^{\prime}\right|^{\eta}\right]<C \rho^{n}\left(1+E\left[\left|X_{0}\right|^{\eta}\right]\right) .
$$

Proof. We will choose

$$
\begin{aligned}
{[f] } & =\sum_{i} v_{i}[f]_{i}, \quad[f]_{i}=\sup _{x, y} \frac{|f(i, x)-f(i, y)|}{|x-y|^{\eta}}, \\
v(i, x) & =|x|^{\varepsilon} e^{\varepsilon \lambda(i)}+1, \\
d((i, x),(j, y)) & =1_{i \neq j}+|x-y|^{\eta}
\end{aligned}
$$

for some constants $\nu_{i}$ and $\lambda(i)$ which will be specified later. Concerning $K$ we simply set:

$$
K=T
$$

In that case, (51) and (52) are obvious ( $\varepsilon_{d}=1$ ), and (53) will be a consequence of (49). The technical part is to prove that (49) and (50) hold true. We now focus on (50). We first note that since

$$
X_{n+1}=\alpha\left(I_{n}\right)\left(\varphi\left(X_{n}\right)-\varphi(0)\right)+\left(\alpha\left(I_{n}\right) \varphi(0)+\beta\left(I_{n}, V_{n}\right)\right)
$$

we can assume that $\varphi(0)=0$. Unsurprisingly, the contraction property (50) is related to the rate at which the product of $\alpha\left(I_{k}\right)$ 's converges to zero, this one being itself controlled by the speed at which the law of large numbers acts on the sums of $\log \left(\left\|\alpha\left(I_{k}\right)\right\|\right)$ 's. This uses classically the Poisson equation: Since the chain $I_{n}$ is irreducible aperiodic on a finite state space, there exists a unique (up to a constant) solution $\lambda$ to the Poisson equation

$$
E\left[\lambda\left(I_{1}\right) \mid I_{0}=i\right]=\lambda(i)-l(i)+\pi(l), \quad l(i)=\log (\|\alpha(i)\|)
$$

(it is simply $\lambda=\sum_{k=0}^{\infty}\left(T_{0}^{k}-\pi\right) l$ where $T_{0}=\left(p_{i j}\right)_{1 \leq i, j \leq s}$ is the transition operator of the chain $\left.I_{n}\right)$. The process

$$
Z_{n}=\left|X_{n}\right|^{\varepsilon} e^{\varepsilon \lambda\left(I_{n}\right)}
$$

satisfies, thanks to (67), (68), and $\varphi(0)=0$ :

$$
\begin{aligned}
Z_{n+1} & \leq\left(\left\|\alpha\left(I_{n}\right)\right\|\left|\varphi\left(X_{n}\right)\right|+\left|\beta\left(I_{n}, V_{n}\right)\right|\right)^{\varepsilon} e^{\varepsilon \lambda\left(I_{n+1}\right)} \\
& \leq\left\|\alpha\left(I_{n}\right)\right\|^{\varepsilon}\left|X_{n}\right|^{\varepsilon} e^{\varepsilon \lambda\left(I_{n+1}\right)}+\left|\beta\left(I_{n}, V_{n}\right)\right|^{\varepsilon} e^{\varepsilon \lambda\left(I_{n+1}\right)} \\
& =Z_{n} e^{\varepsilon\left\{\log \left\|\alpha\left(I_{n}\right)\right\|+\lambda\left(I_{n+1}\right)-\lambda\left(I_{n}\right)\right\}}+e^{\varepsilon \lambda\left(I_{n+1}\right)}\left|\beta\left(I_{n}, V_{n}\right)\right|^{\varepsilon}
\end{aligned}
$$

And since the factor of $\varepsilon$ is bounded, we have for some $c$

$$
\begin{aligned}
Z_{n+1} & \leq Z_{n}\left(1+\varepsilon\left(\lambda\left(I_{n+1}\right)-\lambda\left(I_{n}\right)+\log \left\|\alpha\left(I_{n}\right)\right\|\right)+c \varepsilon^{2}\right)+e^{\varepsilon \lambda\left(I_{n+1}\right)}\left|\beta\left(I_{n}, V_{n}\right)\right|^{\varepsilon}, \\
E\left[Z_{n+1} \mid \mathcal{F}_{n}\right] & \leq Z_{n}\left(1+\varepsilon \pi(l)+c \varepsilon^{2}\right)+e^{\varepsilon \sup _{i} \lambda(i)} \sup _{i} E\left[\left|\beta\left(i, V_{1}\right)\right|^{\varepsilon}\right],
\end{aligned}
$$

where $\mathscr{F}_{n}$ stand for the $\sigma$-field $\sigma\left(I_{i}, X_{i}, 0 \leq i \leq n\right)$. Hence, if we take $\varepsilon \leq q$ such that $\varepsilon \pi(l)+$ $c \varepsilon^{2}<0$, we obtain (50). Concerning (49):

$$
\begin{aligned}
|T f(i, y)-T f(i, x)| & \leq \sum_{k} p_{i k} E\left[\left|f\left(k, \alpha(i) \varphi(y)+\beta\left(i, V_{1}\right)\right)-f\left(k, \alpha(i) \varphi(x)+\beta\left(i, V_{1}\right)\right)\right|\right] \\
& \leq|\varphi(y)-\varphi(x)|^{\eta}\|\alpha(i)\|^{\eta} \sum_{k} p_{i k}[f]_{k} \\
{[T f]_{i} } & \leq\|\alpha(i)\|^{\eta} \sum_{k} p_{i k}[f]_{k} \\
\sum_{i} v_{i}[T f]_{i} & \leq \sum_{i, k} v_{i}\|\alpha(i)\|^{\eta} p_{i k}[f]_{k}
\end{aligned}
$$

We see that if we can find $v$ such that

$$
\begin{equation*}
\forall k, \quad \sum_{i}\|\alpha(i)\|^{\eta} v_{i} p_{i k}<v_{k} \tag{71}
\end{equation*}
$$

then Equation (49) will be satisfied. To this aim, we define

$$
v=\pi+\eta \sum_{k \geq 1}(\pi . l-\pi(l) \pi) P^{k}
$$

with the notation

$$
(\pi . l)(i)=\pi_{i} l(i) .
$$

Set $a_{i}=\|\alpha(i)\|^{\eta}$; since

$$
a_{i}=1+\eta l(i)+O\left(\eta^{2}\right)
$$

we get

$$
v . a=\pi+\eta \sum_{k \geq 1}(\pi . l-\pi(l) \pi) P^{k}+\eta \pi . l+O\left(\eta^{2}\right)
$$

hence,

$$
(v \cdot a) P=\pi+\eta \sum_{k \geq 1}(\pi \cdot l-\pi(l) \pi) P^{k}+\eta \pi(l)+O\left(\eta^{2}\right)=v+\eta \pi(l)+O\left(\eta^{2}\right) .
$$

This equation implies that for $\eta$ small enough, Equation (71) is satisfied. In particular, we shall impose $\eta \leq \varepsilon$. We have now proved (49) to (54).

As a byproduct, Equation (49) implies that any eigenfunction $f$, with associated eigenvalue $|\lambda|=1$, does not depend on $x$, and consequently, since $I_{n}$ is irreducible, $f$ is necessarily constant.

Theorem 4 applies and (56) holds with

$$
\mathbf{I} f \mathbf{I}=\sup _{x, i} \frac{|f(i, x)|}{|x|^{\varepsilon} e^{\varepsilon \lambda(i)}+1}+\sum_{i} v_{i}[f]_{i}
$$

Since by irreducibility, $v_{i}>0$ for all $i$, this norm is equivalent to

$$
N(f)=\sup _{i, x} \frac{|f(i, x)|}{|x|^{\varepsilon}+1}+\sup _{i, x, y} \frac{|f(i, x)-f(i, y)|}{|x-y|^{\eta}} .
$$

This norm is also equivalent to $|f|^{\prime}$ because, on the one hand, $\eta \leq \varepsilon$, and on the other hand

$$
\begin{aligned}
\sup _{i, x} \frac{|f(i, x)|}{|x|^{\eta}+1} & \leq \sup _{i, x} \frac{|f(i, x)-f(i, 0)|+|f(i, 0)|}{|x|^{\eta}+1} \\
& \leq \sup _{i, x} \frac{|f(i, x)-f(i, 0)|}{|x|^{\eta}}+\sup _{i}|f(i, 0)| \leq N(f)
\end{aligned}
$$

By the duality properties of the Wasserstein distance (cf. [27], Theorem 5.10, Equations (5.11) and (6.3))

$$
\begin{aligned}
& \inf _{I_{n}, I^{\prime}, X_{n}, X^{\prime}} P\left(I_{n} \neq I^{\prime}\right)+E\left[\left|X_{n}-X^{\prime}\right|^{\eta}\right] \\
& \quad=\sup _{f \text { Lipschitz }} E\left[f\left(I_{n}, X_{n}\right)-f\left(I^{\prime}, X^{\prime}\right)\right],
\end{aligned}
$$

where the infimum is taken over all the pairs of random variables $\left(I^{\prime}, X^{\prime}\right)$ and ( $I_{n}, X_{n}$ ) having respectively the stationary distribution and the chain distribution at time $n$, and $f$ is 1-Lipschitz w.r.t. the distance $d$. The expectation in the right-hand side is just $E\left[\left(Q^{n} f\right)\left(I_{0}, X_{0}\right)\right]$, which is smaller than $C \rho^{n}\left(1+E\left[\left|X_{0}\right|^{\eta}\right]\right)$.

## 4. Subgeometric rates

In the rest of the paper, we shall find conditions under which the rate of convergence of $V^{n}$ to 0 will give us an insight about the rate of convergence of $Q^{n}$ to 0 . We set for any operator $S$ on $E$

$$
\begin{aligned}
& \|S\|_{E 0}=\sup _{\mathbf{I} f \mathbf{I} \leq 1}\|S f\| \\
& \|S\|_{0 E}=\sup _{\|f\| \leq 1} \mid S f \mathbf{I}
\end{aligned}
$$

With this convention, one has

$$
\begin{aligned}
\|U V\| & \leq\|U\|_{E 0}\|V\|_{0 E}, \\
\mid U V \mathbf{I} & \leq\|U\|_{0 E}\|V\|_{E 0} .
\end{aligned}
$$

We shall consider positive rate sequences $\alpha_{n}, n \geq 1$, satisfying the conditions (R1) to (R3) below. For instance, sequences like $\alpha_{n}=(n+1)^{-p}, p>1$, or $\alpha_{n}=\exp -\sqrt{n}$, or $\alpha_{n}=$ $(n+1)^{-1}(\log (n+1))^{-2}$ satisfy these assumptions (notice that the first part of (R2) holds if $x \mapsto \log \alpha_{x}$ is convex). These conditions make it easy to solve some recursive equations (cf. Appendix F).

Theorem 7. Let (A0) be satisfied and $T$ be a | | |- and $\|\cdot\|$-continuous operator on $E$ satisfying (A1), Equations (9) to (13) and (22). Let $\alpha_{n}$ be a sequence satisfying
(R1) $n \mapsto \alpha_{n}$ is decreasing,
(R2) $n \mapsto \frac{\alpha_{n+1}}{\alpha_{n}}$ is increasing and converges to 1 ,
(R3) $\sum_{n \geq 1} \frac{\alpha_{n}^{2}}{\alpha_{2 n}}<\infty$.

We assume that $T$ can be rewritten as $T=K+V$ with

$$
\begin{align*}
\left\|V^{k}\right\|_{E 0} \leq C_{1} \alpha_{k}, & k>0  \tag{72}\\
\left|K V^{k}\right| \leq C_{2} \alpha_{k}, & k>0  \tag{73}\\
\left|K Q^{k}\right| & \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{74}
\end{align*}
$$

(Equations (73) and (74) are clearly satisfied if (72) and (30) hold true). Then one has for some $C>0$ and all $n>0$

$$
\left\|Q^{n}\right\|_{E 0} \leq C \sum_{k \geq n} \alpha_{k}
$$

If in addition $\sup _{n}\left\|T^{n}\right\|<\infty$, then

$$
\begin{equation*}
\left\|Q^{n}\right\|_{E 0} \leq C \alpha_{n} \tag{75}
\end{equation*}
$$

The proof is based on (31) and on the key result of Proposition 13. It is postponed to Appendix E .

Remarks. (1) If Theorem 1 is used for checking the assumptions, there is no need to check (29), which is automatically satisfied thanks to (28), (30) and the summability of $\alpha_{n}$ (consequence of (R1) and (R3)). (2) Condition (R2) excludes geometric rates. The theorem is indeed wrong in this case: For example, in the finite dimensional case, Theorem 1 holds with $V=0$, and (75) only holds with some geometric rate.

Application to Markov chains. We consider here Markov chains which satisfy the following is strengthening of (34):

$$
\begin{equation*}
T v(x) \leq v(x)-\theta(v(x)), \quad x \notin K_{0} \tag{76}
\end{equation*}
$$

for some function $\theta$, e.g. $\theta(u)=u^{q}, 0<q<1$. Our goal here is to use this information for bounding the sequence $\rho_{n}$ in (42).

Lemma 8. Let $T$ be a Markov transition operator on a space $S$ :

$$
(T f)(x)=\int_{y} f(y) T(x, d y)
$$

Assume that for some set $K_{0} \subset S$, some $c, \varepsilon>0$, some non-negative function $v$ bounded below by a positive number, some function $\theta$ and some submarkovian operator $V$

$$
\begin{align*}
& T v \leq v-\theta(v)+c 1_{K_{0}}  \tag{77}\\
& V \leq T  \tag{78}\\
& (V 1)(x) \leq 1-\varepsilon 1_{x \in K_{0}} \tag{79}
\end{align*}
$$

$((V 1)(x)$ is $V(x, S))$. We assume in addition that $\theta$ be a non-decreasing non-negative concave differentiable function on $[0,+\infty)$ with a derivative which tends to zero at infinity. Then, for some constant $c^{\prime}$

$$
\begin{equation*}
V^{n} 1 \leq \frac{v+c^{\prime}}{\psi^{(-1)}(n)} \tag{80}
\end{equation*}
$$

where the exponent $(-1)$ stands for the reciprocal function and

$$
\psi(x)=\int_{0}^{x} \frac{1}{\theta(y)} d y
$$

In addition, for some constant $c^{\prime \prime}$

$$
\begin{equation*}
T^{n} \theta(v) \leq \frac{v}{n}+c^{\prime \prime} \tag{81}
\end{equation*}
$$

The point here is that (80) implies (72) with $\alpha_{n}=\psi^{(-1)}(n)^{-1}$ as soon as $\boldsymbol{\|} \cdot \mathbf{I} \geq\|\cdot\|_{\infty}$ and $\|f\| \leq\|f / v\|_{\infty}$.

In view of (77), a natural choice for $V$ is $V f(x)=\left(1-1_{x \in K_{0}}\right) T f(x)$, and we shall do this later in the proof of Theorem 10, but in the following application, we see that a more general situation is useful.

Theorem 9. Let all the assumptions and notations of Theorem 2 hold and assume that (34) is strengthened as

$$
\begin{equation*}
T v(x) \leq v(x)-\theta(v(x)), \quad x \notin K_{0} \tag{82}
\end{equation*}
$$

for some concave function $\theta$ satisfying the assumptions of Lemma 8. In addition, we assume that the sequence

$$
\alpha_{n}=\frac{1}{\psi^{(-1)}(n)}
$$

( $\psi$ is given by (133)) satisfies the conditions (R1) to (R3) of Theorem 7. Then for some $c>0$ and any bounded measurable function $f$

$$
\begin{align*}
\sup _{x}\left|\frac{T^{n} f(x)-\pi(f)}{v(x)}\right| & \leq c \rho_{n}\|f\|_{\infty}, \quad \rho_{n}=\sum_{k \geq n} \alpha_{k}  \tag{83}\\
\pi\left(\left|T^{n} f-\pi(f)\right|\right) & \leq c \alpha_{n}\|f\|_{\infty} . \tag{84}
\end{align*}
$$

The proof is a straightforward application of Lemma 9 together with Theorem 7 in the case $\mathbf{I} f \mathbf{I}=\|f\|_{\infty},\|f\|=\|f\|_{v}$, and is postponed to Appendix H. We find the following matchings between drift function and rates (Table 1).

It is has been known for a certain time that the function $\psi^{(-1)}$ plays a key role in the estimation of the rate of convergence (e.g., [6,7] for Harris chains), and applications of this kind of result in

Table 1. Rates for various drift functions

| $\theta(t)$ | $\alpha_{n}$ | $\rho_{n}$ |
| :--- | :--- | :--- |
| $\log (t+1)^{2}$ | $\sim n^{-1}(\log n)^{-2}$ | $\sim(\log n)^{-1}$ |
| $t^{q}, 0<q<1$ | $\sim n^{-1 /(1-q)}$, | $\sim n^{-q /(1-q)}$ |
| $\frac{c t}{\log (t+1)}$ | $\sim e^{-\sqrt{2 c n}}$ | $\sim e^{-\sqrt{2 c n}} \sqrt{n}$ |

the field of Markov chains are not uncommon. For example, in [16] Jarner and Roberts give an application to Monte Carlo Markov Chains. They also consider (Example 1) the random walk on $[0,+\infty)$

$$
X_{n+1}=\left(X_{n}+W_{n+1}\right)_{+},
$$

where $W_{n}$ is an i.i.d. sequence with $E\left[W_{1}\right]<0$. Under the assumption that there exists an integer $m \geq 2$ such that

$$
E\left[\left|W_{1}\right|^{m}\right]<\infty
$$

they prove that the drift condition (82) is satisfied with

$$
\begin{aligned}
& v(x)=(x+1)^{m}, \\
& \theta(x)=x^{\alpha}, \quad \alpha=\frac{m-1}{m} .
\end{aligned}
$$

In Theorem 3.6, they state that for any $x, \sup _{\|f\|_{\infty} \leq 1}\left|T^{n} f(x)-\pi(f)\right|=o\left(n^{-\alpha /(1-\alpha)}\right)$, which is somewhat intermediary between (83) and (84). On this example, we clearly see the interpretation of the difference of rates between (83) and (84): if the initial state $X_{0}=x_{0}$ is very large, it takes a long time to come back to the invariant measure (this time is certainly proportional to $x_{0}$ ), but if the initial state is drawn from $\pi$, it won't be large and the convergence rate is increased.

Similarly, in example (43), it is easily shown using (44) that

$$
T v(x) \leq v(x)-\frac{p(1-p)}{3} x^{2 \alpha+p-2} \sigma^{2}
$$

for $x$ large enough, as soon as $2-2 \alpha<p<1$. This means that (82) is satisfied with $\theta(t)=$ $t^{(2 \alpha+p-2) / p}$. Hence, for any $2-2 \alpha<p<1$, Theorem 9 applies with $\alpha_{n}=c n^{-p /(2 \alpha-2)}$.

An application of Lemma 8 to weakly contractive stochastic dynamical systems. Consider a complete separable metric space ( $S, d$ ). We define the Lipschitz seminorm

$$
[g]=\sup _{x \neq y} \frac{|g(x)-g(y)|}{d(x, y)} .
$$

We shall consider a transition operator on $S$, having a Lyapunov function [equation (85)] and a contraction property with is strict only in a part $K$ of the space [equation (86), (87)]. The
importance of considering such transition operators has been highlighted and exemplified by Butkovsky in [2]. He shows that, under these circumstances, Equation (88) holds (Equation (2.3) of the article, which is actually slightly weaker than (88), see below). We show in addition that Equation (89) holds true (an analogous result is more or less implicit in the proofs of [2], cf. Equation (4.8) of the article, but with a much worse rate of convergence).

Following [2], we have proved (88) only in the case $d \leq 1$. It is apparent in the proof that the general case can be treated similarly, starting from (89) again, as soon as one manages to get control of $T^{n} f(x)$, where $f$ is the function $f(x)=d\left(x, y_{0}\right) \theta(v(x)), y_{0}$ being arbitrary.

While Butkovsky works on the space of measures (i.e., considering the action of the dual operator $T^{*}$ ), we will show this theorem by working directly on the space of Lipschitz functions and by using Lemma 8 . The proof is postponed to Appendix I, and uses as another key point a theorem of Shaoyi Zhang which allows to perform a dynamical coupling of two realizations of a Markov chain, with different initial conditions, with a single Markov chain on the product space $S \times S$.

Durmus, Fort and Moulines present also an analogous result in [9] (Theorem 3) improving Equation (2.3) of [2], but there, the bound on $T^{n} g(x)-\pi(g)$ still appears with a third extra term (in comparison with (88)). Equation (89) is not given. They apply the result to the Metropolis algorithm.

Theorem 10. Let $(S, d)$ be a complete separable metric space with $d \leq 1$. Let $T(x, d y)$ be a transition operator on $S$ such that for some function $v$ bounded below by a positive number, some set $K \subset S$, some constant $c$ :

$$
\begin{equation*}
T v \leq v-\theta(v)+c 1_{K} \tag{85}
\end{equation*}
$$

where $\theta$ is a non-decreasing non-negative concave differentiable function on $[0,+\infty)$ with a derivative which tends to zero at infinity. We assume in addition that for the same set $K$, some $\varepsilon>0$, some constant $c$, and any Lipschitz function $g$ on $S$ :

$$
\begin{align*}
{[T g] } & \leq[g]  \tag{86}\\
|T g(x)-T g(y)| & \leq(1-\varepsilon) d(x, y)[g], \quad x, y \in K \tag{87}
\end{align*}
$$

Then there exists a unique invariant measure $\pi$ and for any Lipschitz function $g, x \in S$ and $n>0$

$$
\begin{equation*}
\left|T^{n} g(x)-\pi(g)\right| \leq[g] \min \left(1, \frac{v(x)}{\psi^{(-1)}(n)}\right)+[g] \frac{c}{\theta\left(\psi^{(-1)}(n)\right)}, \tag{88}
\end{equation*}
$$

where $\psi$ in given in Lemma 8. In addition

$$
\begin{equation*}
\left|T^{n} g(x)-T^{n} g(y)\right| \leq[g] d(x, y) \frac{v(x)+v(y)+c}{\psi^{(-1)}(n)} \tag{89}
\end{equation*}
$$

which is true even without the assumption that $d \leq 1$.

Since for $0 \leq x \leq y$ one has $\frac{x}{y} \leq \frac{\theta(x)}{\theta(y)}$ (the function $x \mapsto \frac{x}{y}-\frac{\theta(x)}{\theta(y)}$ is convex and non-positive at $x=0$ and $x=y$ ), (88) leads to

$$
\left|T^{n} g(x)-\pi(g)\right| \leq[g] \frac{\theta(v(x))+c}{\theta\left(\psi^{(-1)}(n)\right)}
$$

This is Equation (2.3) obtained in [2], but with $\theta(v)$ instead of $v$, and without an extra exponent.
Equation (89) is interesting because it allows to estimate correlations: if the initial measure of the chain is $\mu$, we have

$$
\begin{aligned}
\left|E\left[f\left(X_{0}\right)\left(g\left(X_{n}\right)-E\left[g\left(X_{n}\right)\right]\right)\right]\right| & =\left|\int f(x)\left(T^{n} g(x)-T^{n} g(y)\right) \mu(d y) \mu(d x)\right| \\
& \leq \frac{[g]}{\psi^{(-1)}(n)} \int|f(x)| d(x, y)(v(x)+v(y)+c) \mu(d y) \mu(d x)
\end{aligned}
$$

Notice that the difference in convergence rate between (88) and (89) seems to shows that the forgetting of initial conditions holds at a strictly faster rate than the convergence to the invariant measure. This is due to the fact that the invariant measure may give strong weight to points with large value of $v$, points which are difficult for the Markov chain to reach, but are not important when comparing trajectories with close initial conditions.

Application of Theorem 7 to an expansive dynamical system. Consider the following application defined on $[0,1]$

$$
v(x)= \begin{cases}x\left(1+2^{\gamma} x^{\gamma}\right), & 0 \leq x<1 / 2,  \tag{90}\\ 2 x-1, & 1 / 2 \leq x \leq 1,\end{cases}
$$

where $0<\gamma<1$ is fixed, and the corresponding operator

$$
\begin{equation*}
T f(x)=f(v(x)) \tag{91}
\end{equation*}
$$

We are interested in the asymptotics of $T^{n}$. There exists an extensive literature on the subject $[11,20]$ and the result we are going to present here, Equation (95), is already known [29]; our point is to give a new and direct proof of this estimate which plays a key role in the obtainment of central limit theorems (through the Gordin-Liverani theorem), and which is known to be optimal [26]. Notice that this proof does not require any explicit assumption on the invariant measure (see Equation (5.2) in [20]). We detail only here the example (90) but it will appear clearly that the following development extends to many other cases. Nevertheless, we feel that such extensions fall beyond the scope of this paper.

For any integrable function $f$ on $[0,1]$, we set

$$
F(x)=\int_{0}^{x} f(t) d t-x \bar{f}, \quad \bar{f}=\int_{0}^{1} f(t) d t
$$

We start with the following identity which we prove below:

$$
\begin{align*}
T f(x) & =\left(v^{\prime}(x)^{-1} F(v(x))\right)^{\prime}+\left(\bar{f}-\left(v^{\prime}(x)^{-1}\right)^{\prime} F(v(x))\right)  \tag{92}\\
& =V f(x)+K f(x)
\end{align*}
$$

where the prime denotes in the whole present section the density of the absolutely continuous part of the distributional derivative (which will always be a measure). We shall take $E=L_{\infty}([0,1])$ :

$$
\mathbf{|} f \mathbf{I}=\|f\|_{\infty}
$$

In order to prove (92), note that $v^{\prime}(x)^{-1} F(v(x))$ is clearly Lipschitz because $F(v(x))$ cancels at the discontinuity point of $v^{\prime}$, implying that this function as well as its distributional derivative belongs to $E$ with

$$
\left(v^{\prime}(x)^{-1} F(v(x))\right)^{\prime}=f(v(x))-\bar{f}+\left(v^{\prime}(x)^{-1}\right)^{\prime} F(v(x))
$$

which proves (92). We obtain also by induction on $n$ that

$$
\begin{equation*}
V^{n} f(x)=\left(v_{n}^{\prime}(x)^{-1} F\left(v_{n}(x)\right)\right)^{\prime} \tag{93}
\end{equation*}
$$

where $v_{n}$ is the $n$th iterate of $v$. In order to prove this, notice that $v_{n}^{\prime}(x)^{-1} F\left(v_{n}(x)\right)$ being Lipschitz, it is the integral of its derivative and (93) leads to

$$
V^{n+1} f(x)=\left(v^{\prime}(x)^{-1}\left(v_{n}^{\prime}(\cdot)^{-1} F\left(v_{n}(\cdot)\right)\right)(v(x))\right)^{\prime}=\left(v_{n+1}^{\prime}(x)^{-1} F\left(v_{n+1}(x)\right)\right)^{\prime}
$$

On the other hand, it is proved by induction in appendix J that

$$
\begin{equation*}
v_{n}^{\prime}(x) \geq c_{1} n^{1 / \gamma} v_{n}(x) \tag{94}
\end{equation*}
$$

with $c_{1}=\left(2^{\gamma}-1\right)^{1 / \gamma}$. Hence, if we consider the norm $\|f\|=\left\|\int_{0} f(t) d t\right\|_{\infty}$, we are led to

$$
\begin{aligned}
\left\|V^{n} f\right\| & =\left\|v_{n}^{\prime}(x)^{-1} F\left(v_{n}(x)\right)\right\|_{\infty} \\
& \leq c_{1}^{-1} n^{-1 / \gamma}\left\|x^{-1} F(x)\right\|_{\infty} \\
& \leq c_{1}^{-1} n^{-1 / \gamma} \sup _{0 \leq x \leq 1} x^{-1} \int_{0}^{x}|f(y)| d y \\
& \leq c_{1}^{-1} n^{-1 / \gamma} \mathbf{I} \mathbf{I} .
\end{aligned}
$$

Because $B=\{f \in E:|f| \leq 1\}$ is $\|\cdot\|$-compact ( $F$ is 1-Lipschitz if $f \in B$ ), the assumptions of Theorem 1 and of Theorem 7 are all satisfied (but here $\left\|T^{n}\right\|$ is not bounded). Thanks to classical distortion arguments (see, for instance, [29] Theorem 1), one knows that $T$ admits a unique absolutely continuous invariant probability measure $\pi$, which is ergodic and mixing. In particular, there is no nontrivial eigenfunction for any eigenvalue of modulus 1 and we can conclude that

$$
\begin{equation*}
\left\|T^{n} f-\pi(f)\right\| \leq C n^{1-1 / \gamma} \mid f \mathbf{|} \tag{95}
\end{equation*}
$$

## Appendix A: Proof of Theorem 1

The proof of Theorem 1 requires two preliminary results which are the subject of the forthcoming section.

## A.1. Asymptotically almost periodic powers of an operator

Theorem 11 below gives conditions under which, in some sense, the powers of an operator $T$ can be rewritten

$$
T^{n}=\sum_{i \geq 1} \lambda_{i}^{n} P_{i}+T^{n} P_{0}
$$

where each $P_{i}$ is a projection, $P_{i} P_{j}=0, i \neq j$, and $T^{n} P_{0}$ tends to zero in some sense. However, if each term of the series will be well defined (eigenspace and eigenvalue), the series may fail to converge, as in the case of almost periodic sequences; but since the set of points $x$ for which $P_{i} x=0$ except for a finite number of indices $i$ will appear to be dense, the series $\sum_{i \geq 1} \lambda_{i}^{n} P_{i} x$ will converge at least on a dense subspace of $E$. Lemma 12 will give a condition under which there is only a finite number of non-zero $\lambda_{i}$ 's.

Let us say a few words concerning Assumptions (B1) and (B2) below, since they are the key assumptions and may appear somehow complicated; it is easily shown that under these assumptions, for any $x \in E$ the sequence $T^{n} x$ has $\|\cdot\|$-compact closure. These assumptions are essentially used to prove the total boundedness of the sequence $\left(T^{n}\right)_{n>0}$ for a certain norm (Step 1 of the proof of Theorem 11). These assumptions are reminiscent of that of the De LeeuwGlicksberg theorem [4], but here we consider $\|\cdot\|$-total boundedness rather than I I I-weak total boundedness (which is actually not a weaker assumption).

For the statement of this theorem, we refer to the equations (23) to (25).
Theorem 11. Let $T$ be a continuous operator on the Banach space $(E,|\cdot|)$ satisfying assumptions (A0), (A1) and:
(B1) The sequence $T^{n}$ is uniformly $\|\cdot\|$-equicontinuous on $|\cdot|$-bounded sets in the following sense:

$$
\begin{equation*}
\lim _{x \in B,\|x\| \rightarrow 0} \sup _{n}\left\|T^{n} x\right\|=0 \tag{96}
\end{equation*}
$$

(B2) $T^{n} B$ is asymptotically $\|\cdot\|$-totally bounded in the following sense: There exist a sequence of finite sets $K_{n} \subset E$, and a sequence $\varepsilon_{n} \rightarrow 0$ such that for any $n \geq 0$

$$
\begin{equation*}
T^{n} B \subset K_{n}+\varepsilon_{n} B_{0} \tag{97}
\end{equation*}
$$

Then the following facts hold true: The space E is the direct sum of two |• |-closed spaces

$$
\begin{equation*}
E=\left\{x:\left\|T^{n} x\right\| \rightarrow 0\right\} \oplus\left\{x: \liminf _{n}\left\|x-T^{n} x\right\|=0\right\}=E_{0} \oplus E_{c} . \tag{98}
\end{equation*}
$$

The projection $P_{c}$ on $E_{c}$ parallel to $E_{0}$ satisfies $\left|P_{c}\right| \leq C_{T}$. There exist a non-negative sequence $\rho_{n}$ converging to 0 such that

$$
\begin{equation*}
\left\|T^{n} x\right\| \leq \rho_{n}|x|, \quad x \in E_{0}, n \geq 0 \tag{99}
\end{equation*}
$$

The space $E_{u}$ of the finite linear combinations of eigenvectors with eigenvalue of modulus one is $\|\cdot\|$-dense in $E_{c}$.

The set $\Lambda$ of these eigenvalues is at most countable, and for each $\lambda \in \Lambda$ there exists a continuous projection $P_{\lambda}$ on the corresponding eigenspace parallel to the others and to $E_{0}$. It satisfies $\left|P_{\lambda}\right| \leq C_{T}$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|P_{\lambda} x-\frac{1}{n} \sum_{i=0}^{n-1} \lambda^{-i} T^{i} x\right\|=0, \quad x \in E \tag{100}
\end{equation*}
$$

There exists a sequence $k_{i}$ such that the projection $P_{c}$ on $E_{c}$ satisfies

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \sup _{x \in B}\left\|P_{c} x-T^{k_{i}} x\right\|=0 \tag{101}
\end{equation*}
$$

The unit ball of $E_{c}, B \cap E_{c}$, is $\|\cdot\|$-totally bounded.
If the integer powers of $T$ extend to $a\|\cdot\|-C_{0}$-semi-group $\left(T^{t}\right)_{t \geq 0}$, that is,

$$
\begin{equation*}
\forall x \in E, \quad \lim _{t \rightarrow 0}\left\|T^{t} x-x\right\|=0 \tag{102}
\end{equation*}
$$

the space $E_{c}$ is generated by the vectors $x$ such that for some $\omega_{x}, T^{t} x=e^{i \omega_{x} t} x$ for any $t \geq 0$.
Proof. Step 1: The non-negative powers of $T$ form a totally bounded set for the distance

$$
d(f, g)=\sup _{|x| \leq 1}\|f(x)-g(x)\|
$$

on bounded functions on $B$. Any limit point of its closure is a continuous operator on $(E, \boldsymbol{\|} \cdot \mathbf{|})$, with norm $\leq C_{T}$.

We start with a simple modification of $K_{n}$ in order to imbed it in $C_{T} B$. Fix $n>0$, denote by $y_{k}, 1 \leq k \leq N_{n}$ the points of $K_{n}$, choose arbitrary $N_{n}$ points $x_{k} \in T^{n} B$ such that $\left\|x_{k}-y_{k}\right\| \leq \varepsilon_{n}$ and define $\tilde{K}_{n}=\left\{x_{k}, 1 \leq k \leq N_{n}\right\}$. Assumption (B2) is still satisfied with $\tilde{K}_{n}$ but $\varepsilon_{n}$ is now two times larger; in addition $\tilde{K}_{n} \subset C_{T} B$.

Hence there exist two functions $u_{n}$ and $v_{n}$ such that for $|x| \leq 1$

$$
T^{n} x=u_{n}(x)+v_{n}(x), \quad u_{n}(x) \in \tilde{K}_{n}
$$

and

$$
\begin{equation*}
\left\|v_{n}(x)\right\| \leq 2 \varepsilon_{n}, \quad\left|v_{n}(x)\right| \leq 2 C_{T} \tag{103}
\end{equation*}
$$

Fix $n$ large; for any $p$ :

$$
\begin{aligned}
T^{2 n+p} x & =C_{T} T^{n}\left(C_{T}^{-1} T^{p} u_{n}(x)\right)+T^{n+p} v_{n}(x) \\
& =C_{T} u_{n}\left(C_{T}^{-1} T^{p} u_{n}(x)\right)+C_{T} v_{n}\left(C_{T}^{-1} T^{p} u_{n}(x)\right)+T^{n+p} v_{n}(x) \\
& =\alpha_{p}(x)+\beta_{p}(x)+\gamma_{p}(x) .
\end{aligned}
$$

The set of functions $\left\{\alpha_{p}(\cdot), p \geq 0\right\}$ has at most $N_{n}^{N_{n}}$ elements; clearly $\left\|\beta_{p}(x)\right\| \leq 2 C_{T} \varepsilon_{n}$; and Assumption (B1) with Equation (103) implies that $\left\|\gamma_{p}(x)\right\| \leq \eta_{n}$, for all $p \geq 0$ and some sequence $\eta_{n} \rightarrow 0$. We have just proved that the set $\left\{T^{k}, k \geq 2 n\right\}$ can be covered with $N_{n}^{N_{n}} d$-balls of radius $2 C_{T} \varepsilon_{n}+\eta_{n}$; hence $\left\{T^{k}, k \geq 0\right\}$ is totally bounded for the distance $d$.

For any $x \in B$, the sequence $T^{n} x$ belongs to $C_{T} B$, hence any $\|\cdot\|$-cluster point of this sequence belongs to $C_{T} B$ (because of (A0)), and the continuity follows.

Step 2: For any limits $d\left(T^{u_{k}}, U\right) \rightarrow 0$ and $d\left(T^{v_{k}}, V\right) \rightarrow 0$, one has $d\left(T^{u_{j}+v_{k}}, U V\right) \rightarrow 0$ if $\min (j, k) \rightarrow+\infty$. In particular $U V=V U$ and for any third similar limit operator $W$, $d(W U, W V) \leq C_{T} d(U, V)$.

One has indeed:

$$
\begin{aligned}
d\left(T^{u_{j}+v_{k}}, U V\right) & \leq d\left(T^{u_{j}+v_{k}}, T^{u_{j}} V\right)+d\left(T^{u_{j}} V, U V\right) \\
& \leq \sup \left\{\left\|T^{u_{j}} x\right\|:\|x\| \leq d\left(T^{v_{k}}, V\right),|x| \leq 2 C_{T}\right\}+d\left(T^{u_{j}}, U\right)|V| .
\end{aligned}
$$

The second term obviously converges to zero, and the first one also because of Assumption (B1). For the last assertion

$$
d(W U, W V)=d(U W, V W) \leq d(U, V)|W| .
$$

Step 3: Proof of Equations (98) and (101).
Let $n_{k}$ be a sequence such that $T^{n_{k}} d$-converges to some limit $S$. We can assume that $n_{k}-$ $n_{k-1} \rightarrow \infty$. From the sequence $n_{k}-n_{k-1}$ one can extract a sequence $p_{i}=n_{k_{i}+1}-n_{k_{i}}$ such that $T^{p_{i}}$ and $T^{p_{i}-1} d$-converge to some limit $P_{c}$ and $R$. Set $m_{i}=n_{k_{i}}$.

$$
S=d-\lim T^{m_{i}+p_{i}}=S P_{c} .
$$

Since $p_{i} \rightarrow \infty$, there exists $q_{i} \rightarrow \infty$ such that $P_{c}=d$ - $\lim T^{m_{i}+q_{i}}$ and we get

$$
P_{c}=d-\lim T^{m_{i}} T^{q_{i}}=d-\lim S T^{q_{i}}=d-\lim P_{c} S T^{q_{i}}=P_{c}^{2}
$$

$P_{c}$ is a projection on $P_{c} E$ and Equation (101) holds. We shall prove now that $P_{c} E$ is indeed $E_{c}$ and that (98) holds true.

Clearly $P_{c} E \subset E_{c}$. On the other hand, for any $x \in E_{c}$ there exists a sequence $r_{k}$ such that $\left\|x-T^{r_{k}} x\right\|$ converges to 0 . We can assume that $r_{k}>p_{k}$ and that $d\left(T^{r_{k}-p_{k}}, U\right) \rightarrow 0$ for some $U$; in particular $d\left(T^{r_{k}}, P_{c} U\right) \rightarrow 0$. Hence, $x=P_{c} U x \in P_{c} E$. Finally, $P_{c} E=E_{c}$. The null space of $P_{c}$ clearly contains $E_{0}$. On the other hand for any point $x \notin E_{0}$, there exists a sequence $r_{k}$ such that $\left\|T^{r_{k}} x\right\| \geq \varepsilon$ and $T^{r_{k}-p_{k}} d$-converges to some limit $V$; the bound $\left\|V P_{c} x\right\| \geq \varepsilon$ leads
to $P_{c} x \neq 0$. This implies by contradiction that any point of the null space of $P_{c}$ belongs to $E_{0}$; hence the null space of $P_{c}$ is $E_{0}$ and $E=E_{0} \oplus E_{c}$.
The bound on the norm of $P_{c}$ is a consequence of the last point of Step 1.
Step 4: $T$ is one-to-one on $E_{c}$. The powers of $T$ on $E_{c}$ generate a compact $G$ group of operators on $E_{c}$ with the distance

$$
d_{c}(f, g)=\sup _{\mathbf{| x |} \leq 1, x \in E_{c}}\|f(x)-g(x)\| .
$$

Since $T P_{c}=P_{c} T$ and $P_{c}=T R=R T$ ( $R$ is defined in Step 3), $E_{c}$ is $T$-stable and $R$ is its inverse on $E_{C}$. The monoid generated by the powers of $T$

$$
G=\overline{\left\{T^{n}, n \geq 0\right\}}
$$

is a group since we have seen that $R \in G$. The continuity of the multiplication on $G$ comes from Step 2, and the compactness from Step 1.

Step 5: $E_{u}$ is $\|\cdot\|$-dense in $E_{c}$. Properties of $P_{\lambda}$.
Each character $\chi$ on $G$ is uniquely determined by the value of $\chi(T)$, because of the definition of $G$ and $\chi\left(T^{n}\right)=\chi(T)^{n}$.

For any eigenvalue $\lambda$ of $T$ with modulus 1 , there exists a unique character $\chi$ such that $\chi(T)=$ $\lambda$ which can be defined as follows: pick an eigenvector $x$, a $\|\cdot\|$-continuous linear form $u$ such that $u(x)=1$ and set $\chi(S)=u(S x) ; \chi$ is indeed a character since it is $d_{c}$-continuous with $\chi\left(T^{n}\right)=\chi(T)^{n}$; in particular since the set of characters of a compact group is at most countable, there is at most a countable number of eigenvalues of modulus one.

In order to show now that for any character $\chi, \chi(T)$ is an eigenvalue, we proceed as follows. Let $\mu$ be the Haar measure on $G$, consider a character $\chi$ on $G$ and define

$$
\begin{equation*}
Q_{\chi}=\int_{G} \chi(S)^{-1} S \mu(d S) \tag{104}
\end{equation*}
$$

(as a continuous function on $G, f(S)=S$ is the uniform limit of simple functions (by compactness) and this integral is well defined with the usual properties, cf. [8], Section III.2). If $x$ is a $\chi(T)$-eigenvector, then the relation $T^{n} x=\chi\left(T^{n}\right) x$ extends to $G$ as $S x=\chi(S) x$, and clearly $Q_{\chi} x=x$.

The invariance of $\mu$ implies that for $U \in G$ :

$$
\begin{equation*}
Q_{\chi}=\int_{G} \chi(S U)^{-1} S U \mu(d S)=\chi(U)^{-1} U Q_{\chi} . \tag{105}
\end{equation*}
$$

In particular, taking $U=T$, for any $x \in E, Q_{\chi} x$ is 0 or an eigenvector with eigenvalue $\chi(T)$. In addition integrating this expression w.r.t. $\mu(d U)$ we get that $Q_{\chi}$ is a projector. If $Q_{\chi}$ is non-zero, $Q_{\chi}$ is thus a projector on the $\chi(T)$-eigenspace. If $Q_{\chi}=0$, for any $\|\cdot\|$-continuous linear form $u$ on $E$ and $y \in E$, one has

$$
\int_{G} \chi(S)^{-1} u(S y) \mu(d S)=0
$$

The Fourier transform of $S \mapsto u(S y)$ being 0 , this $d_{c}$-continuous function is itself 0 . Hence $u(S y)=0$ for any such $u$ and $y$ and any $S \in G$, which is impossible. Hence, $Q_{\chi}$ is non-zero, $\chi(T)$ is an eigenvalue, an $Q_{\chi}$ is a projection whose range is the $\chi(T)$-eigenspace.

In summary, there is a one-to-one correspondence between characters and eigenvalues with modulus one, defined by $\lambda=\chi(T)$, and $Q_{\chi}$ is a projector whose range is exactly the eigenspace.

Since $|S| \leq C_{T}$ we have $\left|Q_{\chi}\right| \leq C_{T}$, and since by (104) they commute, $Q_{\chi}$ is a projector parallel to the other eigenspaces.

In order to show that $E_{u}$ is $\|\cdot\|$-dense in $E_{c}$, consider a $\|\cdot\|$-continuous linear form $u$ such that $u(x)=0$ for any eigenvector $x$, then for any $y \in E_{c}, S \mapsto u(S y)$ is $d_{c}$-continuous and for any character $\chi$ one has

$$
\int_{G} \chi(S)^{-1} u(S y) \mu(d S)=u\left(Q_{\chi}(y)\right)=0
$$

The Fourier transform of $S \mapsto u(S y)$ being 0 , this continuous function is itself 0 . Hence, $u(y)=$ 0 . $E_{u}$ is $\|\cdot\|$-dense in $E_{c}$. The projection $P_{\lambda}$ is finally well defined on $E$ by setting $P_{\lambda} x=Q_{\chi(T)} x$ if $x \in E_{c}$ and $P_{\lambda} x=0$ if $x \in E_{0}$.

We now prove (100). This equation holds on $E_{0}$ and $E_{u}$. Set

$$
P_{\lambda, n}=\frac{1}{n} \sum_{i=0}^{n-1} \lambda^{-i} T^{i}
$$

For any $x \in E_{c}$ we can pick out $y \in E_{u}$ such that $\|x-y\| \leq \varepsilon$ and get

$$
\begin{aligned}
\left\|P_{\lambda, q} x-P_{\lambda, n} x\right\| & \leq\left\|P_{\lambda, q}(x-y)\right\|+\left\|P_{\lambda, n}(x-y)\right\|+\left\|P_{\lambda, q} y-P_{\lambda, n} y\right\| \\
& \leq 2 \sup _{k}\left\|T^{k}(x-y)\right\|+\left\|P_{\lambda, q} y-P_{\lambda, n} y\right\| .
\end{aligned}
$$

Since this quantity can be made smaller than $3 \varepsilon$ by taking $n$ and $q$ large, this proves that $P_{\lambda, q} x$ is a $\|\cdot\|$-Cauchy sequence, and its limit $P_{\lambda} x$ satisfies (100). Since for all $x \in E,\left|P_{\lambda, n} x\right| \leq C_{T}|x|$ and $\left\|P_{\lambda, n} x-P_{\lambda} x\right\| \rightarrow 0$, Assumption (A0) implies that $\left|P_{\lambda} x\right| \leq C_{T}|x|$.

Step 6: Equation (99).
Using a sequence $p_{k}$ such that $d\left(T^{p_{k}}, P_{c}\right)=\alpha_{k} \rightarrow 0$, we obtain $\left\|T^{p_{k}} x\right\| \leq \alpha_{k}$ for $x \in B \cap E_{0}$. For $n \geq p_{k}$ large, one can write $\left\|T^{n} x\right\| \leq\left\|T^{p_{k}}\left(T^{n-p_{k}} x\right)\right\| \leq C_{T} \alpha_{k}$. This implies (99).

Step 7: $B_{c}=E_{c} \cap B$ is $\|\cdot\|$-totally bounded.
Using the same sequence $p_{k}$, we get with (97)

$$
B_{c} \subset\left(P_{c}-T^{p_{k}}\right) B_{c}+T^{p_{k}} B_{c} \subset \alpha_{k} B_{0}+K_{p_{k}}+\varepsilon_{p_{k}} B_{0}
$$

This means that $B_{c}$ is $\|\cdot\|$-totally bounded.
Step 8: Case of semi-group $T^{t}$.
We can carry on Steps 1 to 4 with $t \in \mathbb{R}_{+}$instead of $n \in \mathbb{N}$. The group $G$ is now $G=$ $\overline{\left\{T^{s}, s \geq 0\right\}}$. In Equation (105) we take $U=T^{t}$ and we obtain that $y=P_{\chi} x$ is a vector such that $T^{t} y=\chi\left(T^{t}\right) y$. In particular if $y \neq 0$, we have $\chi\left(T^{s+t}\right)=\chi\left(T^{s}\right) \chi\left(T^{t}\right)$, and on the other
hand assumption (102) implies that the function $t \rightarrow\left\|T^{t} y\right\|$ is continuous, and so is $t \rightarrow \chi\left(T^{t}\right)$; hence $\chi\left(T^{t}\right)=e^{i \omega t}$ for some $\omega \in \mathbb{R}$.

The following lemma gives a condition for checking that $E_{c}$ is finite dimensional. This could be checked specifically on examples but we shall see in Theorem 1 that this holds naturally in general situations; in addition, this finite dimensionality assumption is very important in Theorem 7.

Lemma 12. If in addition to (A0) and (A1), $T$ is $\|\cdot\|$-continuous and satisfies the following assumption:
( $\mathrm{B}^{\prime}$ ) There exists two sequences $\eta_{n} \rightarrow 0$ and $\eta_{n, p}^{\prime} \rightarrow 0$ (as $\left.\min (n, p) \rightarrow \infty\right)$, such that for any $n, p>0$

$$
T^{n}\left(B \cap p^{-1} B_{0}\right) \subset \eta_{n} B_{0}+\eta_{n, p}^{\prime} B,
$$

then (B1) is also satisfied. If (B2) is also satisfied, then (9) to (13) hold true and

$$
\begin{equation*}
\left\|Q^{n} x\right\| \leq \rho_{n}|x|, \quad \rho_{n} \rightarrow 0 \tag{106}
\end{equation*}
$$

Proof. We start with (B1). We have to prove that any sequence $x_{p}$ of $B$ such that $\left\|x_{p}\right\| \rightarrow 0$ satisfies $\sup _{n>0}\left\|T^{n} x_{p}\right\| \rightarrow 0$. Without loss of generality, we can assume that $\left\|x_{p}\right\| \leq 1 / p$. One has

$$
\left\|T^{n} x_{p}\right\| \leq \eta_{n}+\eta_{n, p}^{\prime} C_{0}
$$

Since on the other hand

$$
\left\|T^{n} x_{p}\right\| \leq\|T\|^{n}\left\|x_{p}\right\|
$$

we have for any $n_{0}$

$$
\sup _{n>0}\left\|T^{n} x_{p}\right\| \leq \max _{n \geq n_{0}}\left(\eta_{n}+\eta_{n, p}^{\prime} C_{0}\right)+\frac{1}{p} \max _{n<n_{0}}\|T\|^{n}
$$

which can be made arbitrarily small by taking $n_{0}$ large first and then by increasing $p$.
Let us prove now that $E_{c}$ is finite-dimensional. It suffices to prove that $B_{c}=E_{c} \cap B$ is $\boldsymbol{\|} \cdot \boldsymbol{I}^{-}$ totally bounded; since we already know that $E_{c} \cap B$ is $\|\cdot\|$-totally bounded, it suffices to prove that $\mathbf{|} \cdot \mathbf{|}$ and $\|\cdot\|$ induce the same topology on $B_{c}$. Notice first that if $x \in E$ and $\left\|x-x_{n}\right\| \rightarrow 0$ then

$$
|x| \leq \varlimsup_{n}\left|x_{n}\right|
$$

because of (A0) (the inequality is obviously true if $\boldsymbol{|} x_{n} \boldsymbol{|}$ is not bounded). Let $x \in B \cap E_{c}$. We want to prove that $|x|$ can be made arbitrarily small by taking $\|x\|$ small enough. Consider an
integer $p$ such that $\|x\| \leq p^{-1}$. There exists a sequence $n_{k}$ such that $\left\|x-T^{n_{k}} x\right\|$ tends to zero. Thanks to ( $\mathrm{B} 1^{\prime}$ ), there exist $u_{k} \in B_{0}$ and $v_{k} \in B$ such that

$$
T^{n_{k}} x=\eta_{n_{k}} u_{k}+\eta_{n_{k}, p}^{\prime}, v_{k} .
$$

Since $\left\|x-T^{n_{k}} x+\eta_{n_{k}} u_{k}\right\|$ tends to zero, using the previous remark:

$$
|x| \leq \varlimsup_{k}\left|T^{n_{k}} x-\eta_{n_{k}} u_{k}\right|=\varlimsup_{k}\left|\eta_{n_{k}, p}^{\prime} v_{k}\right| \leq \varlimsup_{k} \eta_{n_{k}, p}^{\prime}
$$

which can be made arbitrarily small by taking $p$ large. Hence, | | | and || $\|$ are topologically equivalent on $E_{c}$ and the compactness holds.

Now that $E_{c}$ is finite dimensional, Equations (9) to (13) and (106) are an immediate rewording of the conclusion of Theorem 11 (notice that $\rho_{n}$ has changed from equation (99) by a factor $\left.\left|P_{0}\right|\right)$.

## A.2. Proof of Theorem 1

Let us recall the identity (31)

$$
\begin{equation*}
T^{n}=\sum_{i=1}^{n} T^{n-i}(T-V) V^{i-1}+V^{n}=\sum_{i=1}^{n} T^{n-i} K V^{i-1}+V^{n} \tag{107}
\end{equation*}
$$

In particular, Assumption (A1) together with (29) implies that the sequence $\left|V^{n}\right|$ is bounded by a constant $C_{V}$, and $K V^{n} K B$ is $\|\cdot\|$-totally bounded. We set $\alpha_{n}=\left|K V^{n}\right|$ and $\bar{\alpha}_{k}=\sum_{i=k}^{\infty} \alpha_{i}$. Let $x \in E$, for any $0 \leq k \leq n$ :

$$
\begin{aligned}
\left|\left(T^{n}-V^{n}\right) x\right| & \leq \sum_{i=1}^{n}\left|T^{n-i} K V^{i-1} x\right| \\
& \leq C_{T} \sum_{i=1}^{k}\left|K V^{i-1} x\right|+C_{T} \sum_{i=k+1}^{n}\left|K V^{i-1} x\right| \\
& \leq C_{T} C_{K} \sum_{i=1}^{k}\left\|V^{i-1} x\right\|+C_{T} \bar{\alpha}_{k}|x| \\
& \leq c_{k}\|x\|+C_{T} \bar{\alpha}_{k}|x|
\end{aligned}
$$

for some $c_{k}$. In particular if $x \in B \cap p^{-1} B_{0}$ one has

$$
\left|\left(T^{n}-V^{n}\right) x\right| \leq \min _{k \leq n}\left(\frac{c_{k}}{p}+C_{T} \bar{\alpha}_{k}\right) .
$$

This implies ( $\mathrm{B} 1^{\prime}$ ) where $\eta_{n, p}^{\prime}$ is the right-hand side of the previous equation and $\eta_{n}=\varepsilon_{n}^{\prime}$. We proceed now with (97):

$$
\begin{align*}
T^{n} & =\sum_{i=1}^{n} T^{i-1} K V^{n-i}+V^{n} \\
& =\sum_{i=1}^{n}\left(\sum_{j=1}^{i-1} T^{j-1} K V^{i-j-1}+V^{i-1}\right) K V^{n-i}+V^{n}  \tag{108}\\
& =\sum_{1 \leq j<i \leq n} T^{j-1} K V^{i-j-1} K V^{n-i}+\sum_{i=1}^{n} V^{i-1} K V^{n-i}+V^{n} \\
& =A_{n}+B_{n}+C_{n} .
\end{align*}
$$

The set $A_{n} B$ is $\|\cdot\|$-totally bounded; on the other hand

$$
C_{n} B+B_{n} B \subset\left(\varepsilon_{n}^{\prime}+\sum_{i=1}^{n} \alpha_{n-i} \varepsilon_{i-1}^{\prime}\right) B_{0}
$$

The sum tends to zero as $n$ tends to infinity and this leads finally to (97).
We turn now to the last assertion. If $T^{k}$ satisfies (B1) and (B2) and $T$ is $\boldsymbol{\|} \cdot \boldsymbol{\jmath}$-continuous and $\|\cdot\|$-continuous, clearly $T$ also satisfies (B1) and (B2). Theorem 11 applies to $T$. Since any eigenvector of $T$ associated with an eigenvalue of modulus one is an eigenvector of $T^{k}$ associated with an eigenvalue of modulus one, $E_{c}$ is finite dimensional, and (9) to (13) and (22) hold.

## Appendix B: Proof of Theorem 2

(A0) is clearly satisfied. In addition $T$ is a $\boldsymbol{\|} \cdot \boldsymbol{\|}$-contraction, and (A1) holds true. Up to a replacement of $v$ with $v / c_{v}$, we can assume that $c_{v}=1$. Since $T 1=1$, Equations (34), (35) and (36) imply

$$
\begin{align*}
& V v \leq T v \leq v-1+c 1_{K_{0}}  \tag{109}\\
& V 1 \leq 1-\varepsilon 1_{K_{0}} \tag{110}
\end{align*}
$$

for some $c>0$. Combining these equations, we obtain that the function $\bar{v}=v+c / \varepsilon$ satisfies

$$
\begin{equation*}
V \bar{v} \leq \bar{v}-1 \tag{111}
\end{equation*}
$$

Multiplying (111) by $V^{k}$ and summing, up we obtain

$$
\begin{equation*}
V^{n} \bar{v}+\sum_{k=0}^{n-1} V^{k} 1 \leq \bar{v} \tag{112}
\end{equation*}
$$

Equation (30) is obvious from (38) and (39) and Equation (29) is a consequence of (112) and (39) since for any $f$

$$
\left|K V^{n} f\right| \leq v\left(\left|V^{n} f\right|\right) \leq\|f\|_{\infty} v\left(V^{n} 1\right) \leq \mathbf{|} f \mid v\left(V^{n} 1\right) .
$$

For (28) notice that $V^{n} 1$ is a decreasing sequence of functions, because $V 1 \leq 1$, hence:

$$
V^{n} 1 \leq \frac{1}{n} \sum_{k=0}^{n-1} V^{k} 1 \leq \frac{\bar{v}}{n}
$$

and (28) holds. It remains to prove the compactness of $K T^{p} K$. Notice first that in the assumptions we can replace $v$ with $\bar{v}$ defined as

$$
\bar{v}(f)=\sum_{i \geq 0} 2^{-i} v\left(T^{i} f\right)
$$

which makes $T$ continuous on $L_{1}(\bar{v})$ with norm $\leq 2$. Second, notice that $\bar{v}(\bar{v})<\infty$, that is (39) still holds. From (38), we get that $\|K f\|_{\infty} \leq \nu(|f|)$ implies that the measure $\mu(g)=$ $\int g(x, y) K(x, d y) \bar{\nu}(d x)$ is absolutely continuous w.r.t. $\bar{\nu}(d x) \otimes \bar{\nu}(d y)$, and let $p(x, y)$ be its density; if $g$ has the form $g(x, y)=h(x) f(y)$, one has

$$
\int h(x) f(y) p(x, y) \bar{\nu}(d x) \bar{\nu}(d y)=\int h(x)(K f)(x) \bar{\nu}(d x)
$$

hence one has for any bounded measurable function $f$ and for $\bar{v}$-a.e. $x$,

$$
K f(x)=\int f(y) p(x, y) \bar{v}(d y)
$$

The function $p$ can be approximated in $L_{1}(\bar{v} \otimes \bar{v})$ as

$$
p(x, y)=\sum_{i=1}^{n} q_{i}(x) r_{i}(y)+\rho(x, y), \quad \int|\rho(x, y)| \bar{v}(d x) \bar{v}(d y)<\varepsilon .
$$

This finite rank approximation implies that $K$ is a compact operator of $\mathcal{L}\left(E, L_{1}(v)\right)$, hence $K B$ is totally bounded in $L_{1}(\bar{v})$. By continuity, the same property holds for $T^{p} K B$. Equation (38) implies now that $K T^{p} K B$ is totally bounded in $(E, \boldsymbol{\|} \cdot \mathbf{)}$. The assumptions of Theorem 1 are thus satisfied.

To obtain (42), it remains to prove that the space $E_{c}$ is one dimensional. For this, let $n_{k}$ be a sequence such that $\lambda_{i}^{n_{k}} \rightarrow \lambda_{i}$ for each eigenvalue $\lambda_{i}$ with modulus 1 , and denote by $P_{c}$ the projector on $E_{c}$ parallel to $E_{0}$. Then $\left\|T^{n_{k}} f-T P_{c} f\right\|$ converges to 0 for any $f \in E$. Hence, $T P_{c}$ is a Markov transition operator with the same one-modulus eigenvectors as $T$. It is compact on $E$ and if there exists more than one eigenvector, one can find two non-trivial measurable sets $A$ and $B$ such that $T P_{c} 1_{A}=1_{B}$ ([25] Chapter 6, Section 3, Theorem 3.7). Notice now that the function $f=P_{c} 1_{A}$ satisfies $0 \leq f \leq 1$ and by Jensen's inequality

$$
T\left(f^{n}\right) \geq(T f)^{n}=1_{B}
$$

On the other hand, since $f^{n} \leq f$, we have $T\left(f^{n}\right) \leq T f=1_{B}$, and we obtain that $T\left(f^{n}\right)=1_{B}$ for all $n>0$; letting $n$ tend to infinity, we get

$$
T\left(1_{f=1}\right)=1_{B} .
$$

## Appendix C: Proof of Theorem 3

We begin with the case $q=1$.
Elementary inductions lead to

$$
\begin{align*}
\left|T^{n} x\right| & \leq \gamma^{n}|x|+c\left\|T^{n-1} x\right\|+\gamma c\left\|T^{n-2} x\right\|+\cdots+\gamma^{n-1} c\|x\|  \tag{113}\\
& \leq \gamma^{n}|x|+c_{n}\|x\| .
\end{align*}
$$

This may be improved as

$$
\left|T^{n} x\right| \leq C_{T} \min _{k \leq n}\left|T^{k} x\right| \leq C_{T} \min _{k \leq n}\left(\gamma^{k}|x|+c_{k}\|x\|\right)
$$

This implies ( $\mathrm{B}^{\prime}$ ) of Lemma 12 with $\eta_{n}=0$ and

$$
\begin{equation*}
\eta_{n, p}^{\prime}=C_{T} \min _{k \leq n}\left(\gamma^{k}+\frac{c_{k}}{p}\right) \tag{114}
\end{equation*}
$$

We have similarly

$$
T^{n} B \subset \gamma^{n} B+\gamma^{n-1} K_{B}+\gamma^{n-2} T K_{B}+\cdots+T^{n-1} K_{B}
$$

and this implies now (B2) in Theorem 11.
It remains to prove that $Q$ [from equation (9)] has a spectral radius $<1$. Notice that for any $n>0, Q^{n}=T^{n-1} Q$, this proves that $C_{Q}=\sup _{n}\left|Q^{n}\right|$ is finite. For any $x \in B$ we have from (9), (113) and (22)

$$
\left|Q^{n+k} x\right|=\left|T^{n} Q^{k} x\right| \leq\left(C_{Q}+1\right)\left|T^{n} \frac{Q^{k} x}{\left|Q^{k} x\right|+1}\right| \leq\left(C_{Q}+1\right) \eta_{n, p}^{\prime}
$$

with

$$
p^{-1}=\frac{\left\|Q^{k} x\right\|}{\left|Q^{k} x\right|+1} \leq \rho_{k} .
$$

By choosing $n$ and $k$ large enough, this ensures that some power of $Q$ is a $|\cdot|$-contraction.
If now $q>1$, the operator $T^{q}$ satisfies the assumptions for the case $q=1$, thus $T^{q}$ satisfies (A1), (B1') and (B2). Since $T$ is $|\cdot|$ and $\|\cdot\|$-continuous, this clearly implies that $T$ also satisfies these assumptions, by writing $T^{n}=T^{r+k q}$ with $0 \leq r<q$.

## Appendix D: Proof of Theorem 4

For the proof, we shall change $\|\cdot\|$ into

$$
\|f\|^{\prime}=\sup _{x} \frac{|f(x)|}{v^{\prime}(x)}, \quad v^{\prime}(x)=\frac{v(x)+A}{1+A}
$$

for some constant $A \geq 1$ which will be chosen later, and $|f|$ as

$$
\mid f \mathbf{I}^{\prime}=\|f\|^{\prime}+\alpha[f]
$$

for a small constant $\alpha$, and prove that the assumptions of Theorem 3 are fulfilled with $q=1$. Notice that $\|f\| \leq\|f\|^{\prime}$. For any $f \in E$, by the positivity of $T$ and Equation (50),

$$
\begin{align*}
|T f(x)| & \leq\|f\|^{\prime} T v^{\prime}(x) \\
& \leq\|f\|^{\prime} \frac{\gamma_{v} v(x)+A+c_{v}}{1+A}  \tag{115}\\
& \leq\|f\|^{\prime}\left(v^{\prime}(x)+\frac{c_{v}}{1+A}\right)
\end{align*}
$$

hence

$$
\begin{equation*}
\|T f\|^{\prime} \leq\left(1+\frac{c_{v}}{A}\right)\|f\|^{\prime} \tag{116}
\end{equation*}
$$

$T$ is $\|\cdot\|^{\prime}$-continuous. In addition, Equation (50) implies that for any $n>0$

$$
\begin{equation*}
T^{n} v(x) \leq \gamma_{v}^{n} v(x)+\frac{c_{v}}{1-\gamma_{v}} \tag{117}
\end{equation*}
$$

hence $\left\|T^{n}\right\|^{\prime}$ is bounded. Equation (49) with (116) implies (46) with $\gamma=\gamma_{b}$, and $c=1+c_{v} / A$. With (117), it implies also that $\left|T^{n}\right|^{\prime}$ is bounded. Thus (A0), (A1) and (46) are satisfied.

In order to prove that Theorem 3 applies, it remains to prove that (45) holds true. Consider $A_{0}>0$ which will be chosen large enough later, and $\eta$ small; if $v(x) \leq A_{0}$ the set $O_{x}=\{y$ : $d(x, y) \leq \eta\} \cap\left\{v<2 A_{0}\right\}$ is still an open neighbourhood of $x$ because $v$ is continuous. Consider a finite sequence $\left(x_{i}\right)_{1 \leq i \leq I}$ such that $v\left(x_{i}\right) \leq A_{0}$ and $\left\{v \leq A_{0}\right\} \subset \bigcup_{i=1}^{I} O_{x_{i}}$. This is possible thanks to the compactness of $\left\{v \leq A_{0}\right\}$. There exist $\theta_{1}(x), \theta_{2}(x), \ldots, \theta_{I+1}(x)$ a locally Lipschitz partition of the unity of $S$ such that the support of each $\theta_{i}, i \leq I$, is contained in $O_{x_{i}}$, and the support of $\theta_{I+1}$ is contained in $\left\{x: v(x)>A_{0}\right\}$ (see [1], Theorem 2, page 10). We define $\varphi=1-\theta_{I+1}$ which is 0 on $\left\{v \geq 2 A_{0}\right\}$ and 1 on $\left\{v \leq A_{0}\right\}$. We split $T f$ as

$$
\begin{aligned}
T f(x) & =\left(\sum_{i=1}^{I}\left\{T f(x)-\varepsilon \varphi(x) K f\left(x_{i}\right)\right\} \theta_{i}(x)+T f(x) \theta_{I+1}(x)\right)+\varepsilon \varphi(x) \sum_{i=1}^{I} K f\left(x_{i}\right) \theta_{i}(x) \\
& =V f(x)+S f(x)
\end{aligned}
$$

Clearly, for $\mathbf{I} \mid \mathbf{I} \leq 1, S f$ belongs to a fixed $\|\cdot\|$-compact set because the sum is finite. We are going to show that

$$
\begin{equation*}
|V f| \leq \gamma_{2}|f| \tag{118}
\end{equation*}
$$

for some $\gamma_{2}<1$; this will imply (45). One has

$$
\begin{align*}
{[V f] } & \leq[T f]+\varepsilon \sum_{i}\left|K f\left(x_{i}\right)\right|\left[\varphi \theta_{i}\right] \\
& \leq \gamma_{b}[f]+\varepsilon\|f\| \sum_{i}\left(\gamma_{v} v\left(x_{i}\right)+c_{v}\right)\left[\varphi \theta_{i}\right]  \tag{119}\\
& \leq \gamma_{b}[f]+\varepsilon c_{0}\|f\|^{\prime}, \quad c_{0}=\left(A_{0}+c_{v}\right) \sum_{i}\left[\varphi \theta_{i}\right] .
\end{align*}
$$

It is more complicated to bound $\|V f\|^{\prime}$. For $i \leq I$ and $\theta_{i}(x)>0$ then $d\left(x, x_{i}\right) \leq \eta$ and Equations (115) and (53) imply that

$$
\begin{aligned}
& \left|T f(x)-\varepsilon \varphi(x) K f\left(x_{i}\right)\right| \\
& \quad=|(1-\varepsilon \varphi(x)) T f(x)|+|\varepsilon \varphi(x)(T f(x)-K f(x))|+\left|\varepsilon \varphi(x)\left(K f(x)-K f\left(x_{i}\right)\right)\right| \\
& \quad \leq(1-\varepsilon \varphi(x))\left(\gamma_{v} v(x)+c_{v}+A\right) \frac{\|f\|^{\prime}}{1+A}+\varepsilon \varphi(x)(T-K) v^{\prime}(x)\|f\|^{\prime}+\varepsilon c_{1}([f]+\psi(\eta)\|f\|)
\end{aligned}
$$

where $c_{1}$ is the maximum of $\tau$ on $\{\varphi>0\}$. Since $\varphi(x)>0$ implies $v(x) \leq 2 A_{0}$, if we denote by $\gamma_{0}$ the maximum of $1-\varepsilon_{d}$ on $\left\{v \leq 2 A_{0}\right\}$ the second term can be bounded as

$$
(T-K) v^{\prime}(x) \leq \frac{T v(x)+A-K(v+A)(x)}{1+A} \leq \frac{\gamma_{v} v(x)+c_{v}+\gamma_{0} A}{1+A} \leq \gamma_{d} v^{\prime}(x)
$$

with $\gamma_{d}=\max \left(\gamma_{v}, \gamma_{0}+c_{v} / A\right)$. Notice that $\gamma_{d}<1$ as soon as $A>c_{v} /\left(1-\gamma_{0}\right)$. Our bound becomes

$$
\begin{aligned}
& \left|T f(x)-\varepsilon \varphi(x) K f\left(x_{i}\right)\right| \\
& \quad \leq(1-\varepsilon \varphi(x))\left(\gamma_{v} v(x)+c_{v}+A\right) \frac{\|f\|^{\prime}}{1+A}+\varepsilon \gamma_{d} v^{\prime}(x)\|f\|^{\prime}+\varepsilon c_{1}[f]+\varepsilon c_{1} \psi(\eta)\|f\| .
\end{aligned}
$$

If in this expression, $\varphi(x)<1$, then $v(x) \geq A_{0}$ and

$$
\begin{aligned}
(1-\varepsilon \varphi(x))\left(\gamma_{v} v(x)+c_{v}+A\right) & \leq \gamma_{v} v(x)+c_{v}+A \\
& \leq\left(\sup _{u \geq A_{0}} \frac{\gamma_{v} u+c_{v}+A}{u+A}\right)(v(x)+A) \\
& =\frac{\gamma_{v} A_{0}+c_{v}+A}{A_{0}+A}(v(x)+A)
\end{aligned}
$$

and if $\varphi(x)=1$ :

$$
\begin{aligned}
(1-\varepsilon \varphi(x))\left(\gamma_{v} v(x)+c_{v}+A\right) & \leq(1-\varepsilon)\left(\sup _{u \geq 0} \frac{\gamma_{v} u+c_{v}+A}{u+A}\right)(v(x)+A) \\
& =(1-\varepsilon)\left(\frac{c_{v}}{A}+1\right)(v(x)+A)
\end{aligned}
$$

In any case, we get

$$
\begin{align*}
& \left|T f(x)-\varepsilon \varphi(x) K_{x_{i}} f\left(x_{i}\right)\right|  \tag{120}\\
& \quad \leq \gamma_{1}\|f\|^{\prime} v^{\prime}(x)+\varepsilon \gamma_{d}\|f\|^{\prime} v^{\prime}(x)+\varepsilon c_{1}[f]+\varepsilon c_{1} \psi(\eta)\|f\|
\end{align*}
$$

with

$$
\gamma_{1}=\max \left(\frac{\gamma_{v} A_{0}+c_{v}+A}{A_{0}+A},(1-\varepsilon)\left(1+\frac{c_{v}}{A}\right)\right) .
$$

In order to bound the factor of $\theta_{I+1}$ in the expression of $V f$, we notice that in the case where $\theta_{I+1}(x)>0$, we have $v(x) \geq A_{0}$ and

$$
\begin{align*}
|T f(x)| & \leq \frac{\gamma_{v} v(x)+c_{v}+A}{1+A}\|f\|^{\prime} \\
& =\left(\gamma_{v} v^{\prime}(x)+\frac{c_{v}+\left(1-\gamma_{v}\right) A}{1+A}\right)\|f\|^{\prime} \\
& \leq\left(\gamma_{v}+\frac{c_{v}+\left(1-\gamma_{v}\right) A}{A_{0}+A}\right)\|f\|^{\prime} v^{\prime}(x)  \tag{121}\\
& \leq \frac{c_{v}+A+\gamma_{v} A_{0}}{A_{0}+A}\|f\|^{\prime} v^{\prime}(x) \\
& \leq \gamma_{1}\|f\|^{\prime} v^{\prime}(x) .
\end{align*}
$$

Since (120) is true if $\theta_{i}(x)>0$, and (121) holds if $\theta_{I+1}(x)>0$, we obtain for all $x$

$$
|V f(x)| \leq \gamma_{1} v^{\prime}(x)\|f\|^{\prime}+\varepsilon \gamma_{d}\|f\|^{\prime} v^{\prime}(x)+\varepsilon c_{1}[f]+\varepsilon c_{1} \psi(\eta)\|f\|
$$

thus

$$
\begin{equation*}
\|V f\|^{\prime} \leq\left(\gamma_{1}+\varepsilon c_{1} \psi(\eta)+\varepsilon \gamma_{d}\right)\|f\|^{\prime}+\varepsilon c_{1}[f] \tag{122}
\end{equation*}
$$

and combining (122) and (119) leads to

$$
\begin{equation*}
\|V f\|^{\prime}+\alpha[V f] \leq\left(\gamma_{1}+\varepsilon c_{1} \psi(\eta)+\varepsilon \gamma_{d}+\varepsilon \alpha c_{0}\right)\|f\|^{\prime}+\left(\alpha \gamma_{b}+\varepsilon c_{1}\right)[f] . \tag{123}
\end{equation*}
$$

In order to get (118) for some $\gamma_{2}<1$, we need simultaneously:

$$
\begin{aligned}
& \frac{\gamma_{v} A_{0}+c_{v}+A}{A_{0}+A}+\varepsilon c_{1} \psi(\eta)+\varepsilon \gamma_{d}+\varepsilon \alpha c_{0}<1 \\
& 1+\frac{c_{v}}{A}-\varepsilon\left(1+\frac{c_{v}}{A}-c_{1} \psi(\eta)-\gamma_{d}-c_{0} \alpha\right)<1, \\
& \gamma_{b}+\varepsilon \frac{c_{1}}{\alpha}<1 .
\end{aligned}
$$

In other words, it suffices that

$$
\begin{aligned}
\varepsilon\left(\gamma_{d}+c_{1} \psi(\eta)+c_{0} \alpha\right) & <\frac{A_{0}-\gamma_{v} A_{0}-c_{v}}{A_{0}+A}, \\
c_{v} & <\varepsilon A\left(1-\gamma_{d}-c_{1} \psi(\eta)-c_{0} \alpha\right), \\
\varepsilon \frac{c_{1}}{\alpha} & <1-\gamma_{b} .
\end{aligned}
$$

Remember that $c_{0}$ and $c_{1}$ depend on $A_{0}$, and

$$
1-\gamma_{d}=\min \left(1-\gamma_{v}, \min _{v \leq 2 A_{0}} \varepsilon_{d}(x)-c_{v} / A\right)
$$

Assumption (62) implies that for some $B>0, \varepsilon(x)>14 c_{v} / v(x)$ for $v(x)>B$, and if $A_{0}$ is such that $\varepsilon_{d}(x)>7 c_{v} / A_{0}$ for $v(x)<B$ then $\varepsilon_{d}(x)>7 c_{v} / A_{0}$ for $v(x) \leq 2 A_{0}$. Thus, if $A_{0}$ is large enough, and $A \geq A_{0}$ ( $A$ will be chosen later)

$$
\begin{equation*}
1-\gamma_{d} \geq \frac{6 c_{v}}{A_{0}} \tag{124}
\end{equation*}
$$

This makes our choice of $A_{0}$, together with the condition $A_{0}-\gamma_{v} A_{0}-c_{v} \geq 1$. We choose now $\eta$ such that $c_{1} \psi(\eta) \leq c_{v} / A_{0}$ and

$$
\alpha=\frac{1-\gamma_{d}-2 c_{1} \psi(\eta)}{2 c_{0}}
$$

With this choice of $\alpha$, our equation set becomes

$$
\begin{aligned}
\frac{1}{2} \varepsilon\left(1+\gamma_{d}\right) & <\frac{A_{0}-\gamma_{v} A_{0}-c_{v}}{A_{0}+A} \\
2 c_{v} & <\varepsilon A\left(1-\gamma_{d}\right) \\
2 \varepsilon c_{0} c_{1} & <\left(1-\gamma_{b}\right)\left(1-\gamma_{d}-2 c_{1} \psi(\eta)\right)
\end{aligned}
$$

and by (124), with $A_{0}-\gamma_{v} A_{0}-c_{v} \geq 1$, this is implied by

$$
\varepsilon<\frac{1}{A_{0}+A}
$$

$$
\begin{aligned}
A_{0} & <3 \varepsilon A \\
\varepsilon c_{0} c_{1} A_{0} & <2\left(1-\gamma_{b}\right) c_{v} .
\end{aligned}
$$

If we take $\varepsilon=A_{0} / 2 A$, these equation are satisfied for $A$ large enough, as well as the condition $A \geq c_{v} /\left(1-\gamma_{0}\right)$ that has been required before.

It remains to prove the last assertion. Since 1 is the only eigenvalue of modulus one and since its multiplicity is one, there exists a linear form $\pi$ on $E$ such that (56) holds. This equation implies that for $f \in E$

$$
\left\|\pi(f) 1-T^{n} f\right\| \leq C \rho^{n}|f|
$$

hence

$$
|\pi(f)|\|1\| \leq \sup _{k}\left\|T^{k}\right\|\|f\|+C \rho^{n} \mathbf{I} f .
$$

Now we can let $n$ tend to infinity and conclude that $\pi$ is $\|\cdot\|$-continuous. This $\|\cdot\|$-continuous linear functional defined on the set of compactly supported Lipschitz functions extends to a positive functional on $C_{c}(S)$, the set of all compactly supported functions on $S$. By the Riesz theorem, there exists a Borel measure $\mu$ such that $\pi(f)=\mu(f)$ for any $f \in C_{c}(S)$; since $v$ is the increasing limit of a sequence of functions of $C_{c}(S)$, we have $\pi(v)=\mu(v)<\infty$. Any $f$ in $E$ being the $\|\cdot\|$-limit of compactly supported Lipschitz functions, by $\|\cdot\|$-continuity of $\pi$ we obtain that $\pi(f)=\mu(f), f \in E$.

## Appendix E: Proof of Theorem 7

Multiplying both sides of (31) by $P_{0}$ on the left and by $Q^{q}$ on the right we get

$$
\begin{equation*}
Q^{n+q}=\sum_{i=1}^{n-1} Q^{n-i} K V^{i-1} Q^{q}+P_{0} K V^{n-1} Q^{q}+P_{0} V^{n} Q^{q} \tag{125}
\end{equation*}
$$

We consider first the simpler case when $\left\|T^{n}\right\|$ is bounded, say $\left\|T^{n}\right\| \leq c$. In this case, considering a sequence $n_{k}$ such that $\lambda_{i}^{n_{k}}$ converges to 1 , for $i=1, \ldots, p$ (this can be done by considering a converging subsequence $\lambda^{m_{k}}$ of $\lambda^{m}=\left(\lambda_{i}^{m}, \ldots, \lambda_{p}^{m}\right)$ and taking $n_{k}=m_{2 k}-m_{k}$ ), Equation (15) implies that for any $x \in E$

$$
\left\|\sum_{i=1}^{p} \lambda_{i}^{n_{k}} P_{i} x\right\| \leq\left\|T^{n_{k}} x\right\|+\left\|Q^{n_{k}} x\right\|
$$

and letting $k$ tend to infinity, thanks to (22):

$$
\left\|\sum_{i=1}^{p} P_{i} x\right\| \leq c\|x\| .
$$

Hence, $\left\|P_{0}\right\| \leq 1+c$ is finite, and Equation (125) leads directly to

$$
\left\|Q^{n+q}\right\|_{E 0} \leq \sum_{i=1}^{n-1}\left\|Q^{n-i}\right\|_{E 0}\left|K V^{i-1} Q^{q}\right|+\left\|P_{0}\right\|\left|Q^{q}\right|\left\|K V^{n-1}\right\|_{E 0}+\left\|P_{0}\right\|\left|Q^{q}\right|\left\|V^{n}\right\|_{E 0}
$$

We plan to apply Proposition 13 of the Appendix F with $u_{n}=\left\|Q^{n}\right\|_{E 0}$ and $\beta_{i}=\left|K V^{i-1} Q^{q}\right|$ for some $q$ large enough. We remark that (130) is satisfied since

$$
\begin{equation*}
\left|K V^{i} Q^{q}\right|=\left|K V^{i} T^{q} P_{0}\right| \leq \alpha_{i} C_{2} C_{T}\left|P_{0}\right| \tag{126}
\end{equation*}
$$

Because of the summability of $\alpha_{i}$ (a consequence of (R1) and (R3)), and with the help of the Lebesgue Dominated Convergence theorem, Equation (131) will be satisfied for $q$ large enough if we can prove that for any $i \geq 0$

$$
\begin{equation*}
\lim _{q}\left|K V^{i} Q^{q}\right|=0 \tag{127}
\end{equation*}
$$

But this is easily obtained by induction on $i$ since it is true for $i=0$ and for any $i, q>0$

$$
\begin{aligned}
\left|K V^{i} Q^{q}\right| & =\left|K V^{i-1}(T-K) Q^{q}\right| \\
& \leq\left|K V^{i-1} Q^{q+1}\right|+\left|K V^{i-1} K Q^{q}\right| \\
& \leq\left|K V^{i-1} Q^{q+1}\right|+\left|K V^{i-1}\right|\left|K Q^{q}\right| .
\end{aligned}
$$

Hence, Proposition 13 applies and (75) holds.
If now $\left\|T^{n}\right\|$ is not bounded, we have to work slightly more on Equation (125). Consider

$$
f(z)=\prod_{i=1}^{p}\left(1-z \bar{\lambda}_{i}\right)
$$

Since Equations (9) to (13) imply that $T^{n}=\sum \lambda_{i}^{n} P_{i}+P_{0} Q^{n}, n \geq 0$ (this differs from (15) because we have to take into account the case $n=0$ ) we have $f(T)=P_{0} f(Q)$. Hence, after multiplication on the left by $f(Q)$ Equation (125) becomes

$$
f(Q) Q^{n+q}=\sum_{i=1}^{n-1} f(Q) Q^{n-i} K V^{i-1} Q^{q}+f(T) K V^{n-1} Q^{q}+f(T) V^{n} Q^{q}
$$

thus

$$
\begin{align*}
& \left\|f(Q) Q^{n+q}\right\|_{E 0}  \tag{128}\\
& \quad \leq \sum_{i=1}^{n-1}\left\|f(Q) Q^{n-i}\right\|_{E 0}\left|K V^{i-1} Q^{q}\right|+\left\|f(T) K V^{n-1} Q^{q}\right\|_{E 0}+\left\|f(T) V^{n} Q^{q}\right\|_{E 0} .
\end{align*}
$$

Since $\|f(T)\|<\infty$, (126) implies that there exists a constant $C$ such that

$$
\left\|f(T) K V^{n-1} Q^{q}\right\|_{E 0}+\left\|f(T) V^{n} Q^{q}\right\|_{E 0} \leq C \alpha_{n}
$$

and we obtain, as before (because (126) and (127) still hold true) that

$$
\left\|f(Q) Q^{n}\right\|_{E 0} \leq C^{\prime} \alpha_{n} .
$$

Set $g(z)=1 / f(z)=\sum_{i \geq 0} g_{i} z^{i}$. The partial fraction decomposition of $g$ implies that $\sup _{i}\left|g_{i}\right|<$ $\infty$. For any $n \geq 0$

$$
\left\|Q^{n}\right\|_{E 0} \leq\left\|Q^{n} g(Q) f(Q)\right\|_{E 0} \leq \sum_{k}\left\|Q^{n+k} g_{k} f(Q)\right\|_{E 0} \leq \sup _{i}\left|g_{i}\right| \sum_{k}\left\|Q^{n+k} f(Q)\right\|_{E 0}
$$

hence

$$
\left\|Q^{n}\right\|_{E 0} \leq C \sum_{k \geq n} \alpha_{k} .
$$

## Appendix F: Convolution of sequences

Proposition 13. Let $\left(\alpha_{n}\right)_{n \geq 1}$ be a positive sequence satisfying Assumptions (R1) to (R3) of Theorem 7, and $\left(\beta_{i}\right)_{i \geq 1}$ be a non-negative sequence. Let $q$ be a non-negative integer and $\left(u_{n}\right)_{n \geq 1}$ be a non-negative sequence such that

$$
\begin{equation*}
u_{n+q} \leq C_{0} \alpha_{n}+\sum_{i=1}^{n-1} u_{n-i} \beta_{i}, \quad n \geq 1 \tag{129}
\end{equation*}
$$

for some $C_{0}>0$. If

$$
\begin{align*}
& \sup _{k} \frac{\beta_{k}}{\alpha_{k}}<\infty  \tag{130}\\
& \sum_{i=1}^{\infty} \beta_{i}<1 \tag{131}
\end{align*}
$$

then

$$
\begin{equation*}
\sup _{n} \frac{u_{n}}{\alpha_{n}}<\infty . \tag{132}
\end{equation*}
$$

Proof. Set

$$
v_{n}=\frac{u_{n}}{\alpha_{n}},
$$

$$
\begin{aligned}
v_{n}^{*} & =\sup _{k \leq n} v_{k}, \\
\theta_{n} & =\frac{\alpha_{n}}{\alpha_{n+q}}, \\
C_{\beta} & =\sup _{k} \frac{\beta_{k}}{\alpha_{k}}
\end{aligned}
$$

then, for any $i_{0}$ and $n>i_{0}$

$$
\begin{aligned}
v_{n+q} & \leq C_{0} \theta_{n}+\theta_{n} \sum_{i=1}^{n-1} v_{n-i} \frac{\alpha_{n-i} \beta_{i}}{\alpha_{n}} \\
& \leq C_{0} \theta_{n}+\theta_{n} v_{i_{0}}^{*} \sum_{i=n-i_{0}}^{n-1} \frac{\alpha_{n-i} \beta_{i}}{\alpha_{n}}+\theta_{n} v_{n}^{*} \sum_{i=i_{0}}^{n-i_{0}} \frac{\alpha_{n-i} \beta_{i}}{\alpha_{n}}+\theta_{n} v_{n}^{*} \sum_{i=1}^{i_{0}} \frac{\alpha_{n-i} \beta_{i}}{\alpha_{n}} \\
& \leq C_{0} \theta_{n}+\theta_{n} v_{i_{0}}^{*} C_{\beta} \sum_{i=n-i_{0}}^{n-1} \frac{\alpha_{n-i} \alpha_{i}}{\alpha_{n}}+\theta_{n} v_{n}^{*} C_{\beta} \sum_{i=i_{0}}^{n-i_{0}} \frac{\alpha_{n-i} \alpha_{i}}{\alpha_{n}}+\theta_{n} v_{n}^{*} \frac{\alpha_{n-i_{0}}}{\alpha_{n}} \sum_{i=1}^{i_{0}} \beta_{i} \\
& \leq C_{0} \theta_{n}+\theta_{n} v_{i_{0}}^{*} C_{\beta} i_{0} \frac{\alpha_{1} \alpha_{n-i_{0}}}{\alpha_{n}}+\theta_{n}^{\prime} v_{n}^{*}\left(C_{\beta} \sum_{i=i_{0}}^{n-i_{0}} \frac{\alpha_{n-i} \alpha_{i}}{\alpha_{n}}+\sum_{i=1}^{i_{0}} \beta_{i}\right),
\end{aligned}
$$

where $\theta_{n}^{\prime}$ tends to 1 (Assumption (R2)). By assumption (R2), for any $i$, the sequence $j \mapsto$ $\alpha_{j-i} / \alpha_{j}, j \geq i$ is decreasing, hence for $i \leq n / 2$ one has

$$
\frac{\alpha_{n-i}}{\alpha_{n}} \leq \frac{\alpha_{i}}{\alpha_{2 i}}
$$

thus for $1 \leq i_{0}<n$

$$
\sum_{i=i_{0}}^{n-i_{0}} \frac{\alpha_{n-i} \alpha_{i}}{\alpha_{n}} \leq 2 \sum_{i=i_{0}}^{[n / 2]} \frac{\alpha_{n-i} \alpha_{i}}{\alpha_{n}} \leq 2 \sum_{i=i_{0}}^{[n / 2]} \frac{\alpha_{i}^{2}}{\alpha_{2 i}} \leq 2 \sum_{i=i_{0}}^{\infty} \frac{\alpha_{i}^{2}}{\alpha_{2 i}}
$$

and we get, for $n>i_{0}$

$$
\begin{aligned}
v_{n+q} & \leq C^{\prime}+\theta_{n}^{\prime} \rho v_{n}^{*}, \\
\rho & =2\left(\sum_{i=i_{0}}^{\infty} \frac{\alpha_{i}^{2}}{\alpha_{2 i}}\right) \sup _{k} \frac{\beta_{k}}{\alpha_{k}}+\sum_{i=1}^{i_{0}} \beta_{i},
\end{aligned}
$$

where $C^{\prime}$ depends on everything except on $n$. Since $\theta_{n}^{\prime} \rightarrow 1$ and $i_{0}$ can be chosen large enough to have $\rho<1$, this proves that for some $n_{0}>0$ and $0<\rho^{\prime}<1$

$$
v_{n+q} \leq C^{\prime}+\rho^{\prime} v_{n}^{*}, \quad n \geq n_{0}
$$

In particular

$$
v_{n+q} \leq C^{\prime}+\rho^{\prime} v_{n+q}^{*}, \quad n \geq n_{0} .
$$

By increasing $C^{\prime}$ we even get

$$
v_{n} \leq C^{\prime \prime}+\rho^{\prime} v_{n}^{*}, \quad n \geq 1
$$

and since the r.h.s. is also an upper bound for $v_{k}, k \leq n$ (because $v_{k}^{*} \leq v_{n}^{*}$ ), we get

$$
v_{n}^{*} \leq C^{\prime \prime}+\rho^{\prime} v_{n}^{*}, \quad n \geq 1
$$

which proves that $v_{n}$ is bounded.

## Appendix G: Proof of Lemma 8

We need a preparatory lemma which will be essential for working with (76); the point of this lemma is to bring out a function $\zeta$ which satisfies (135), is significantly larger than $\zeta(t)=t$ and that can be easily iterated (Equation (134) implies $\left.\zeta^{(n)}(t)=\psi^{(-1)}(\psi(t)+n)\right)$ :

Lemma 14. Let $\theta$ be a non-decreasing non-negative concave differentiable function on $[0,+\infty)$ with a derivative which tends to zero at infinity, and define for $t \geq 0$

$$
\begin{align*}
\psi(t) & =\int_{0}^{t} \frac{1}{\theta(y)} d y  \tag{133}\\
\zeta(t) & =\psi^{(-1)}(\psi(t)+1) \tag{134}
\end{align*}
$$

We assume that $\psi$ is finite and tends to infinity.

$$
\theta(t) \leq t .
$$

Then $\zeta$ is concave and for any $t$ such that $t \geq \theta(t)$

$$
\begin{equation*}
\zeta(t-\theta(t)) \leq t \tag{135}
\end{equation*}
$$

For any $t \geq 0$

$$
\begin{equation*}
\zeta(t) \leq t+\theta(\zeta(t)) . \tag{136}
\end{equation*}
$$

Proof. The equation

$$
\psi(\zeta(t))=\psi(t)+1
$$

implies that $\zeta(t)>t$. By differentiating this equation, we get

$$
\begin{equation*}
\zeta^{\prime}(t)=\frac{\theta(\zeta(t))}{\theta(t)} \tag{137}
\end{equation*}
$$

and

$$
\zeta^{\prime \prime}(t)=\frac{\theta^{\prime}(\zeta(t)) \zeta^{\prime}(t) \theta(t)-\theta(\zeta(t)) \theta^{\prime}(t)}{\theta(t)^{2}}=\frac{\theta(\zeta(t))}{\theta(t)^{2}}\left(\theta^{\prime}(\zeta(t))-\theta^{\prime}(t)\right) \leq 0 .
$$

We turn now to Equation (135); since $\psi$ is strictly increasing, (135) is equivalent to

$$
\psi(t-\theta(t))+1 \leq \psi(t)
$$

but since $\theta$ is non-decreasing

$$
\psi(t)-\psi(t-\theta(t))=\int_{t-\theta(t)}^{t} \frac{1}{\theta(y)} d y \geq \theta(t) \frac{1}{\theta(t)}=1
$$

Concerning (136), notice that (134) means that

$$
\int_{t}^{\zeta(t)} \frac{1}{\theta(y)} d y=1
$$

and that on the other hand

$$
\int_{t}^{\zeta(t)} \frac{1}{\theta(y)} d y \geq(\zeta(t)-t) \frac{1}{\theta(\zeta(t)}
$$

We can now proceed to the proof of Lemma 8. Combining equations (77) to (79), we get

$$
T v \leq v-\theta(v)+\lambda(1-V 1), \quad \lambda=\frac{c}{\varepsilon}
$$

We define the functions $\zeta$ and $\psi$ from $\theta$ as in Lemma 14 and we set for $t \geq 0$

$$
\begin{equation*}
\zeta_{n}(t)=\psi^{(-1)}(\psi(t)+n)=\zeta\left(\zeta_{n-1}(t)\right) . \tag{138}
\end{equation*}
$$

Differentiating (138) and using (137), we obtain

$$
\begin{equation*}
\zeta_{n}^{\prime}(t)=\zeta^{\prime}\left(\zeta_{n-1}(t)\right) \zeta_{n-1}^{\prime}(t)=\frac{\theta\left(\zeta_{n}(t)\right)}{\theta\left(\zeta_{n-1}(t)\right)} \zeta_{n-1}^{\prime}(t) \tag{139}
\end{equation*}
$$

hence

$$
\begin{equation*}
\zeta_{n}^{\prime}(x)=\frac{\theta\left(\zeta_{n}(x)\right)}{\theta(x)} \tag{140}
\end{equation*}
$$

The function $\zeta_{n}$ is concave, as a composition of increasing concave functions. Using the Jensen inequality and the concavity of $\zeta_{k}$ (as a composition of increasing concave functions), we obtain

$$
\begin{equation*}
T\left(\zeta_{k}(v)\right) \leq \zeta_{k}(T v) \leq \zeta_{k}(v-\theta(v)+\lambda-\lambda V 1) \tag{141}
\end{equation*}
$$

Set $\delta=\min _{x}(v(x) / 2$. We proceed now by considering two cases depending on $x-\theta(x) \geq \delta$ or not $\left(x\right.$ is the implicit argument in (141)). By concavity of $\zeta_{k}$, we get on the set $\{x: x-\theta(x) \geq \delta\}$

$$
\begin{align*}
T\left(\zeta_{k}(v)\right) & \leq \zeta_{k}(v-\theta(v))+\lambda \zeta_{k}^{\prime}(v-\theta(v))(1-V 1)  \tag{142}\\
& \leq \zeta_{k-1}(v)+\lambda \zeta_{k}^{\prime}(\delta)(1-V 1),
\end{align*}
$$

the last inequality coming from the fact that $\zeta_{k}^{\prime}$ is decreasing.
In the case where $x$, the implicit argument in (141), satisfies $x-\theta(x)<\delta$, we have:

$$
\begin{equation*}
T\left(\zeta_{k}(v)\right) \leq \zeta_{k}(\delta+\lambda-\lambda V 1) \leq \zeta_{k}(\delta)+\lambda \zeta_{k}^{\prime}(\delta)(1-V 1) \tag{143}
\end{equation*}
$$

but since $\zeta(x) \leq x+\theta(\zeta(x))$ (Equation (136))

$$
\begin{equation*}
\zeta_{k}(\delta) \leq \zeta_{k-1}(\delta)+\theta\left(\zeta_{k}(\delta)\right)=\zeta_{k}(\delta)+\zeta_{k}^{\prime}(\delta) \theta(\delta) \tag{144}
\end{equation*}
$$

On the other hand, from $x-v(x)<\delta$, we get $2 \delta \leq T v \leq \delta+\lambda-\lambda V 1$, thus $\delta \leq \lambda(1-V 1)$, and (143), (144) lead to

$$
\begin{align*}
T\left(\zeta_{k}(v)\right) & \leq \zeta_{k-1}(\delta)+\zeta_{k}^{\prime}(\delta) \theta(\delta)+\lambda \zeta_{k}^{\prime}(\delta)(1-V 1)  \tag{145}\\
& \leq \zeta_{k-1}(\delta)+\left(\frac{2 \theta(\delta)}{\delta}+\lambda\right) \zeta_{k}^{\prime}(\delta)(1-V 1)
\end{align*}
$$

Putting together (142) and (145), we obtain that everywhere

$$
\begin{equation*}
T\left(\zeta_{k}(v)\right) \leq \zeta_{k-1}(v)+\lambda_{1} \zeta_{k}^{\prime}(\delta)(1-V 1) \tag{146}
\end{equation*}
$$

with $\lambda_{1}=2 \delta^{-1} \theta(\delta)+\lambda$. Thus, since $v \geq \delta$,

$$
\begin{align*}
V \zeta_{k}(v) & =V\left(\zeta_{k}(v)-\zeta_{k}(\delta)\right)+\zeta_{k}(\delta) V 1 \\
& \leq T\left(\zeta_{k}(v)-\zeta_{k}(\delta)\right)+\zeta_{k}(\delta) V 1  \tag{147}\\
& \leq \zeta_{k-1}(v)-\left(\zeta_{k}(\delta)-\lambda_{1} \zeta_{k}^{\prime}(\delta)\right)(1-V 1)
\end{align*}
$$

Since $\zeta_{n}(\delta)$ tends to infinity $\left(\psi\left(\zeta_{n}(t)\right)=\psi(t)+n\right)$ and $\theta(x) / x$ tends to zero ( $\theta$ is concave with a derivative which tends to zero), the sequence $\zeta_{n}^{\prime}(\delta) / \zeta_{n}(\delta)$ tends to 0 (cf. (140)). As a consequence, there exist $n_{0}$ such that $\lambda_{1} \zeta_{k}^{\prime}(\delta)-\zeta_{k}(\delta) \leq 0$ for $k>n_{0}$, hence multiplying both sides of (147) by $V^{k-1}$ and summing up from 1 to $n>n_{0}$, we get

$$
V^{n} \zeta_{n}(v) \leq v+c^{\prime}
$$

with $c^{\prime}=\sum_{k=1}^{n_{0}}\left|\zeta_{k}(\delta)-\lambda_{1} \zeta_{k}^{\prime}(\delta)\right|$. Since $\zeta_{n}(x) \geq \psi^{(-1)}(n)$ we get finally

$$
V^{n} 1 \leq \frac{v+c^{\prime}}{\psi^{(-1)}(n)}
$$

This proves (80). Concerning (81), notice that (146) implies that for any $n$ :

$$
T\left(\zeta_{k}(v)\right) \leq \zeta_{k-1}(v)+c_{1}
$$

for some $c_{1}>0$. Hence, multiplying both sides by $T^{k-1}$ and summing up, we get

$$
\begin{equation*}
T^{n}\left(\zeta_{n}(v)\right) \leq v+n c_{1} . \tag{148}
\end{equation*}
$$

Since by definition of $\zeta_{n}$, one has

$$
\int_{x}^{\zeta_{n}(x)} \frac{d t}{\theta(t)}=n
$$

we obtain in particular that $n \leq \frac{\zeta_{n}(x)-x}{\theta(x)}$, and (148) becomes

$$
T^{n}(v+n \theta(v)) \leq v+n c_{1} .
$$

This implies (81).

## Appendix H: Proof of Theorem 9

We plan to apply Theorem 7 with

$$
\begin{aligned}
\mathbf{|} f \mathbf{|} & =\|f\|_{\infty}, \\
\|f\| & =\|f\|_{v}
\end{aligned}
$$

Clearly, since Theorem 2 applies, Equations (9) to (13) and (22) are satisfied. As in the proof of Theorem 2 we set $V=T-K$; we recall that $K(x, S)=0$ if $x \notin K_{0}$ (cf. the statement of Theorem 2). We have to estimate $\left\|V^{n}\right\|_{E 0}$; but since Equation (36) with the fact that $K(x, S)=0$ for $x \notin K_{0}$ imply that

$$
V 1 \leq 1-\varepsilon 1_{K_{0}} .
$$

Lemma 8 leads to

$$
V^{n} 1 \leq \frac{v+c}{\psi^{(-1)}(n)} .
$$

Theorem 7 applies and, in particular, we obtain (83). For (84), we consider

$$
\|f\|=\pi(|f|) .
$$

Since $\boldsymbol{\|} \cdot \boldsymbol{\|}$ is unchanged, Equations (9) to (13), (73) and (74) are still satisfied, as well as (22) because $\pi(|f|) \leq\|f\|_{v} \pi(v)$. In addition $\left\|T^{n}\right\|=1$, and

$$
\left\|V^{n}\right\|_{E 0}=\pi\left(V^{n} 1\right) \leq \frac{c^{\prime}}{\psi^{(-1)}(n)}
$$

Theorem 7 still applies and we obtain (84).

## Appendix I: Proof of Theorem 10

As is [2], the idea is to prove directly that that $T^{n} g$ is a Cauchy sequence. If we set

$$
r(x, y)=1-\varepsilon 1_{x, y \in K},
$$

Equations (86), (87) can be summarized as

$$
|T f(x)-T f(y)| \leq r(x, y) d(x, y)[f] .
$$

By the Kantorovich-Rubinstein formula ([27] equation (5.11) and (6.3)) this means that given $X_{0}=x$ and $Y_{0}=y$ there exists a coupling of $X_{1}$ and $Y_{1}$ such that

$$
\begin{equation*}
E\left[d\left(X_{1}, Y_{1}\right)\right] \leq r(x, y) d(x, y) \tag{149}
\end{equation*}
$$

Using Theorem 1.1 of [30], this coupling may be done measurably w.r.t. $x$ and $y$ in the sense that there exists a transition kernel $\mathbb{T}((x, y), \cdot)$ on $E \times E$ with marginal transitions given by $T$ and such that (149) is satisfied:

$$
\begin{aligned}
\int f\left(x^{\prime}\right) \mathbb{T}\left(x, y, d x^{\prime}, d y^{\prime}\right) & =\int f\left(y^{\prime}\right) \mathbb{T}\left(y, x, d x^{\prime}, d y^{\prime}\right)=T f(x) \\
\int d\left(x^{\prime}, y^{\prime}\right) \mathbb{T}\left(x, y, d x^{\prime}, d y^{\prime}\right) & \leq r(x, y) d(x, y)
\end{aligned}
$$

This result is very important since it gives directly the best coupling method as the realization of a Markov chain on the product space. We have thus with standard notations

$$
\begin{aligned}
\mathbb{T} f(x, y) & =E_{x, y}\left[f\left(X_{1}, Y_{1}\right)\right] \\
\mathbb{T} d & \leq r d .
\end{aligned}
$$

Set for any function $f$ on $S \times S$

$$
\llbracket f \rrbracket=\sup _{x \neq y} \frac{|f(x, y)|}{d(x, y)}
$$

For the application of Lemma 8, we define sub-Markovian transition operator

$$
\mathbb{V} u(x, y)=d(x, y)^{-1} \mathbb{T}(u d)(x, y)
$$

Since obviously, for any measurable positive bounded function $u$,

$$
f(x, y) \leq \llbracket f / u \rrbracket d(x, y) u(x, y),
$$

we get

$$
\mathbb{T} f \leq \llbracket f / u \rrbracket \mathbb{T}(d u)=\llbracket f / u \rrbracket d \cdot \mathbb{V} u
$$

hence

$$
\llbracket \mathbb{T} f / \mathbb{V} u \rrbracket \leq \llbracket f / u \rrbracket .
$$

Replacing $f$ with $\mathbb{T}^{n-1} f$ and $u$ with $\mathbb{V}^{n-1} u$, we get

$$
\llbracket \mathbb{T}^{n} f / \mathbb{V}^{n} u \rrbracket \leq \llbracket \mathbb{T}^{n-1} f / \mathbb{V}^{n-1} u \rrbracket,
$$

and by induction

$$
\mathbb{T}^{n} f(x, y) \leq d(x, y) \mathbb{V}^{n} u(x, y) \llbracket f / u \rrbracket .
$$

In particular, taking $u=1$ :

$$
\begin{equation*}
\mathbb{T}^{n} f(x, y) \leq d(x, y)\left(\mathbb{V}^{n} 1\right)(x, y) \llbracket f \rrbracket . \tag{150}
\end{equation*}
$$

In order to apply Lemma 8, we need to check that (77) is satisfied. Setting $\bar{v}(x, y)=v(x)+v(y)$, one has

$$
\begin{aligned}
\mathbb{T} \bar{v}(x, y) & =T v(x)+T v(y) \\
& \leq v(x)+v(y)-\theta(v(x))-\theta(v(y))-c 1_{K}(x)-c 1_{K}(y) \\
& \leq v(x)+v(y)-\theta(v(x)+v(y))-c 1_{K \times K}(x, y)
\end{aligned}
$$

since by concavity and positivity of $\theta, \theta(a+b) \leq \theta(a)+\theta(b)$ for $a, b \geq 0$ (differentiate w.r.t. $a$ ). Obviously (78) and (79) are satisfied. Lemma 8 applies and (80) implies

$$
\begin{equation*}
\mathbb{V}^{n} 1 \leq \frac{\bar{v}+c}{\psi^{(-1)}(n)}, \tag{151}
\end{equation*}
$$

where

$$
\psi(x)=\int_{0}^{x} \frac{1}{\theta(y)} d y
$$

Since in addition $\mathbb{V}^{n} 1 \leq 1$, Equation (150) becomes now

$$
\begin{equation*}
\mathbb{T}^{n} f(x, y) \leq d(x, y) \min \left(1, \frac{\bar{v}(x, y)+c}{\psi^{(-1)}(n)}\right) \llbracket f \rrbracket . \tag{152}
\end{equation*}
$$

For any function $f$ of the form $f(x, y)=g(x)-g(y)$, this leads to

$$
\begin{equation*}
T^{n} g(x)-T^{n} g(y) \leq d(x, y) \min \left(1, \frac{v(x)+v(y)+c}{\psi^{(-1)}(n)}\right)[g] . \tag{153}
\end{equation*}
$$

This proves (89).

From (153), we get

$$
\begin{align*}
T^{n} g(x)-T^{n} g(y) & \leq d(x, y) \min \left(1, \frac{v(x)+c}{\psi^{(-1)}(n)}\right)[g]+d(x, y) \min \left(1, \frac{v(y)}{\psi^{(-1)}(n)}\right)[g] \\
& =A(x, y)+B(x, y) \tag{154}
\end{align*}
$$

Since for $0 \leq x \leq y$ one has $\frac{x}{y} \leq \frac{\theta(x)}{\theta(y)}$ (the function $x \mapsto \frac{x}{y}-\frac{\theta(x)}{\theta(y)}$ is convex and non-positive at $x=0$ and $x=y$ ), we have

$$
\begin{equation*}
B(x, y) \leq d(x, y) \frac{\theta(v(y))}{\theta\left(\psi^{(-1)}(n)\right)}[g] . \tag{155}
\end{equation*}
$$

Since $T^{p} g(x)=\int g(y) T^{p}(x, d y)$ we get from (154):

$$
\begin{aligned}
\left|T^{n} g(x)-T^{n+p} g(x)\right| & =\left|\int\left(T^{n} g(x)-T^{n} g(y)\right) T^{p}(x, d y)\right| \\
& \leq \int A(x, y) T^{p}(x, d y)+[g] \int d(x, y) \frac{\theta(v(y))}{\theta\left(\psi^{(-1)}(n)\right)} T^{p}(x, d y) \\
& \leq \min \left(1, \frac{v(x)+c}{\psi^{(-1)}(n)}\right)[g]+[g] \theta\left(\psi^{(-1)}(n)\right)^{-1}\left(T^{p} \theta(v)(x)\right)
\end{aligned}
$$

because $d \leq 1$. Since, by (81), $T^{p} \theta(v) \leq c^{\prime \prime}+v / p$ (we just apply Lemma 8 with $V f(x)=$ $\left.\left(1-1_{x \in K}\right) T f(x)\right)$

$$
\begin{equation*}
\left|T^{n} g(x)-T^{n+p} g(x)\right| \leq[g] \min \left(1, \frac{v(x)+c}{\psi^{(-1)}(n)}\right)+\frac{[g]}{\theta\left(\psi^{(-1)}(n)\right)}\left(v(x) / p+c^{\prime \prime}\right) \tag{156}
\end{equation*}
$$

This shows that $T^{n} g(x)$ is a Cauchy sequence and its limit (a constant function because of (155)) is necessarily $\pi(g)$ where $\pi$ is the invariant measure. Letting $p$ tend to infinity we get

$$
\begin{equation*}
\left|T^{n} g(x)-\pi(g)\right| \leq[g] \min \left(1, \frac{v(x)+c}{\psi^{(-1)}(n)}\right)+\frac{c^{\prime \prime}[g]}{\theta\left(\psi^{(-1)}(n)\right)} \tag{157}
\end{equation*}
$$

## Appendix J: Proof of Equation (94)

We shall prove that for $0 \leq x<1$

$$
\begin{equation*}
v_{n}^{\prime}(x)^{\gamma} \geq 1+a n v_{n}(x)^{\gamma}, \quad a=2^{\gamma}-1 . \tag{158}
\end{equation*}
$$

We recall that

$$
v(x)= \begin{cases}x\left(1+2^{\gamma} x^{\gamma}\right), & 0 \leq x<1 / 2,  \tag{159}\\ 2 x-1, & 1 / 2 \leq x \leq 1\end{cases}
$$

and that the prime sign stands for the right derivative. In the case $n=0$, the inequality is obvious. In the case $n \geq 1$, we assume by induction that (158) is satisfied and since $v_{n+1}^{\prime}(x)=$ $v_{n}^{\prime}(x) v^{\prime}\left(v_{n}(x)\right)$ ), valid for $n \geq 0$, Equation (158) with $n+1$ will be implied by

$$
\left(1+a n v_{n}(x)^{\gamma}\right) v^{\prime}\left(v_{n}(x)\right)^{\gamma} \geq 1+a(n+1) v_{n+1}(x)^{\gamma} .
$$

This has to be proved for $n \geq 0$. It suffices to show that for any $0 \leq y \leq 1$

$$
\begin{equation*}
\left(1+a n y^{\gamma}\right) v^{\prime}(y)^{\gamma} \geq 1+a(n+1) v(y)^{\gamma} \tag{160}
\end{equation*}
$$

(i.e. $y=v_{n}(x)$ ). By linearity of both sides of (160) w.r.t. $n$, we only have to check this for $n=0$, and $n \rightarrow \infty$, that is

$$
\left\{\begin{array}{l}
v^{\prime}(y)^{\gamma} \geq 1+a v(y)^{\gamma}  \tag{161}\\
y v^{\prime}(y) \geq v(y)
\end{array}\right.
$$

(the first equation is (158) with $n=1$ ). In the case, $y<1 / 2$ this is rewritten as

$$
\left\{\begin{array}{l}
\left(1+(\gamma+1) 2^{\gamma} y^{\gamma}\right)^{\gamma} \geq 1+a y^{\gamma}\left(1+2^{\gamma} y^{\gamma}\right)^{\gamma}, \\
1+(\gamma+1) 2^{\gamma} y^{\gamma} \geq 1+2^{\gamma} y^{\gamma} .
\end{array}\right.
$$

The second inequality is obvious. For the first one, since $2 y<1$, setting $z=2^{\gamma} y^{\gamma}$, this holds if

$$
(1+(\gamma+1) z)^{\gamma} \geq 1+a z
$$

for $0 \leq z \leq 1$. Since the difference of both sides is a concave function of $z$ which vanishes at $z=0$, and is non-negative at $z=1$ (we recall that $a=2^{\gamma}-1$ ), the inequality is satisfied. In the case $y \geq 1 / 2$, (161) is

$$
\left\{\begin{array}{l}
2^{\gamma} \geq 1+a(2 y-1)^{\gamma} \\
2 y \geq 2 y-1
\end{array}\right.
$$

which is obviously satisfied.
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[^0]:    ${ }^{1}$ The point had been actually introduced much sooner by Doeblin and Fortet in [5], equation (2) and (3) page 143, but in a more specific context.

[^1]:    ${ }^{2}$ This would mean that $1_{X_{1} \in A}$ would be a deterministic non-constant function of the initial state $X_{0}$.

