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Since the middle of the 90s, multifractional processes have been introduced for overcoming some limita-
tions of the classical Fractional Brownian Motion model. In their context, the Hurst parameter becomes
a Hölder continuous function H(·) of the time variable t . Linear Multifractional Stable Motion (LMSM)
is the most known one of them with heavy-tailed distributions. Generally speaking, global and local sam-
ple path roughness of a multifractional process are determined by values of its parameter H(·); therefore,
since about two decades, several authors have been interested in their statistical estimation, starting from
discrete variations of the process. Because of complex dependence structures of variations, in order to show
consistency of estimators one has to face challenging problems.

The main goal of our article is to introduce, in the setting of the symmetric α-stable non-anticipative
moving average LMSM, where α ∈ (1,2), a new strategy for dealing with such kind of problems. It can
also be useful in other contexts. In contrast with previously developed strategies, this new one does not
require to look for sharp estimates of covariances related to functionals of variations. Roughly speaking,
it consists of expressing variations in such a way that they become independent random variables up to
negligible remainders. Thanks to it, we obtain, an almost surely and Lp(�), p ∈ (0,4], consistent estimator
of the whole function H(·), which converges, uniformly in t , and even for some Hölder norms. Also, we
obtain estimates for the rates of convergence. Such kind of strong consistency results in uniform and Hölder
norms are rather unusual in the literature on statistical estimation of functions.

Keywords: discrete variations; heavy-tailed distributions; laws of large numbers; statistical estimation of
functions; time changing Hurst parameter

1. Introduction

Fractional Brownian Motion (FBM) (see, e.g., [20,31,34]) is a quite classical random model for
real-life fractal signals. Although this model offers the advantage of simplicity, it lacks flexibility
and thus does not always fit with reality. One of the main reasons for limitations of FBM model
is that local fractal properties of its sample paths are not really allowed to evolve over time,
in other words roughness remains almost the same all along sample paths. This drawback is
mainly due to the constancy in time of H the Hurst parameter governing FBM. In order to
overcome it, various stochastic processes belonging to the so called multifractional class have
been introduced and studied since the middle of the 90s (see, e.g., [1,4,5,8,9,13–16,19,21–25,27,
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28,30,32,33,36–39]). Roughly speaking, the main idea behind this new class of processes is that
Hurst parameter becomes time changing, in other words a function H(·) depending on the time
variable t . In order to make statistical inference related to this functional parameter, one has to
face challenging problems due to complex dependence structures of multifractional processes.
Usually, in the statistical literature on this topic, it is assumed that the available observations
consist in a realization of a given multifractional process over a regular grid; estimators of H(t0),
the value of the Hurst function at some arbitrary fixed time t0, are built through discrete variations
of observations. Then for showing their consistency, the strategies which have been developed
so far, consist in looking for sharp estimates of covariances related to functionals of discrete
variations (see e.g. [3,6,10–12,17,18,29]). The main goal of our article, is to introduce a new
strategy which, roughly speaking, consists in expressing discrete variations in such a way that
they become independent random variables up to negligible remainders.

We focus on a typical multifractional process: the symmetric α-stable (SαS) non-anticipative
moving average Linear Multifractional Stable Motion (LMSM) denoted by {Y(t) : t ∈ [0,1]},
which was introduced by Stoev and Taqqu in [36]. Notice that, when α = 2, then, up to a deter-
ministic function, the process {Y(t) : t ∈ [0,1]} reduces to the Multifractional Brownian Motion
(MBM) introduced in [33]; we mention in passing that the latter centered Gaussian process and
the closely connected one introduced in [13] are the two most common multifractional processes.
We always assume that α belongs to the open interval (1,2), no further a priori knowledge on α

is required; notice that our results can easily be transposed to the Gaussian case α = 2.
The LMSM {Y(t) : t ∈ [0,1]} will be soon defined through a stochastic integral with re-

spect to Zα(ds), an arbitrary real-valued independently scattered SαS random measure on R

with Lebesgue measure as its control measure; the underlying probability space is denoted by
(�,F,P). For later purposes, it is useful to make some brief recalls concerning this integral;
the reader is referred to Chapter 3 in the book [34], for a detailed presentation of it. Gener-
ally speaking, the stochastic integral with respect to Zα(ds) is defined on the Lebesgue space
Lα(R); the integral of an arbitrary deterministic real-valued function f ∈ Lα(R) is denoted by∫
R

f (s)Zα(ds), in what follows we set I(f ) = ∫
R

f (s)Zα(ds). Let us mention that I(f ) is a real-
valued SαS random variable on (�,F,P); its characteristic function is given by exp(−|σξ |α),
for all ξ ∈ R. The scale parameter σ plays a role rather similar to that of the standard deviation
of a centered real-valued Gaussian random variable. Often, instead of σ , one prefers the notation
‖I(f )‖α for the scale parameter, since it satisfies

∥∥I(f )
∥∥

α
=

(∫
R

∣∣f (s)
∣∣α ds

)1/α

= ‖f ‖Lα(R). (1.1)

One of the main differences between I(f ) and a Gaussian random variable is that, for any positive
real number p, the absolute moment of order p of I(f ) is infinite, unless p ∈ (0, α); in the latter
case (see Proposition 1.2.17 in [34]), one has

E
(∣∣I(f )

∣∣p) = c(p)
∥∥I(f )

∥∥p

α
, (1.2)

where the finite positive constant c(p) denotes the absolute moment of order p of an arbitrary
real-valued SαS random variable with a scale parameter equals to 1. Before finishing our recalls,
let us emphasize that the independently scattered property of Zα(ds) will play a crucial role in
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our article; it means that: for each positive integer n and all functions f1, . . . , fn belonging to
Lα(R), the coordinates of the SαS random vector (I(f1), . . . , I(fn)) are independent random
variables as soon as the supports of f1, . . . , fn are disjoint up to Lebesgue-negligible sets.

Let us now turn to the definition of the LMSM {Y(t) : t ∈ [0,1]}. First, note that the associated
functional Hurst parameter H(·) is assumed to be defined on the compact interval [0,1] and with
values in an arbitrary fixed compact interval [H,H ] included in the open interval (1/α,1). We
impose to it in addition to satisfy, for some constant c, the following Hölder condition:

∀(t1, t2) ∈ [0,1]2,
∣∣H(t1) − H(t2)

∣∣ ≤ c|t1 − t2|ρH , (1.3)

where the order of Hölderianity ρH does not depend on (t1, t2) and is such that

1 ≥ ρH > H = sup
t∈[0,1]

H(t). (1.4)

Notice that such a Hölderianity assumption on functional Hurst parameter is very standard in the
literature on multifractional processes.

We are now in position to precisely define the SαS process {Y(t) : t ∈ [0,1]}.

Definition 1.1. The LMSM {Y(t) : t ∈ [0,1]} with Hurst functional parameter H(·), is defined,
for each t ∈ [0,1], as,

Y(t) = X
(
t,H(t)

)
, (1.5)

where {X(u,v) : (u, v) ∈ [0,1] × (1/α,1)} is the real-valued SαS random field on the probabil-
ity space (�,F,P), such that, for every (u, v) ∈ [0,1] × (1/α,1),

X(u,v) =
∫
R

{
(u − s)

v−1/α
+ − (−s)

v−1/α
+

}
Zα(ds). (1.6)

Recall that for all (x, κ) ∈ R
2,

(x)κ+ = xκ if x > 0 and (x)κ+ = 0 else. (1.7)

Remark 1.1. When the Hurst function is a constant, then LMSM reduces to Linear Fractional
Stable Motion (LFSM). Let us point out that LFSM is a quite classical self-similar stable stochas-
tic process with stationary increments, descriptions of its main properties can be found in [20,26,
34,40] for instance.

Remark 1.2. The field {X(u,v) : (u, v) ∈ [0,1] × (1/α,1)} is always identified with its version
with continuous sample paths constructed in [2] through random wavelet series. Thus, in view of
(1.5) and (1.3), the LMSM {Y(t) : t ∈ [0,1]} has continuous sample paths as well. Let us mention
that in addition to its continuity, the field {X(u,v) : (u, v) ∈ [0,1] × (1/α,1)} satisfies several
other nice properties; a quite useful one (see Corollary 3.1 in [2]) among them, is that its sample
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paths are Lipschitz functions with respect to v ∈ [H,H ] uniformly in u ∈ [0,1], that is one has1

A = sup

{ |X(u,v1) − X(u,v2)|
|v1 − v2| : u ∈ [0,1] and (v1, v2) ∈ [H,H ]2

}
< +∞. (1.8)

Notice that Theorem 10.5.1 on page 471 in [34] allows to obtain, for some constant c > 0 and all
positive real number z, the following control on the tail of the distribution of A:

P(A > z) ≤ cz−α; (1.9)

therefore, one has E(Aq) < +∞, for each real number q ∈ [0, α).

Remark 1.3. It is possible to define LMSM through (1.6) and (1.5), even when α is allowed to
belong to the whole interval (0,2] and one has H(t) ∈ (0,1) ∩ (0,1/α] for some t ’s (see [36]).
However, sample paths properties of such a LMSM are different from the one we consider in our
article. Indeed, as soon as there exists a t0 such that H(t0) < 1/α, then sample paths of LMSM
become discontinuous unbounded functions in any arbitrary small neighborhood of t0 (see [37]).
On the other hand, when H = inft∈[0,1] H(t) = 1/α, then it is not clear that LMSM has a version
with continuous sample paths and that the useful property (1.8) remains valid.

2. The main results: Their statements and some insights on
their proofs

The first issue, we will deal with, is the statistical estimation of the quantity

H(I) = min
t∈I

H(t), (2.1)

where I ⊆ [0,1] denotes an arbitrary fixed compact interval with non-empty interior. It is im-
portant to construct an almost surely and Lp(�) consistent estimator of H(I), at least for the
following two reasons.

1. This is for us a fundamental step in getting an almost surely and Lp(�), p ∈ (0,4], con-
sistent estimator of the whole function H(·), which converges, with respect to t ∈ [0,1], in the
uniform norm and even in some Hölder norms (see Definition 2.1, Theorems 2.3 and 2.4, and
their Corollaries 2.1 and 2.2).

2. The estimation of H(I) is interesting in its own right. Indeed, the method used in [7] in
order to almost surely determine Hausdorff dimension of a graph of a Linear Fractional Stable
Sheet, can be transposed to LMSM, and allows to show that 2 − H(I) is, with probability 1, the
Hausdorff dimension of its graph on I .

1Relation (1.8) is satisfied almost surely. Yet, throughout the present article, for sake of simplicity, we assume, without
loss of generality, that (1.8) holds on the whole probability space �.
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Before defining the statistical estimator of H(I), we mention that it is reminiscent of more
or less classical ones, previously introduced in somehow less general contexts; as for instance,
the Gaussian multifractional setting (see, e.g., [6,10–12,17,18,30]), and the setting of the Linear
Fractional Stable Motion with a constant Hurst parameter (see [35]). Our main concern is not
really to construct a new estimator, but to derive strong consistency results with a control, almost
surely and in Lp(�), p ∈ (0,4], on the rate of convergence. As far as we know, such kind of
results on the estimation of a Hurst function, or even a constant Hurst parameter, have not yet
been obtained in a context of heavy-tailed distributions.

Let us now turn to the precise definition of the estimator of H(I). To this end, we need to
introduce some notations. For any fixed real number β ∈ (0,1/4], one denotes by Tβ the function
from [0,+∞) into [2β/2,2β ] such that, for all x ∈ [0,+∞),

Tβ(x) = min
{
2β,max

{
x,2β/2}}. (2.2)

It can easily be seen that Tβ is a Lipschitz function:

∀(x1, x2) ∈ [0,+∞)2,
∣∣Tβ(x1) − Tβ(x2)

∣∣ ≤ |x1 − x2|. (2.3)

Throughout the article, the integer L ≥ 2 is arbitrary and fixed; moreover, the coefficients
a0, a1, . . . , aL are defined, for each l ∈ {0, . . . ,L}, as

al = (−1)L−l

(
L

l

)
= (−1)L−l L!

l!(L − l)! .

This finite sequence of real numbers (al)0≤l≤L will play a role rather similar to that of a filter
in signal processing. Observe that it has exactly L vanishing first moments, namely, for all q ∈
{0, . . . ,L − 1}, one has

L∑
l=0

lqal = 0
(
with the convention 00 = 1

)
, and

L∑
l=0

lLal 
= 0. (2.4)

The estimator for H(I) is built from a filtered version, through (al)0≤l≤L, of the discrete realiza-
tion {Y(k/N) : k ∈ {0, . . . ,N}} of Y the LMSM; the integer N ≥ L being large. More precisely, it
is built from the discrete variations {dN,k : k ∈ {0, . . . ,N −L}} defined, for all k ∈ {0, . . . ,N −L},
as

dN,k =
L∑

l=0

alY
(
(k + l)/N

) =
L∑

l=0

alX
(
(k + l)/N,H

(
(k + l)/N

))
, (2.5)

where the last equality results from (1.5). Since H(I) is only connected with the restriction to I

of Y , it seems natural to focus on the variations dN,k’s such that k/N ∈ I ; therefore we consider,
for each fixed N ≥ (L + 1)λ(I )−1, the set of indices

νN(I) = {
k ∈ {0, . . . ,N − L} : k/N ∈ I

}
. (2.6)
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The cardinality of νN(I) is denoted by |νN(I)|. Notice that |νN(I)| does not really depends on
the position of I , but mainly on λ(I), the Lebesgue measure (i.e., the length) of this interval.
More precisely, one has

Nλ(I) − L − 1 <
∣∣νN(I)

∣∣ ≤ Nλ(I) + 1; (2.7)

thus, as soon as N ≥ 2(L + 1)λ(I )−1, one gets that

Nλ(I)/2 <
∣∣νN(I)

∣∣ ≤ 7Nλ(I)/6. (2.8)

At last, one denotes by V
β
N (I), the empirical mean, of order β , defined as,

V
β
N (I) = ∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

|dN,k|β. (2.9)

The following theorem is the first main result of the article. It provides, for each compact interval
I ⊆ [0,1] with non-empty interior, an estimator of H(I) = mint∈I H(t) converging in all the
spaces Lp(�), with p ∈ (0,4]. Also, it provides, independently on the position of I , an estimate
of the rate of convergence in the Lp(�) metric.

Theorem 2.1. Assume that the Hurst function H(·) satisfies a Hölder condition as in (1.3)
and (1.4). Also assume that the real number β ∈ (0,1/4] and the integer L ≥ 2 are arbitrary.
Let I ⊆ [0,1] be an arbitrary fixed compact interval with non-empty interior, and let N ≥ 3 be
an arbitrary integer such that

λ(I) ≥ 4(L + 1)N−1(logN)2. (2.10)

One sets

Ĥ
β
N(I ) = β−1 log2

(
Tβ

(
V

β
N (I)

V
β

2N(I)

))
, (2.11)

where the function Tβ(·) is as in (2.2). Then, for any fixed real number p ∈ (0,4], one has

cE
(∣∣∣Ĥ β

N(I ) − min
t∈I

H(t)

∣∣∣p)
≤ min

{(
log logN

logN

)p

,λ(I )pρH

}
+ N−pβ(ρH −supt∈[0,1] H(t)) (2.12)

+ N−p�(L,β,p)(logN)8(1−�(L,β,p))λ(I )−4(1−�(L,β,p)) max
{
λ(I)2,N−(p+4)�(L,β,p)

}
,

where

�(L,β,p) = 2β(L − 1)

(p + 4)β(L − 1) + 2(p + 1)
, (2.13)

and where c is a positive (deterministic) constant not depending on N , I , and p.
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Notice that, (2.2) implies that the random variable Ĥ
β
N(I ) is always with values in the in-

terval [1/2,1]. This is coherent with the assumption that all the values of H(·) belongs to
[H,H ] ⊂ (1/α,1) ⊂ (1/2,1). Also, notice that, throughout the article the natural logarithm (i.e.,
the Naperian logarithm) is denoted by log and the binary logarithm (i.e. to base 2) by log2.

The following theorem is the second main result of the article. Under an additional condition
(see (2.14) in the theorem), it shows that not only the convergence of Ĥ

β
N(I ) to mint∈I H(t)

holds Lp(�), p ∈ (0,4], but also almost surely. As well, it gives an estimate of the almost sure
rate of convergence.

Theorem 2.2. Under the same assumptions as in Theorem 2.1 and the additional condition

L >
2

β
+ 1, (2.14)

there exists an almost surely finite random variable C > 0, not depending on N , such that the
following inequality holds almost surely

∣∣Ĥ β
N(I ) − min

t∈I
H(t)

∣∣ ≤ C
log logN

logN
. (2.15)

Let us briefly outline the four main steps of the proof of Theorem 2.2; that of Theorem 2.1
follows a more or less similar strategy.

1. For the sake of convenience, rather than directly working with V
β
N (I) (see (2.9)), it is better

to work with its approximation Ṽ
β
N (I ), defined through (3.1). Lemma 3.3 provides an almost

sure control of the error stemming from replacing V
β
N (I) with Ṽ

β
N (I ).

2. The important Lemma 3.1 is the keystone of the proof. It provides, for any arbitrary fixed
real number η > 0, a nice upper bound for the probability

P

(∣∣∣∣ Ṽ
β
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
.

Notice that, in order to derive it, among other things, we make use of a Markov inequality which
requires the fourth moment of Ṽ

β
N (I ) to be finite. This is why, the |dN,k|’s in (2.9) and the |d̃N,k|’s

in (3.1) are raised to the power β ∈ (0,1/4]. The parameter β is no further specified, for the sake
of generality.

3. Lemma 4.1, whose proof relies on Lemma 3.1, shows that, when N goes to +∞, the
asymptotic behavior of the random variable Ṽ

β
N (I ) is, almost surely, equivalent to that of its

expectation E(Ṽ
β
N (I )); this is, in some sense, a strong law of large numbers. Also, the lemma

provides an almost sure control of the error stemming from replacing Ṽ
β
N (I ) with E(Ṽ

β
N (I )).

4. In view of the three previous steps, it turns out that, when N goes to +∞, the asymp-
totic behavior of the random ratio V

β
N (I)/V

β

2N(I) is, almost surely, equivalent to that of the

deterministic ratio E(Ṽ
β
N (I ))/E(Ṽ

β

2N(I)). Also, an almost sure control of the error stemming
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from replacing V
β
N (I)/V

β

2N(I) with E(Ṽ
β
N (I ))/E(Ṽ

β

2N(I)) is available. Notice that in the par-
ticular case of a LFSM, where the Hurst function H(·) is a constant denoted by H , using
the self-similarity and the stationarity of increments of this process, it can be easily seen that
E(Ṽ

β
N (I ))/E(Ṽ

β

2N(I)) = 2βH . In the general case of a LMSM, Lemma 4.2 shows that this ratio
converges to 2βH(I), also the lemma provides an estimate for the rate of convergence.

The second issue, we will deal with, is the statistical estimation of the whole function H(·). It
is worth mentioning that the estimator, we will soon construct, will be almost surely and Lp(�),
p ∈ (0,4], consistent; moreover, its convergence will hold uniformly in t ∈ [0,1], and even for
some Hölder norms. Note in passing that the uniform norm on [0,1] of an arbitrary real-valued
function f , bounded on this interval, is denoted by ‖f ‖∞, and defined, as,

‖f ‖∞ = sup
t∈[0,1]

∣∣f (t)
∣∣. (2.16)

Also, for any fixed real number b ∈ (0,1], we set

‖f ‖Hölder
b = ‖f ‖∞ + sup

0≤t1<t2≤1

|f (t1) − f (t2)|
|t1 − t2|b ; (2.17)

when it is finite, this quantity is called the Hölder norm of f of order b.
Before giving a formal definition of the estimator, let us explain, in a few sentences, its way

of construction. Assume that the arbitrary real number θN ∈ (0,1/2] converges to zero at a con-
venient rate (see (2.25) and (2.29)), when N goes to +∞. One sets MN = [θ−1

N ] − 1, where [·]
is the integer part function, and one splits the interval [0,1] into a finite sequence (IN,n)0≤n≤MN

of compact subintervals with the same length θN (except the last one IN,MN
having a length

between θN and 2θN ). Then, the estimator of H(·) is denoted by H̃
β
N,θN

(·), and obtained as the
linear interpolation between the MN + 2 random points having the coordinates(

0, Ĥ
β
N(IN,0)

)
, . . . ,

(
(MN − 1)θN , Ĥ

β
N(IN,MN−1)

)
,
(
MNθN, Ĥ

β
N(IN,MN

)
)
,
(
1, Ĥ

β
N(IN,MN

)
)
,

where, for all n ∈ {0, . . . ,MN }, Ĥ
β
N(IN,n) is given by (2.11) with I = IN,n. Notice that the

ordinate of the last point is assumed to be the same as that of the previous one. This weak
assumption comes from the fact that the set of the indices t of LMSM has been restricted to the
interval [0,1]; it does not significantly alter the results on the estimation of H(·) on this interval.
Let us now define the estimator H̃

β
N,θN

(·) in a formal and very precise way.

Definition 2.1. Assume that the real number β ∈ (0,1/4] and the integer L ≥ 2 are arbitrary
and fixed. The integer N0 is defined as

N0 = min
{
N ∈ N : 0 < 9(L + 1)N−1(logN)2 ≤ 1

}
, (2.18)

which implies that N0 > 9(L + 1). Let (θN)N≥N0 be an arbitrary sequence of real numbers
converging to zero and satisfying, for all N ≥ N0,

4(L + 1)N−1(logN)2 ≤ θN ≤ 2−1. (2.19)



Uniformly and strongly consistent estimation for the Hurst function 1373

For each n ∈ {0, . . . , [θ−1
N ] − 1}, we denote by IN,n the compact subinterval of [0,1], defined as,

IN,n = [
nθN, (n + 1)θN

]
when n ≤ [

θ−1
N

] − 2, and
(2.20)

I
N,[θ−1

N ]−1 = [([
θ−1
N

] − 1
)
θN,1

]
.

At last, for every integer N ≥ N0, we denote by {H̃ β
N,θN

(t) : t ∈ [0,1]} the stochastic process with
continuous piecewise linear paths, defined as:

H̃
β
N,θN

(t) = Ĥ
β
N(I

N,[θ−1
N ]−1), for all t ∈ I

N,[θ−1
N ]−1, (2.21)

and, for every n ∈ {0, . . . , [θ−1
N ] − 2} and t ∈ IN,n, as:

H̃
β
N,θN

(t) = (
1 − θ−1

N (t − nθN)
)
Ĥ

β
N(IN,n) + θ−1

N (t − nθN)Ĥ
β
N(IN,n+1). (2.22)

Notice that, for all n ∈ {0, . . . , [θ−1
N ] − 1}, the estimator Ĥ

β
N(IN,n) for H(IN,n) (see (2.1)) is

defined through (2.11) with I = IN,n. Also, notice that, in view of (2.21), (2.22), and the fact that

Ĥ
β
N(IN,n) ∈ [1/2,1], for any n ∈ {0, . . . , [θ−1

N ] − 1}, it can easily be shown that

∀N ≥ N0,∀(t1, t2) ∈ [0,1]2,
∣∣H̃ β

N,θN
(t1) − H̃

β
N,θN

(t2)
∣∣ ≤ θ−1

N |t1 − t2|. (2.23)

The following theorem is the third main result of the article. It provides, uniformly in p ∈
(0,4], an upper bound on the estimation error E(‖H̃ β

N,θN
− H‖p∞). Thus, when N goes to +∞,

it turns out that this error converges to zero, as long as the condition (2.25), in the theorem, is
satisfied.

Theorem 2.3. We impose to H(·), β ∈ (0,1/4], and L the same hypotheses as in Theorem 2.1;
moreover we use the same notations as in Definition 2.1. Then, there is a deterministic constant
c > 0 such that, for every real number p ∈ (0,4], and integer N ≥ N0 satisfying (2.19), one has

cE
(∥∥H̃

β
N,θN

− H
∥∥p

∞
)

≤ (θN)pρH + N−pβ(ρH −supt∈[0,1] H(t)) (2.24)

+ N−p�(L,β,p)(logN)8(1−�(L,β,p))θ
−4(5/4−�(L,β,p))
N max

{
θ2
N,N−(p+4)�(L,β,p)

}
,

where the norm ‖ · ‖∞ is as in (2.16), and the quantity �(L,β,p) as in (2.13). Therefore, as
long as the sequence (θN)N≥N0 satisfies

lim
N→+∞ θN = 0 and lim

N→+∞N
p�(L,β,p)

3−4�(L,β,p) θN = +∞, (2.25)

the estimation error E(‖H̃ β
N,θN

− H‖p∞) converges to zero when N goes to +∞.

Remark 2.1. Assume that the integer N ≥ N0 is arbitrary. What follows, easily results from
Definition 2.1 and the triangle inequality.
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(i) For all t ∈ I
N,[θ−1

N ]−1, one has,∣∣H̃ β
N,θN

(t) − H(t)
∣∣ ≤ ∣∣Ĥ β

N(I
N,[θ−1

N ]−1) − H(I
N,[θ−1

N ]−1)
∣∣ + ∣∣H(I

N,[θ−1
N ]−1) − H(t)

∣∣;
(ii) for each n ∈ {0, . . . , [θ−1

N ] − 2} and t ∈ IN,n, one has,∣∣H̃ β
N,θN

(t) − H(t)
∣∣ ≤ ∣∣Ĥ β

N(IN,n) − H(IN,n)
∣∣ + ∣∣Ĥ β

N(IN,n+1) − H(IN,n+1)
∣∣

+ ∣∣H(IN,n) − H(t)
∣∣ + ∣∣H(IN,n+1) − H(t)

∣∣.
Then, using Definition 2.1, (2.1), (1.3), and (2.16), one gets that∥∥H̃

β
N,θN

− H
∥∥∞ ≤ c

(
θ

ρH

N + max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣), (2.26)

where the inequality holds on the whole probability space �, and c > 0 is a deterministic constant
not depending on N .

Remark 2.2. It can easily be seen that Theorem 2.3 results from the inequality (2.26) and the
following proposition.

Proposition 2.1. We use the same notations as in Definition 2.1 and Theorem 2.3. Then, under
the same assumptions as in this theorem, for any integer N ≥ N0, one has,

cE
(

max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣p)
≤ min

{(
log logN

logN

)p

, (θN)pρH

}
+ N−pβ(ρH −supt∈[0,1] H(t)) (2.27)

+ N−p�(L,β,p)(logN)8(1−�(L,β,p))θ
−4(5/4−�(L,β,p))
N max

{
θ2
N,N−(p+4)�(L,β,p)

}
,

where c > 0 is a deterministic constant not depending on N and p.

The strategy of the proof of Proposition 2.1 will be rather similar to that of the proof of Theo-
rem 2.1. Let us now make a useful remark concerning the rate of convergence, for the estimator
H̃

β
N,θN

(·), provided by Theorem 2.3.

Remark 2.3. In view of the inequality (2.24), for the rate of vanishing of the estimation error
E(‖H̃ β

N,θN
− H‖p∞) be a power function of N , one can take, for every N ≥ N0,

θN = κ0N
−ζp�(L,β,p) + 4(L + 1)N−1(logN)2,

where the normalizing constant

κ0 = 2−1(L + 1)N−1
0 (logN0)

2 (2.28)
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is chosen so that (2.19) holds, and where ζ is an arbitrary parameter satisfying 0 < ζ < (3 −
4�(L,β,p))−1. When the index ρH (see (1.3)) is assumed to be known,2 the optimal choice for
ζ is then ζ = (3 − 4�(L,β,p) + pρH )−1. Indeed, for the latter choice, the rate of vanishing for
the estimation error, provided by (2.24), reduces to

E
(∥∥H̃

β
N,θN

− H
∥∥p

∞
) = O

(
N

− p2�(L,β,p)ρH
3−4�(L,β,p)+pρH (logN)8(1−�(L,β,p)) + N−pβ(ρH −supt∈[0,1] H(t))

)
.

Observe that when p = 1 and βL is large enough, then using (2.13) one gets that

�(L,β,1) 
 2

5
and

�(L,β,1)ρH

3 − 4�(L,β,1) + ρH


 2ρH

7 + 5ρH

and 8
(
1 − �(L,β,p)

) 
 24

5
.

The following theorem is the fourth main result of our article. Under the same assumptions
as in Theorem 2.3 and the additional conditions (2.14) and (2.29), it shows that, when N goes
+∞, not only the estimation error ‖H̃ β

N,θN
− H‖∞ converges to zero in the Lp(�) spaces,

with p ∈ (0,4], but also almost surely. As well, it gives an estimate of the almost sure rate of
convergence.

Theorem 2.4. We suppose that H(·), β , and L satisfy the same hypotheses as in Theorem 2.1,
and that (2.14) holds; moreover we use the same notations as in Definition 2.1. Let us assume in
addition that

lim
N→+∞ θN = 0 and lim

N→+∞N
β(L−1)−2
4β(L−1)+2 θN = +∞. (2.29)

Then, there exists a positive and almost surely finite random variable C > 0, such that one has
almost surely for all integer N ≥ N0∥∥H̃

β
N,θN

− H
∥∥∞ ≤ C

(
θ−1
N N

− β(L−1)−2
4β(L−1)+2 + N−β(ρH −supt∈[0,1] H(t)) + θ

ρH

N

)
. (2.30)

Remark 2.4. In a Gaussian setting more general than that of MBM, almost surely uniformly
convergent estimators of the whole Hurst function H(·) have already been obtained in [10].

Remark 2.5. It can easily be seen that Theorem 2.4 results from the inequality (2.26) and the
following proposition.

Proposition 2.2. We use the same notations as in Definition 2.1 and Theorem 2.4. Then, under
the same assumptions as in this theorem, there exists a finite random variable C > 0, such that
one has almost surely for all N large enough,

max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣
(2.31)

≤ C

(
θ−1
N N

− β(L−1)−2
4β(L−1)+2 + N−β(ρH −supt∈[0,1] H(t)) + min

{
log logN

logN
,θ

ρH

N

})
.

2For instance, in the article [12], it has been imposed to H(·) to be continuously differentiable, then, one has ρH = 1.
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The strategy of the proof of Proposition 2.2 will be rather similar to that of the proof of Theo-
rem 2.2. Let us now make a useful remark concerning the rate of convergence, for the estimator
H̃

β
N,θN

(·), provided by Theorem 2.4.

Remark 2.6. In view of (2.30), for the almost sure rate of vanishing of the estimation error
‖H̃ β

N,θN
− H‖∞ be a power function of N , one can take, for every N ≥ N0,

θN = κ0N
− ζ(β(L−1)−2)

4β(L−1)+2 + 4(L + 1)N−1(logN)2,

where the normalizing constant κ0 is as in (2.28), and where ζ is an arbitrary parameter belonging
to the interval (0,1). When the index ρH (see (1.3)) is assumed to be known, the optimal choice
for ζ is then ζ = (1 + ρH )−1. Indeed, for the latter choice, the almost sure rate of vanishing for
the estimation error, provided by (2.30), reduces to∥∥H − H̃

β
N,θN

∥∥∞ =O
(
N

− ρH (β(L−1)−2)

(1+ρH )(4β(L−1)+2) + N−β(ρH −supt∈[0,1] H(t))
)
.

Observe that when βL is large enough, then

ρH (β(L − 1) − 2)

(1 + ρH )(4β(L − 1) + 2)

 ρH

4(1 + ρH )
.

The latter estimate, compared with the ones given at the end of Remark 2.3, somehow reveals
that the almost sure rate of vanishing of the estimation error ‖H − H̃

β
N,θN

‖∞ is slower than its

L1(�) rate of convergence to 0. This is not very surprising, since, in general, convergence in
Lp(�), p ∈ (0,+∞), is less demanding than almost sure convergence.

So far, we have shown that the almost sure and Lp(�), p ∈ (0,4], consistency of the estimator
H̃

β
N,θN

(·) holds in terms of the uniform norm ‖ · ‖∞, defined through (2.16). In fact, without a lot
of extra work, this consistency can also be obtained, for some indices b, in terms of the Hölder
norm ‖ · ‖Hölder

b , defined through (2.17). Moreover the bounds (2.24) and (2.30), for controlling

the Lp(�) and almost sure rates of convergence of H̃
β
N,θN

(·), can be extended to the setting
of this norm. In order to do so, one still has a lot of freedom on the choice of the form of the
sequence (θN)N≥N0 ; however, for the sake of simplicity, we will assume, in the sequel, that it is
of a logarithmic form.

The following result is a consequence of (2.23) and of Theorem 2.3.

Corollary 2.1. We use the same notations as in Theorem 2.3 and Definition 2.1. We assume that
the hypotheses of this theorem are satisfied, and that, for all N ≥ N0,

θN = κ0(logN)−1 + 4(L + 1)N−1(logN)2, (2.32)

where the constant κ0 was defined in (2.28). Let ρH be as in (1.3) and b be an arbitrary fixed
real number such that

0 < b <
ρH

1 + ρH

. (2.33)
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Then, for any fixed real numbers β ∈ (0,1/4] and p ∈ (0,4], the estimation error E((‖H̃ β
N,θN

−
H‖Hölder

b )p) vanishes at a logarithmic rate, when N goes to +∞.

The following result is a consequence of (2.23) and of Theorem 2.4.

Corollary 2.2. We use the same notations as in Theorem 2.4 and Definition 2.1. We assume
that the hypotheses of this theorem are satisfied, and that θN is defined through (2.32), for all
N ≥ N0. Let b be an arbitrary fixed real number satisfying (2.33). Then, for any fixed real number
β ∈ (0,1/4], the estimation error ‖H̃ β

N,θN
− H‖Hölder

b vanishes almost surely at a logarithmic
rate, when N goes to +∞.

We will only give the proof of Corollary 2.2 since that of Corollary 2.1 can be done in a similar
way.

Proof of Corollary 2.2. Let w0 be the real number, strictly greater than 1, defined as w0 =
1 + ρH . We know from the second inequality in (2.33) that ρH > w0b and w0(1 − b) > 1. Thus,
in view of (2.30) and (2.32), in order to obtain the corollary, it is enough to prove that, almost
surely, one has,∥∥H̃

β
N,θN

− H
∥∥Hölder

b
=O

(
θ

w0(1−b)−1
N + θ

w0(ρH −b)
N + θ

−w0b
N

∥∥H̃
β
N,θN

− H
∥∥∞

)
. (2.34)

To this end, in view of (2.17), one needs to conveniently bound, from above, the quantity

ϕb(t1, t2) = |H̃ β
N,θN

(t1) − H̃
β
N,θN

(t2) − H(t1) + H(t2)|
|t1 − t2|b , (2.35)

where t1 and t2 are two arbitrary real numbers satisfying 0 ≤ t1 < t2 ≤ 1. It follows from (2.35),
(2.23), and (1.3), that

ϕb(t1, t2) ≤ θ−1
N |t1 − t2|1−b + c|t1 − t2|ρH −b,

where c is the same constant as in (1.3). Therefore, we get that

ϕb(t1, t2) ≤ θ
w0(1−b)−1
N + cθ

w0(ρH −b)
N , when |t1 − t2| < θ

w0
N . (2.36)

On the other hand, (2.35), (2.16), and the triangle inequality clearly imply that

ϕb(t1, t2) ≤ 2|t1 − t2|−b
∥∥H̃

β
N,θN

− H
∥∥∞.

Therefore, we obtain that

ϕb(t1, t2) ≤ 2θ
−w0b
N

∥∥H̃
β
N,θN

− H
∥∥∞, when |t1 − t2| ≥ θ

w0
N . (2.37)

Finally, putting together (2.17), (2.35), (2.36), and (2.37), it follows that (2.34) holds. �

The remaining of our article is organized in the following way. The third section provides the
keystone of the proofs of the main results, and the other two sections are devoted to their proofs
in themselves.
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3. The keystone

Let I ⊆ [0,1] be an arbitrary compact interval having a positive Lebesgue measure λ(I) (in
other words, I has a non-empty interior), and let N be an arbitrary integer such that N ≥ (L +
1)λ(I )−1. The non-empty set νN(I) is as in (2.6), and |νN(I)| is its cardinality. We denote by
Ṽ

β
N (I ) the approximation of V

β
N (I) (see (2.9)) defined as

Ṽ
β
N (I ) = ∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

|d̃N,k|β, (3.1)

where

d̃N,k =
L∑

l=0

alX
(
(k + l)/N,H(k/N)

)
. (3.2)

The main goal of the present section is to show the following lemma; let us point out that this
lemma is the keystone of the proofs of the main results of the article.

Lemma 3.1. For any fixed integer L ≥ 2 and real number β ∈ (0,1/4], there is a constant c > 0
satisfying the following property: for all compact interval I ⊆ [0,1] with non-empty interior, and
for each real numbers δ ∈ (0,1) and η > 0, the inequality

P

(∣∣∣∣ Ṽ
β
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
≤ cη−1N−δβ(L−H(I))(logN)2

(3.3)

+ cη−4
(

N−2(1−δ)

λ(I )2
+ N−4(1−δ)

λ(I )4
+ N−4δβ(L−H(I))

)
(logN)8

holds, for every integer N ≥ 4 which satisfies (2.10). Recall that H(I) is defined through (2.1).

Before focusing on the proof of the lemma, we precisely explain the reason why it is better
to work with Ṽ

β
N (I ) rather than with V

β
N (I), also we provide an almost sure control of the error

stemming from replacing V
β
N (I) with Ṽ

β
N (I ). The d̃N,k’s, through which Ṽ

β
N (I ) is defined, offer

the advantage to have a stable stochastic integral representation which is rather convenient to
handle. More precisely, one can derive from (1.6), (3.2), (2.4), (1.7) and easy computations, that

d̃N,k = N−(H(k/N)−1/α)

∫ N−1(k+L)

−∞
�α

(
Ns − k,H(k/N)

)
Zα(ds), (3.4)

where �α is the real-valued continuous function, defined, for all (u, v) ∈R× (1/α,1), as,

�α(u, v) =
L∑

l=0

al(l − u)
v−1/α
+ . (3.5)
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Observe that for any fixed v ∈ (1/α,1), the function �α(·, v) can almost be viewed as a com-
pactly supported function in the variable u, since it satisfies the following two nice localization
properties.

Proposition 3.1. One has

supp
(
�α(·, v)

) ⊆]−∞,L], for all fixed v ∈ (1/α,1), (3.6)

and

c = sup
{(

1 + L + |u|)L+1/α−v∣∣�α(u, v)
∣∣ : (u, v) ∈]−∞,L] × (1/α,1)

}
< +∞. (3.7)

Proof. The inclusion (3.6) is a straightforward consequence of (3.5) and (1.7). The inequal-
ity (3.7) holds when the supremum is restricted to (u, v) ∈ [−2L,L] × (1/α,1), since by using
(3.5) and (1.7), one gets that

(
1 + L + |u|)L+1/α−v∣∣�α(u, v)

∣∣ ≤ (1 + 3L)L
L∑

l=0

|al | < +∞.

So, it remains to show that the inequality (3.7) holds when the supremum is restricted to (u, v) ∈
(−∞,−2L) × (1/α,1). By using (3.5) and (1.7) one has,

∣∣�α(u, v)
∣∣ = |u|v−1/α

L∑
l=0

alf
(
lu−1, v

)
, (3.8)

where f is the C∞ function on (−1,1) × (−2,2), defined for all (y, v) ∈ (−1,1) × (−2,2), as
f (y, v) = (1 − y)v−1/α . Then noticing that z = u−1 belongs to (−2−1L−1,0), one can easily
derive from (3.8) and Lemma 3.2 below, that

sup
{(

1 + L + |u|)L+1/α−v∣∣�α(u, v)
∣∣ : (u, v) ∈]−∞,−2L) × (1/α,1)

}
< +∞. �

Lemma 3.2. Assume that y0 and v0 are two arbitrary and fixed positive real numbers. Let f be
an arbitrary real-valued C∞ function on (−y0, y0) × (−v0, v0) and let g be the C∞ function on
(−L−1y0,L

−1y0) × (−v0, v0) defined for all (z, v) ∈ (−L−1y0,L
−1y0) × (−v0, v0) as

g(z, v) =
L∑

l=0

alf (lz, v).

Then, one has for every (z, v) ∈ [−2−1L−1y0,2−1L−1y0] × [−2−1v0,2−1v0],∣∣g(z, v)
∣∣ ≤ c|z|L,

where c is the finite constant defined as

c = (L!)−1 sup
{∣∣(∂L

z g
)
(z, v)

∣∣ : (z, v) ∈ [−2−1L−1y0,2−1L−1y0
] × [−2−1v0,2−1v0

]}
.
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Proof. Assume that v ∈ [−2−1v0,2−1v0] is arbitrary and fixed. Applying Taylor formula to the
function z �→ g(z, v), it follows that for all z ∈ [−2−1L−1y0,2−1L−1y0]

g(z, v) =
(

L−1∑
q=0

(∂
q
z g)(0, v)

q! zq

)
+ (∂L

z g)(θ, v)

L! zL, (3.9)

where θ ∈ (−2−1L−1y0,2−1L−1y0). Next, observe that for each z ∈ (−L−1y0,L
−1y0) and q ∈

Z+ one has

(
∂

q
z g

)
(z, v) =

L∑
l=0

lqal

(
∂

q
y f

)
(lz, v),

therefore

(
∂

q
z g

)
(0, v) = (

∂
q
y f

)
(0, v)

(
L∑

l=0

lqal

)
.

Thus, in view of (2.4), for all q ∈ {0, . . . ,L − 1}, (∂
q
z g)(0, v) = 0. Finally, combining the latter

equality with (3.9), one gets the lemma. �

The following lemma provides, independently on I , an almost sure control of the error stem-
ming from replacing V

β
N (I) with Ṽ

β
N (I ).

Lemma 3.3. There exists a positive random variable C∗, not depending on I , such that the
inequality ∣∣V β

N (I) − Ṽ
β
N (I )

∣∣ ≤ C
β∗ N−βρH , (3.10)

holds, for all N ≥ 2(L + 1)λ(I )−1, on the whole probability space �. Moreover, one has, for
some finite constant c∗ > 0 and every positive real number z, the following control on the tail of
the distribution of C∗,

P(C∗ > z) ≤ c∗z−α. (3.11)

As a straightforward consequence one has E(C
q∗ ) < +∞, for each real number q ∈ [0, α).

Proof. First, observe that using (2.9), (3.1) and the inequality

∀x, y ∈R,
∣∣|x|β − |y|β ∣∣ ≤ |x − y|β, (3.12)

one gets that ∣∣V β
N (I) − Ṽ

β
N (I )

∣∣ ≤ ∣∣νN(I)
∣∣−1 ∑

k∈νN (I)

|dN,k − d̃N,k|β. (3.13)
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On the other hand, in view of (2.5) and (3.2), one has

dN,k − d̃N,k =
L∑

l=0

al

(
X

(
(k + l)/N,H

(
(k + l)/N

)) − X
(
(k + l)/N,H(k/N)

))
.

Thus, (1.8) implies that

|dN,k − d̃N,k| ≤ A

L∑
l=0

|al |
∣∣H (

(k + l)/N
) − H(k/N)

∣∣. (3.14)

Next, putting together (1.3), (3.13) and (3.14), it follows that the inequality (3.10) is satisfied
when

C∗ = cA

(
L∑

l=1

l|al |
)

, (3.15)

where c is the same constant as in (1.3). Finally, in view of (1.9) and (3.15), it is clear that (3.11)
holds. �

From now on, we focus on the proof of Lemma 3.1; first, we explain the main idea behind
it. The main difficulty in the proof is that the random variables d̃N,k (see (3.4)) have a complex
dependence structure. In order to precisely explain our main idea for overcoming this difficulty,
we need to introduce a few notations. Assume that δ ∈ (0,1) is fixed and that eN = eN(δ) is the
positive integer defined as

eN = [
Nδ

]
. (3.16)

In view of (3.4), d̃N,k can be expressed as

d̃N,k = d̃
1,δ
N,k + d̃

2,δ
N,k, (3.17)

where

d̃
1,δ
N,k = N−(H(k/N)−1/α)

∫ N−1(k+L)

N−1(k−eN+L)

�α

(
Ns − k,H(k/N)

)
Zα(ds) (3.18)

and

d̃
2,δ
N,k = N−(H(k/N)−1/α)

∫ N−1(k−eN+L)

−∞
�α

(
Ns − k,H(k/N)

)
Zα(ds). (3.19)

In order to clarify the importance of the decomposition (3.17), let us introduce for each fixed
r ∈ {0, . . . , eN − 1}, the set of indices JN,r defined as

JN,r = {
k ∈ νN(I) : ∃q ∈ Z+ s.t. k = qeN + r

}; (3.20)
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in other words, JN,r is the set of the k’s belonging to νN(I) which are congruent to r modulo eN .
Observe that

νN(I) =
eN−1⋃
r=0

JN,r (disjoint union), (3.21)

also observe that the fact that δ ∈ (0,1) implies that all the JN,r ’s are non-empty when N is large
enough.

The decomposition (3.17) will play a key role in the proof of Lemma 3.1, since, for each fixed
r ∈ {0, . . . , eN −1}, {d̃1,δ

N,k : k ∈ JN,r } is a finite sequence of independent random variables. Thus,
setting

Ṽ
β,1,δ
N (I ) = ∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

∣∣d̃1,δ
N,k

∣∣β, (3.22)

it is less difficult to bound from above the probability

P

(∣∣∣∣ Ṽ
β,1,δ
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
, (3.23)

than to obtain, in a direct way, an upper bound for the probability

P

(∣∣∣∣ Ṽ
β
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
,

which figures in the left-hand side of (3.3). An appropriate upper bound of the probability (3.23)
is provided by Lemma 3.4 below. Moreover, for all η > 0, one has

P

(∣∣∣∣ Ṽ
β
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
≤ P

(∣∣∣∣ Ṽ
β,1,δ
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ >
η

2

)
+ P

(
Ṽ

β,2,δ
N (I )

E(Ṽ
β
N (I ))

>
η

2

)
, (3.24)

where

Ṽ
β,2,δ
N (I ) = ∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

∣∣d̃2,δ
N,k

∣∣β. (3.25)

Notice that (3.24) easily follows from the inequalities

Ṽ
β,1,δ
N (I ) − Ṽ

β,2,δ
N (I ) ≤ Ṽ

β
N (I ) ≤ Ṽ

β,1,δ
N (I ) + Ṽ

β,2,δ
N (I ),

which in turn are obtained by using the triangle inequality, (3.1), (3.17), (3.22), (3.25), (3.12),
and the inequality

∀x, y ∈R,
(|x| + |y|)β ≤ |x|β + |y|β. (3.26)

The following remark provides the way to obtain Lemma 3.1.
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Remark 3.1. Lemma 3.1 is a straightforward consequence of the inequality (3.24) and the fol-
lowing two lemmas.

Lemma 3.4. For any fixed integer L ≥ 2 and real number β ∈ (0,1/4], there is a constant c > 0
having the following property: for all compact interval I ⊆ [0,1] with non-empty interior, and
for each real numbers δ ∈ (0,1) and η > 0, the inequality

P

(∣∣∣∣ Ṽ
β,1,δ
N (I )

E(Ṽ
β
N (I ))

−1

∣∣∣∣ > η

)
≤ cη−4

(
N−2(1−δ)

λ(I )2
+ N−4(1−δ)

λ(I )4
+N−4δβ(L−H(I))

)
(logN)8 (3.27)

holds, for every integer N ≥ 4 which satisfies (2.10).

Lemma 3.5. For any fixed integer L ≥ 2 and real number β ∈ (0,1/4], there is a constant c > 0
satisfying the following property: for all compact interval I ⊆ [0,1] with non-empty interior, and
for each real numbers δ ∈ (0,1) and η > 0, the inequality

P

(
Ṽ

β,2,δ
N (I )

E(Ṽ
β
N (I ))

> η

)
≤ cη−1N−δβ(L−H(I))(logN)2 (3.28)

holds, for every integer N ≥ 4 which satisfies (2.10).

From now on, our goal is to derive Lemmas 3.4 and 3.5. To this end, we need some preliminary
results. We mention in passing that for obtaining Lemma 3.4 more work is required than for
Lemma 3.5.

Lemma 3.6. There exist two constants 0 < c2 ≤ c1, such that, for every integers N ≥ L and
0 ≤ k ≤ N − L, one has

c2N
−H(k/N) ≤ ‖d̃N,k‖α ≤ c1N

−H(k/N), (3.29)

where ‖d̃N,k‖α is the scale parameter of the SαS random variable d̃N,k .

The proof of Lemma 3.6 mainly relies on the following lemma.

Lemma 3.7. The nonnegative function v �→ ‖�α(·, v)‖Lα(R) is finite and Lipschitz continuous
on (1/α,1) that is, there is a finite constant c0 > 0 such that the inequality∣∣∥∥�α(·, v2)

∥∥
Lα(R)

− ∥∥�α(·, v1)
∥∥

Lα(R)

∣∣ ≤ c0|v2 − v1| (3.30)

holds, for all v1, v2 ∈ (1/α,1). Moreover, the continuity of this function entails that

c1 = max
v∈[H,H ]

∥∥�α(·, v)
∥∥

Lα(R)
< +∞; (3.31)
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on the other hand, one has

c2 = min
v∈[H,H ]

∥∥�α(·, v)
∥∥

Lα(R)
> 0. (3.32)

Recall that the compact interval [H,H ] ⊂ (1/α,1) is the range H([0,1]) of the function H(·).

Proof. The finiteness on (1/α,1) of the function v �→ ‖�α(·, v)‖Lα(R) is a straightforward con-
sequence of (3.6) and (3.7). Let us show that it is Lipschitz continuous on this interval. Assume
that v1, v2 ∈ (1/α,1) are arbitrary and satisfy v1 < v2. It follows from the triangle inequality,
(3.5) and (1.7) that∣∣∥∥�α(·, v2)

∥∥
Lα(R)

− ∥∥�α(·, v1)
∥∥

Lα(R)

∣∣
≤ ∥∥�α(·, v2) − �α(·, v1)

∥∥
Lα(R)

=
(∫ L

−∞

∣∣∣∣∣
L∑

l=0

al(l − u)
v2−1/α
+ −

L∑
l=0

al(l − u)
v1−1/α
+

∣∣∣∣∣
α

du

)1/α

(3.33)

≤
L∑

l=0

|al |
(∫ L

−2L

∣∣(l − u)
v2−1/α
+ − (l − u)

v1−1/α
+

∣∣α du

)1/α

+
(∫ +∞

2L

∣∣∣∣∣
L∑

l=0

al(l + x)v2−1/α −
L∑

l=0

al(l + x)v1−1/α

∣∣∣∣∣
α

dx

)1/α

.

Let us show that

L∑
l=0

|al |
(∫ L

−2L

∣∣(l − u)
v2−1/α
+ − (l − u)

v1−1/α
+

∣∣α du

)1/α

≤ c′
0(v2 − v1), (3.34)

where c′
0 > 0 is a finite constant not depending on v1 and v2. Assume that l ∈ {0, . . . ,L} is

arbitrary and fixed, in view of (1.7) and the inequalities 0 < αv1 − 1 < 1, one has∫ L

−2L

∣∣(l − u)
v2−1/α
+ − (l − u)

v1−1/α
+

∣∣α du

=
∫ l

−2L

∣∣(l − u)v2−1/α − (l − u)v1−1/α
∣∣α du

=
∫ l

−2L

(l − u)αv1−1
∣∣(l − u)v2−v1 − 1

∣∣α du (3.35)

≤ 3L

∫ l

−2L

∣∣exp
(
(v2 − v1) log(l − u)

) − 1
∣∣α du

≤ 3c3L

(∫ l

−2L

∣∣log(l − u)
∣∣α du

)
(v2 − v1)

α,
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where the constant c3 = sup{ | exp(x)−1|
|x| : x ∈]−∞,2−1 log(3L)] \ {0}} < +∞. Next, using (3.35)

and the fact that
∫ l

−2L
| log(l − u)|α du < +∞, one gets (3.34). In order to show that(∫ +∞

2L

∣∣∣∣∣
L∑

l=0

al(l + x)v2−1/α −
L∑

l=0

al(l + x)v1−1/α

∣∣∣∣∣
α

dx

)1/α

≤ c′′
0(v2 − v1), (3.36)

where c′′
0 > 0 is a finite constant not depending on v1 and v2, it is enough to prove that there is a

finite constant c4 > 0, only depending on L, such that, for all x ∈ (2L,+∞), one has∣∣∣∣∣
L∑

l=0

al(l + x)v2−1/α −
L∑

l=0

al(l + x)v1−1/α

∣∣∣∣∣ ≤ c4(v2 − v1)x
1/2−L log(x). (3.37)

Applying the mean-value theorem to the function v �→ ∑L
l=0 al(l + x)v−1/α on the interval

[v1, v2], it follows that one has for some w ∈ (v1, v2) ⊂ (1/α,1),

L∑
l=0

al(l + x)v2−1/α −
L∑

l=0

al(l + x)v1−1/α

= (v2 − v1)

L∑
l=0

al(l + x)w−1/α log(l + x) (3.38)

= (v2 − v1)

(
�α(−x,w) log(x) + xw−1/α

L∑
l=0

al

(
1 + lx−1)w−1/α log

(
1 + lx−1)),

where the last equality results from (3.5) and easy computations. Moreover, noticing that z = x−1

belongs to (0,2−1L−1) and applying Lemma 3.2 in the case where y0 = 1, v0 = 2 and f (z, v) =
(1 + z)v−1/α log(1 + z), one gets that, for all v ∈ (1/α,1),∣∣∣∣∣

L∑
l=0

al

(
1 + lx−1)v−1/α log

(
1 + lx−1)∣∣∣∣∣ ≤ c5x

−L, (3.39)

where c5 > 0 is a constant not depending on v and x. Next, putting together (3.38), (3.7) and
(3.39) in which one takes v = w, it follows that (3.37) holds. Finally, combining (3.33) with
(3.34) and (3.36), one obtains (3.30).

Let now show that (3.32) holds. The continuity of the function v �→ ‖�α(·, v)‖Lα(R), and
the compactness of the interval [H,H ] imply that there exists v0 ∈ [H,H ] such that c2 =
‖�α(·, v0)‖Lα(R). Suppose ad absurdum that c2 = 0, then one has, for any u ∈R, �α(u, v0) = 0;
which, in view of (3.5), means that

L∑
l=0

al(l − u)
v0−1/α
+ = 0, for all u ∈R.

This is impossible; the latter equality cannot hold for instance when u = L − 1. �
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We are now in a position to prove Lemma 3.6.

Proof of Lemma 3.6. Using (3.4), (1.1), the change of variable u = Ns − k, and (3.6), one gets
that,

‖d̃N,k‖α
α = N−αH(k/N)+1

∫
R

∣∣�α

(
Ns − k,H(k/N)

)∣∣α ds

(3.40)
= N−αH(k/N)

∥∥�α

(·,H(k/N)
)∥∥α

Lα(R)
;

thus, it turns out that (3.29) is a consequence of (3.31) and (3.32). �

The following remark is a straightforward consequence of (3.1), (1.2) and Lemma 3.6.

Remark 3.2. There are two constants 0 < c2 ≤ c1, depending on β but not on I , such that for
every integer N ≥ (L + 1)λ(I )−1, one has

c2
∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

N−βH(k/N)

(3.41)
≤ E

(
Ṽ

β
N (I )

) ≤ c1
∣∣νN(I)

∣∣−1 ∑
k∈νN (I)

N−βH(k/N).

The expectation E(Ṽ
β
N (I )) can also be bounded in terms of N−βH(I).

Remark 3.3. There are two constants 0 < c′
2 ≤ c1, depending on β and L but not on I , such that,

for every integer N ≥ 4 satisfying (2.10), one has

c′
2
N−βH(I)

(logN)2
≤ E

(
Ṽ

β
N (I )

) ≤ c1N
−βH(I). (3.42)

Proof. First, notice that (2.1) and the second inequality in (3.41) clearly imply that the second
inequality in (3.42) holds. So, from now, we focus on the proof of the first inequality in (3.42).
Let μ ∈ I be such that

H(μ) = H(I) = min
t∈I

H(t), (3.43)

and let

ν̌N (I,μ) =
{
k ∈ νN(I) : |μ − k/N | ≤ 2−1λ(I)

(logN)2

}
(3.44)

=
{
k ∈ {0, . . . ,N − L} : k/N ∈ I ∩

[
μ − 2−1λ(I)

(logN)2
,μ + 2−1λ(I)

(logN)2

]}
.
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Observe that (1.3), (3.43), (3.44), the inequality λ(I) ≤ 1 and the inequalities3 ρH > 1/α > 1/2
entail that, for all k ∈ ν̌N (I,μ),

N−βH(k/N) = exp
(−βH(k/N) logN

) = exp
(
β
(
H(μ) − H(k/N)

)
logN

)
N−βH(I)

≥ exp
(−β

∣∣H(μ) − H(k/N)
∣∣ logN

)
N−βH(I) (3.45)

≥ exp
(−c3β(logN)1−2ρH

)
N−βH(I) ≥ c4N

−βH(I),

where c3 denotes the constant c in (1.3), and c4 = exp(−c3β).
Let us now provide a convenient lower bound for |ν̌N (I,μ)| the cardinality of ν̌N (I,μ). One

can derive from the last equality in (3.44) that

∣∣ν̌N (I,μ)
∣∣ > Nλ

(
I ∩

[
μ − 2−1λ(I)

(logN)2
,μ + 2−1λ(I)

(logN)2

])
− L − 1. (3.46)

Next, observing that one has[
μ − 2−1λ(I)

(logN)2
,μ

]
⊆ I ∩

[
μ − 2−1λ(I)

(logN)2
,μ + 2−1λ(I)

(logN)2

]
or [

μ,μ + 2−1λ(I)

(logN)2

]
⊆ I ∩

[
μ − 2−1λ(I)

(logN)2
,μ + 2−1λ(I)

(logN)2

]
;

then, it follows from (2.10) that

λ

(
I ∩

[
μ − 2−1λ(I)

(logN)2
,μ + 2−1λ(I)

(logN)2

])
≥ 2−1λ(I)

(logN)2
≥ 4−1λ(I)

(logN)2
+ L + 1

N
.

Thus, (3.46) implies that ∣∣ν̌N (I,μ)
∣∣ >

Nλ(I)

(2 logN)2
. (3.47)

Finally, putting together the first inequality in (3.41), the inclusion ν̌N (I,μ) ⊆ νN(I), (3.45),
(3.47) and the second inequality in (2.8), one gets that

E
(
Ṽ

β
N (I )

) ≥ c2
1

|νN(I)|
∑

k∈ν̌N (I,μ)

N−βH(k/N) ≥ c5
|ν̌N (I,μ)|
|νN(I)| N−βH(I) ≥ c′

2
N−βH(I)

(logN)2
,

where c5 = c2c4 and c′
2 = 3c5/14. �

3Those inequalities follow from (1.4) and the inclusions H([0,1]) ⊂ (1/α,1) ⊂ [1/2,1).
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Lemma 3.8. There exists a constant c > 0, not depending on δ ∈ (0,1), such that, for every
integers N ≥ L and 0 ≤ k ≤ N − L, one has∥∥d̃

2,δ
N,k

∥∥
α

≤ cN−(1−δ)H(k/N)−δL. (3.48)

Proof. Using (3.19), (1.1) and the change of variable u = Ns − k, we obtain∥∥d̃
2,δ
N,k

∥∥α

α
= N−αH(k/N)+1

∫ N−1(k−eN+L)

−∞
∣∣�α

(
Ns − k,H(k/N)

)∣∣α ds

(3.49)

= N−αH(k/N)

∫ L−eN

−∞
∣∣�α

(
u,H(k/N)

)∣∣α du.

Next, denoting by c1 the constant c in (3.7) then, it follows from (3.49) and (3.7) that∥∥d̃
2,δ
N,k

∥∥α

α
≤ cα

1 N−αH(k/N)

∫ L−eN

−∞
(
1 + L + |u|)αH(k/N)−αL−1

du. (3.50)

Observe that when eN < L (i.e. Nδ < L see (3.16)) then (3.50) entails that∥∥d̃
2,δ
N,k

∥∥
α

≤ c2N
−(1−δ)H(k/N)−δL, (3.51)

where the finite constant c2 = c1L
L(

∫ L

−∞(1 + L + |u|)−α(L−1)−1 du)1/α . On the other hand,
when eN ≥ L, (3.50) and (3.16) imply that∥∥d̃

2,δ
N,k

∥∥α

α
≤ cα

1 N−αH(k/N)

∫ L−eN

−∞
(1 + L − u)αH(k/N)−αL−1 du

≤ cα
1 N−αH(k/N)

(
αL − αH(k/N)

)−1
(eN + 1)α(H(k/N)−L) (3.52)

≤ cα
1 N−α(1−δ)H(k/N)−αδL.

Finally, taking c = c2 + c1, in view of (3.52) and (3.51), one gets the lemma. �

The following remark is a straightforward consequence of (1.2), Lemma 3.8 and (2.1).

Remark 3.4. Let Ṽ
β,2,δ
N (I ) be as in (3.25). There is a constant c > 0, depending on β but not on

I and δ, such that for every integer N ≥ (L + 1)λ(I )−1, one has

E
(
Ṽ

β,2,δ
N (I )

) ≤ cN−(1−δ)βH(I)−δβL. (3.53)

The following remark is a straightforward consequence of (3.1), (3.22), (3.17), (3.12), (3.25)
and (3.53).

Remark 3.5. For every integer N ≥ (L + 1)λ(I )−1, one has∣∣E(
Ṽ

β
N (I )

) −E
(
Ṽ

β,1,δ
N (I )

)∣∣ ≤ E
(
Ṽ

β,2,δ
N (I )

) ≤ cN−(1−δ)βH(I)−δβL, (3.54)

where c is the same constant as in (3.53).
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We are now in a position to prove Lemmas 3.4 and 3.5.

Proof of Lemma 3.4. First, notice that using Markov inequality one gets that

P

(∣∣∣∣ Ṽ
β,1,δ
N (I )

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ > η

)
≤ η−4E((Ṽ

β,1,δ
N (I ) −E(Ṽ

β
N (I )))4)

(E(Ṽ
β
N (I )))4

. (3.55)

Thanks to the first inequality in (3.42), one can conveniently bound from below the denominator
in the right-hand side of (3.55). From now on, our goal is to find a convenient upper bound of the
numerator in it. The convexity of the function x �→ x4 and (3.54) entail that

E
((

Ṽ
β,1,δ
N (I ) −E

(
Ṽ

β
N (I )

))4)
≤ 8E

((
Ṽ

β,1,δ
N (I ) −E

(
Ṽ

β,1,δ
N (I )

))4) + 8
(
E

(
Ṽ

β
N (I )

) −E
(
Ṽ

β,1,δ
N (I )

))4 (3.56)

≤ 8E
((

Ṽ
β,1,δ
N (I ) −E

(
Ṽ

β,1,δ
N (I )

))4) + c1N
−4(1−δ)βH(I)−4δβL,

where c1 > 0 is a constant not depending on I , δ and N . Next observe that, in view of (3.22),
one has

E
((

Ṽ
β,1,δ
N (I ) −E

(
Ṽ

β,1,δ
N (I )

))4) = ∣∣νN(I)
∣∣−4

E

(( ∑
k∈νN (I)

�N,k

)4)
, (3.57)

where the �N,k’s are the centered random variables defined as

�N,k = ∣∣d̃1,δ
N,k

∣∣β −E
(∣∣d̃1,δ

N,k

∣∣β); (3.58)

moreover (3.21) and the convexity of the function x �→ x4 imply that

E

(( ∑
k∈νN (I)

�N,k

)4)
≤ e3

N

eN−1∑
r=0

E

(( ∑
k∈JN,r

�N,k

)4)
, (3.59)

with the convention that
∑

k∈JN,r
· · · = 0 when JN,r is the empty set. Next, using the crucial fact

that, for each fixed r ∈ {0, . . . , eN − 1}, {�N,k : k ∈ JN,r} is a finite sequence of independent
centered random variables, one gets

E

(( ∑
k∈JN,r

�N,k

)4)
(3.60)

=
∑

k∈JN,r

E
(
(�N,k)

4) +
∑

(k′,k′′)∈J 2
N,r ,k

′ 
=k′′
E

(
(�N,k′)2)

E
(
(�N,k′′)2).
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The convexity of the function x �→ x4, (3.58), (1.2), the inequality4 ‖d̃1,δ
N,k‖α ≤ ‖d̃N,k‖α , the

second inequality in (3.29), and (2.1) imply that

E
(
(�N,k)

4) ≤ 8E
(∣∣d̃1,δ

N,k

∣∣4β) + 8
(
E

(∣∣d̃1,δ
N,k

∣∣β))4

(3.61)
≤ c2

∥∥d̃
1,δ
N,k

∥∥4β

α
≤ c3N

−4βH(k/N) ≤ c3N
−4βH(I);

moreover, using the convexity of the function x �→ x2 and similar arguments, one gets that

E
(
(�N,k)

2) ≤ c4N
−2βH(I). (3.62)

Observe that the constants c2, c3 and c4 do not depend on I , δ, N , k and r . Next setting c5 =
max(c3, c

2
4), then (3.60), (3.61) and (3.62), entail that

E

(( ∑
k∈JN,r

�N,k

)4)
≤ c5|JN,r |2N−4βH(I), (3.63)

where |JN,r | denotes the cardinality of the set JN,r ; it easily follows from (3.20) that, for each
r ∈ {0, . . . , eN − 1},

|JN,r | ≤ |νN(I)|
eN

+ 1. (3.64)

Next combining (3.59) with (3.63) and (3.64), one obtains that

E

(( ∑
k∈νN (I)

�N,k

)4)
≤ c6

(
e2
N

∣∣νN(I)
∣∣2 + e4

N

)
N−4βH(I), (3.65)

where c6 > 0 is a constant not depending on I , δ and N . Next putting together (3.56), (3.57)
and (3.65), it follows that

E
((

Ṽ
β,1,δ
N (I ) −E

(
Ṽ

β
N (I )

))4)
(3.66)

≤ c7

(
e2
N

|νN(I)|2 + e4
N

|νN(I)|4 + N−4δβ(L−H(I))

)
N−4βH(I),

where c7 > 0 is a constant not depending on I , δ and N . Next, observe that (2.10) clearly im-
plies that N ≥ 2(L + 1)λ(I )−1 and consequently that (2.8) holds. Combining the first inequality
in (2.8) with (3.66) and (3.16), one obtains that

E
((

Ṽ
β,1,δ
N (I ) −E

(
Ṽ

β
N (I )

))4)
(3.67)

< 16c7

(
N−2(1−δ)

λ(I )2
+ N−4(1−δ)

λ(I )4
+ N−4δβ(L−H(I))

)
N−4βH(I).

Finally, (3.27) results from (3.55), (3.67) and the first inequality in (3.42). �

4This inequality follows from (1.1), (3.4) and (3.18).
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Proof of Lemma 3.5. Using Markov inequality, one gets that

P

(
Ṽ

β,2,δ
N (I )

E(Ṽ
β
N (I ))

> η

)
≤ η−1E(Ṽ

β,2,δ
N (I ))

E(Ṽ
β
N (I ))

,

then combining (3.53) with the first inequality in (3.42), it follows that (3.28) is satisfied. �

4. Proofs of Theorems 2.1 and 2.2

First, we focus on the proof Theorem 2.2. We need some preliminary results. Let us recall that
the empirical mean Ṽ

β
N (I ) is defined through (3.1). The following lemma is, in some sense, a

strong law of large numbers for Ṽ
β
N (I ) with a rate of convergence almost surely bounded by a

power function.

Lemma 4.1. Assume that the real number β ∈ (0,1/4] and the integer L are arbitrary and such
that the inequality (2.14) holds. Let I ⊆ [0,1] be an arbitrary compact interval with non-empty
interior and let γ be an arbitrary positive real number satisfying

γ <
β(L − H(I)) − 2

4β(L − H(I)) + 2
, (4.1)

where H(I) is defined through (2.1). Then, there exists a positive finite random variable C, such
that the inequality ∣∣∣∣ Ṽ

β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤ CN−γ , (4.2)

holds almost surely, for any integer N ≥ (L + 1)λ(I )−1 and j ∈ {1,2}.

Before giving the proof of Lemma 4.1, let us point out that Lemma 3.1 is the main ingredient
of this proof.

Proof of Lemma 4.1. Let us first assume that N is big enough, so that (2.10) is satisfied. Then,
taking in (3.3) η = N−γ , and using the inequality log(2N) ≤ 2 logN , one gets that

P

(∣∣∣∣ Ṽ
β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ > N−γ

)
≤ c1N

γ−δβ(L−H(I))(logN)2 (4.3)

+ c1

(
N−2(1−δ−2γ )

λ(I )2
+ N−4(1−δ−γ )

λ(I )4
+ N4γ−4δβ(L−H(I))

)
(logN)8,
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where δ ∈ (0,1) is arbitrary and c1 > 0 is a constant not depending on N , γ and δ. Next, one sets

δ = 5

4β(L − H(I)) + 2
;

notice that the latter quantity belongs to the interval (0,1) because of (2.14). Standard computa-
tions, relying on (4.1), allow to derive, for such a choice of δ, that

2(1 − δ − 2γ ) > 1 and δβ
(
L − H(I)

) − γ > 1. (4.4)

Finally, in view of (4.3) and (4.4), one gets that

+∞∑
N≥(L+1)λ(I )−1

P

(∣∣∣∣ Ṽ
β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ > N−γ

)
< +∞,

then, by using the Borel–Cantelli lemma, one obtains (4.2). �

The following remark is a straightforward consequence of Lemma 4.1.

Remark 4.1. Assume that β , L and I are as in Lemma 4.1. Then, it follows from this lemma
that there exists a positive finite random variable C, such that the inequality∣∣∣∣ Ṽ

β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤ CN
− β(L−1)−2

4β(L−1)+2

holds almost surely, for any N ≥ (L + 1)λ(I )−1 and j ∈ {1,2}. Notice that the lemma can be
used since

0 <
β(L − 1) − 2

4β(L − 1) + 2
<

β(L − H(I)) − 2

4β(L − H(I)) + 2
. (4.5)

Recall that the estimator Ĥ
β
N(I ) (see (2.11)) is defined through the random ratio V

β
N (I)/

V
β

2N(I). In view of Lemmas 4.1, 3.3, and Remark 3.3, it turns out that, when N goes to +∞, the

asymptotic behavior of V
β
N (I)/V

β

2N(I) is, almost surely, equivalent to that of the deterministic

ratio E(Ṽ
β
N (I ))/E(Ṽ

β

2N(I)). Notice that in the particular case of a LFSM, where the Hurst func-
tion H(·) is a constant denoted by H , using the self-similarity and the stationarity of increments
of this process, it can be easily seen that E(Ṽ

β
N (I ))/E(Ṽ

β

2N(I)) = 2βH . In the general case of a
LMSM, the following lemma shows that this ratio converges to 2βH(I).

Lemma 4.2. There are three positive constants c, c′ and c′′ such that, for each compact interval
I ⊆ [0,1] with non-empty interior, and for all integer N ≥ 4 satisfying (2.10), one has

BN =
∣∣∣∣2βH(I)

E(Ṽ
β

2N(I))

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ ≤ cTN

(
λ(I),β

)
, (4.6)
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E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))
≤ c′ (4.7)

and ∣∣∣∣ E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))
− 1

∣∣∣∣ ≤ c′′TN

(
λ(I),β

)
, (4.8)

where, for any (μ,β) ∈ (0,1] × (0,1/4],

TN(μ,β) = min

{
log logN

logN
,μρH

}
+ N−βρH (logN)3 + μ−1N−1(logN)2. (4.9)

In order to show that Lemma 4.2 holds, one needs the following lemma.

Lemma 4.3. There exists a constant c > 0 such that, for each compact interval I ⊆ [0,1] with
non-empty interior, and for all integer N ≥ 4 satisfying (2.10), one has

AN =
∣∣∣∣
∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
(2N)−βH(k/N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

− E(Ṽ
β

2N(I))

E(Ṽ
β
N (I ))

∣∣∣∣
(4.10)

≤ cN−βρH (logN)3 + cλ(I)−1N−1(logN)2.

Proof. It follows from (3.1), (3.4), (1.2), and (3.40) that

E(Ṽ
β

2N(I))

E(Ṽ
β
N (I ))

= |νN(I)|
|ν2N(I)| ×

∑
m∈ν2N(I) ‖�α(·,H(m/2N))‖β

Lα(R)
(2N)−βH(m/2N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

. (4.11)

Thus, one has

AN ≤
( ∑

k∈νN (I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
N−βH(k/N)

)−1

(4.12)

×
( |νN(I)|

|ν2N(I)|RN +
∣∣∣∣1 − 2|νN(I)|

|ν2N(I)|
∣∣∣∣ ∑
k∈νN (I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
(2N)−βH(k/N)

)
,

where

RN =
∣∣∣∣ ∑
m∈ν2N(I)

∥∥�α

(·,H(m/2N)
)∥∥β

Lα(R)
(2N)−βH(m/2N)

(4.13)

− 2
∑

k∈νN (I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
(2N)−βH(k/N)

∣∣∣∣.
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Notice that (2.6) easily implies that{
2k : k ∈ νN(I)

} ⊂ ν2N(I). (4.14)

So, let νo
2N(I) and νe

2N(I) be the two sets of indices defined as

νo
2N(I) = ν2N(I) \ {

2k : k ∈ νN(I)
}

(4.15)

and

νe
2N(I) = {

k ∈ νN(I) : minνo
2N(I) < 2k < maxνo

2N(I)
}
.

Observe that ∣∣νN(I) \ νe
2N(I)

∣∣ ≤ 2, (4.16)

and

νo
2N(I) = {ζN } ∪ {

2k + 1 : k ∈ νe
2N(I)

}
, (4.17)

where ζN = minνo
2N(I). In view of (4.13), (4.14), (4.15) and (4.17), one has

RN ≤
3∑

p=1

Rp,N , (4.18)

where

R1,N =
∑

k∈νe
2N(I)

∣∣∥∥�α

(·,H (
(2k + 1)/2N

))∥∥β

Lα(R)
(2N)−βH((2k+1)/2N)

− ∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
(2N)−βH(k/N)

∣∣,
R2,N =

∑
k∈νN (I)\νe

2N(I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
(2N)−βH(k/N)

and

R3,N = ∥∥�α

(·,H(ζN/2N)
)∥∥β

Lα(R)
(2N)−βH(ζN/2N).

Using (3.12), (3.30), (1.3), (3.31), the mean-value theorem, (2.1) and the inclusion νe
2N(I) ⊆

νN(I), one can show that

R1,N ≤ c1
∣∣νN(I)

∣∣N−β(H(I)+ρH ) logN; (4.19)

moreover, (3.31), (2.1) and (4.16) imply that

R2,N + R3,N ≤ c2N
−βH(I). (4.20)
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Combining (4.18) with (4.19) and (4.20), one gets that

RN ≤ c3N
−βH(I)

(
1 + ∣∣νN(I)

∣∣N−βρH logN
); (4.21)

observe that the constants c1, c2 and c3 do not depend on N and I . Next, putting together, (3.1),
(3.4), (1.2), (3.40), and the first inequality in (3.42), one gets that( ∑

k∈νN (I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
N−βH(k/N)

)−1

≤ c4
∣∣νN(I)

∣∣−1
NβH(I)(logN)2, (4.22)

where the constant c4 does not depend on N and I . One clearly has that

|νN(I)|
|ν2N(I)| ≤ 1. (4.23)

On the other hand, using (2.7) and (2.8), one has∣∣∣∣1 − 2|νN(I)|
|ν2N(I)|

∣∣∣∣ ≤ c5
∣∣νN(I)

∣∣−1
, (4.24)

where the constant c5 does not depend on N and I . Also observe that, in view of (3.31) and (2.1),
one has ∑

k∈νN (I)

∥∥�α

(·,H(k/N)
)∥∥β

Lα(R)
(2N)−βH(k/N) ≤ c6

∣∣νN(I)
∣∣N−βH(I), (4.25)

where the constant c6 does not depend on N and I . Finally, putting together (4.12), (4.21), (4.22),
(4.23), (4.24), (4.25) and (2.8), it follows that (4.10) holds. �

Now, we are in position to show that Lemma 4.2 holds.

Proof of Lemma 4.2. Let us first show that the inequality in (4.6) holds. Using the equalities in
(4.6) and (4.10), as well as the triangle inequality, one has

BN ≤ GN + 2βH(I)AN ≤ GN + 2AN, (4.26)

where

GN =
∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
|2β(H(I)−H(k/N)) − 1|N−βH(k/N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

.

Notice that, there exists a constant c1, not depending on I and N , such that

GN ≤ c1
∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
|H(I) − H(k/N)|N−βH(k/N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

; (4.27)
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also, notice that one can derive from (3.43), (2.6) and (1.3) that∣∣H(I) − H(k/N)
∣∣ ≤ c2λ(I)ρH , for all k ∈ νN(I), (4.28)

where c2 denotes the constant c in (1.3). Let νN(I) and νN(I) be the two sets of indices defined
as:

νN(I) =
{
k ∈ νN(I) : ∣∣H(I) − H(k/N)

∣∣ ≤ 4 log logN

β logN

}
(4.29)

and

νN(I) =
{
k ∈ νN(I) : ∣∣H(I) − H(k/N)

∣∣ >
4 log logN

β logN

}
. (4.30)

One clearly has that

νN = νN(I) ∪ νN(I) (disjoint union). (4.31)

Next setting c3 = max(c2,4/β), then it follows from(4.28) and (4.29) that

∣∣H(I) − H(k/N)
∣∣ ≤ c3 min

{
log logN

logN
,λ(I)ρH

}
, for all k ∈ νN(I).

The latter inequality and the inclusion νN(I) ⊆ νN(I) imply that

∑
k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
|H(I) − H(k/N)|N−βH(k/N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

(4.32)

≤ c3 min

{
log logN

logN
,λ(I)ρH

}
.

Next, observe that one has

N−βH(k/N) ≤ N−βH(I)(logN)−4, for all k ∈ νN(I); (4.33)

indeed, when k ∈ νN(I), using (2.1) and (4.30), one gets that

Nβ(H(I)−H(k/N)) = N−β|H(I)−H(k/N)| = e−β|H(I)−H(k/N)| logN ≤ e−4 log logN = (logN)−4.

Next, using (4.28), (4.33), (3.31), the inclusion νN(I) ⊆ νN(I) and (4.22), one obtains that∑
k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
|H(I) − H(k/N)|N−βH(k/N)∑

k∈νN (I) ‖�α(·,H(k/N))‖β

Lα(R)
N−βH(k/N)

(4.34)
≤ c4(logN)−2λ(I)ρH ,
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where c4 > 0 is a constant not depending on I and N . Next, putting together (4.27), (4.31),
(4.32), (4.34) and the inequality λ(I) ≤ 1, it follows that

GN ≤ c5 min

{
log logN

logN
,λ(I)ρH

}
, (4.35)

where the constant c5 = c1(c3 + c4). Finally combining (4.26) with (4.10) and (4.35), one can
derive (4.6).

Let us now prove that (4.7) holds. We set c′ = 28/3. Using (4.11), (4.14), (2.1), the fact that
β ∈ (0,1/4], the fact that H(·) is with values [H,H ] ⊂ (1/α,1), and (2.8), one gets that

E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))
≤ 2

|ν2N(I)|
|νN(I)| ≤ c′,

which shows that (4.7) is satisfied.
Finally, combining the last inequality with the equality

∣∣∣∣ E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))
− 1

∣∣∣∣ = E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))

∣∣∣∣2βH(I)
E(Ṽ

β

2N(I))

E(Ṽ
β
N (I ))

− 1

∣∣∣∣
and with (4.6), we obtain (4.8). �

Now, we are in a position to prove Theorem 2.2

Proof of Theorem 2.2. Using (2.11), (2.1), and (2.2), one gets that

β

∣∣∣Ĥ β
N(I ) − min

t∈I
H(t)

∣∣∣ ≤
∣∣∣∣log2

(
V

β
N (I)

V
β

2N(I)

)
− log2

(
2βH(I)

)∣∣∣∣ =
∣∣∣∣log2

(
2βH(I)V

β

2N(I)

V
β
N (I)

)∣∣∣∣.
Then, standard computations allow to derive that

β

∣∣∣Ĥ β
N(I ) − min

t∈I
H(t)

∣∣∣
(4.36)

≤
∣∣∣∣log2

(
V

β

2N(I)

E(Ṽ
β

2N(I))

)∣∣∣∣ +
∣∣∣∣log2

(
V

β
N (I)

E(Ṽ
β
N (I ))

)∣∣∣∣ +
∣∣∣∣log2

(
2βH(I)

E(Ṽ
β

2N(I))

E(Ṽ
β
N (I ))

)∣∣∣∣.
Next observe that, for j ∈ {1,2}, the triangle inequality implies that

∣∣∣∣ V
β
jN(I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤
∣∣∣∣ Ṽ

β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ + |V β
jN(I ) − Ṽ

β
jN (I )|

E(Ṽ
β
jN (I ))

; (4.37)
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thus, assuming that γ > 0 is as in Lemma 4.1, it follows from (4.2), (3.10) and the first inequality
in (3.42) that, one has, almost surely, for any N ≥ 4 satisfying (2.10),

∣∣∣∣ V
β
jN(I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤ C1N
−γ + C2N

−β(ρH −H(I))(logN)2, (4.38)

where C1 and C2 are two positive and finite random variables not depending on N and j ; also,
we mention that C2 does not depend on I , while C1 depends on this interval. On the other hand,
observe that one has for some constant c3 > 0,∣∣log2(1 + x)

∣∣ ≤ c3|x|, for all x ∈ [−1/2,1/2]. (4.39)

Finally putting together, (4.36), (4.38), the inequality ρH − H(I) > 0, (4.6) and (4.39), one can
show that (2.15) holds. �

Let us now derive Theorem 2.1

Proof of Theorem 2.1. First, observe that (2.11) and (2.2) imply that Ĥ
β
N(I ) ∈ [1/2,1]. On the

other hand, one knows that H(I) ∈ (1/α,1) ⊂ (1/2,1). Therefore, one has∣∣Ĥ β
N(I ) − H(I)

∣∣ < 1/2. (4.40)

The random variable |Ĥ β
N(I )−H(I)| can also be bounded from above in a different way, namely

4−1β
∣∣Ĥ β

N(I ) − H(I)
∣∣

≤
∣∣∣∣ V

β
N (I)

E(Ṽ
β
N (I ))

− 1

∣∣∣∣ ×
(

E(Ṽ
β
N (I ))

2βH(I)E(Ṽ
β

2N(I))

)
×

(
E(Ṽ

β

2N(I))

V
β

2N(I)

)
(4.41)

+
∣∣∣∣ E(Ṽ

β
N (I ))

2βH(I)E(Ṽ
β

2N(I))
− 1

∣∣∣∣ ×
(
E(Ṽ

β

2N(I))

V
β

2N(I)

)
+

∣∣∣∣E(Ṽ
β

2N(I))

V
β

2N(I)
− 1

∣∣∣∣.
The inequality (4.41) can be derived as follows. In view of (2.11) and (2.2), one has

β
∣∣Ĥ β

N(I ) − H(I)
∣∣ =

∣∣∣∣log2

(
Tβ

(
V

β
N (I)

V
β

2N(I)

))
− log2

(
Tβ

(
2βH(I)

))∣∣∣∣.
Thus, applying the mean-value theorem to the function log2, and using (2.3) as well as the fact
that Tβ(·) is with values in [2β/2,2β ], one gets that

β
∣∣Ĥ β

N(I ) − H(I)
∣∣ ≤ β

log 2

∣∣∣∣ V
β
N (I)

V
β

2N(I)
− 2βH(I)

∣∣∣∣ ≤ 4β

∣∣∣∣ V
β
N (I)

2βH(I)V
β

2N(I)
− 1

∣∣∣∣. (4.42)



Uniformly and strongly consistent estimation for the Hurst function 1399

Then (4.41) follows from (4.42), the fact that β ∈ (0,1/4], the equality

V
β
N (I)

2βH(I)V
β

2N(I)
=

(
V

β
N (I)

E(Ṽ
β
N (I ))

)
×

(
E(Ṽ

β
N (I ))

2βH(I)E(Ṽ
β

2N(I))

)
×

(
E(Ṽ

β

2N(I))

V
β

2N(I)

)
,

the equality abc−1 = (a−1)bc+(b−1)c+c−1, for any a, b, c ∈ R, and the triangle inequality.
Next, we assume that the real number η ∈ (0,1/2] is arbitrary and fixed. In order to obtain

an convenient upper for the quantity E(|Ĥ β
N(I ) − H(I)|p), we will use (4.41) on a well chosen

event ϒN(I, η), and on its complement ϒN(I, η) = � \ ϒN(I, η) we will use (4.40). ϒN(I, η)

is defined as

ϒN(I, η) =GN(I, η) ∩G2N(I, η) ∩LN, (4.43)

where

∀j ∈ {1,2}, GjN (I, η)

=
{
ω ∈ � :

∣∣∣∣ Ṽ
β
jN (I,ω)

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤ η

}
(4.44)

= {
ω ∈ � : (1 − η)E

(
Ṽ

β
jN (I )

) ≤ Ṽ
β
jN (I,ω) ≤ (1 + η)E

(
Ṽ

β
jN(I )

)}
,

and

LN = {
ω ∈ � : Cβ∗ (ω)N−β(ρH −H) ≤ 4−1c

}
, (4.45)

c being the positive constant c2 in (3.41); we recall that the random variable C∗ has been in-
troduced in Lemma 3.3, also, we recall that H = supt∈[0,1] H(t). For j ∈ {1,2}, let GjN (I, η) =
�\GjN (I, η) be the complement of GjN (I, η). Observe that, it follows from (4.44), Lemma 3.1,
the inequality log(2N) ≤ 2 log(N), and the inequality H(I) < 1, that there is a constant c1 > 0,
not depending on I , N , η and δ, such that for every δ ∈ (0,1), one has

P
(
GN(I, η)

) + P
(
G2N(I, η)

) ≤ c1FN

(
η,λ(I ),1 − δ, δβ(L − 1)

)
, (4.46)

where, for any (η,μ,x, y) ∈ (0,1/2] × (0,1] × (0,1) × (0,+∞),

FN(η,μ,x, y) = η−1N−y(logN)2 + η−4
(

N−2x

μ2
+ N−4x

μ4
+ N−4y

)
(logN)8. (4.47)

Let LN = � \ LN be the complement of LN . One can derive from (4.45) and (3.11) that, for
some constant c2 > 0, not depending on I , N , η and δ, one has,

P(LN) ≤ c2N
−α(ρH −H) ≤ c2N

−(ρH −H), (4.48)

where the last inequality results from α > 1. Next, we set c3 = c1 + c2, combining (4.40) with
(4.43), (4.46) and (4.48), we obtain that

E
(∣∣Ĥ β

N(I ) − H(I)
∣∣p1ϒN(I,η)

) ≤ P
(
ϒN(I, η)

)
(4.49)

≤ c3
(
N−(ρH −H) + FN

(
η,λ(I ),1 − δ, δβ(L − 1)

))
.
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Now, we look for an appropriate upper bound for E(|Ĥ β
N(I ) − H(I)|p1ϒN(I,η)). To this end,

we have to find, on the event ϒN(I, η) =GN(I, η)∩G2N(I, η)∩LN , a suitable upper bound for
each term in the right-hand side of (4.41). So, let us derive the following three inequalities:

∀j ∈ {1,2},∀ω ∈GjN (I, η),

∣∣∣∣ V
β
jN(I,ω)

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤ η + C
β∗ (ω)cN−β(ρH −H), (4.50)

∀ω ∈ G2N(I, η) ∩LN,
E(Ṽ

β

2N(I))

V
β

2N(I,ω)
≤ 4, (4.51)

and

∀ω ∈ G2N(I, η) ∩LN,

∣∣∣∣E(Ṽ
β

2N(I))

V
β

2N(I)
− 1

∣∣∣∣ ≤ 4
(
η + C

β∗ (ω)cN−β(ρH −H)
)
. (4.52)

Putting together the inequality

∣∣∣∣ V
β
jN(I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ ≤
∣∣∣∣ Ṽ

β
jN (I )

E(Ṽ
β
jN (I ))

− 1

∣∣∣∣ + |V β
jN(I ) − Ṽ

β
jN(I )|

E(Ṽ
β
jN (I ))

,

the first equality in (4.44), (3.10), and the first inequality in (3.41), it follows that (4.50) holds.
Now, we focus on the proof of (4.51). Using the triangle inequality, the second equality in (4.44),
the inequality 1 − η ≥ 2−1, and (3.10), we obtain that

V
β

2N(I,ω) ≥ Ṽ
β

2N(I,ω) − ∣∣V β

2N(I,ω) − Ṽ
β

2N(I,ω)
∣∣

≥ 2−1
E

(
Ṽ

β

2N(I)
) − C

β∗ (ω)N−βρH = E
(
Ṽ

β

2N(I)
)(

2−1 − C
β∗ (ω)N−βρH

E(Ṽ
β

2N(I))

)
.

Then the first inequality in (3.41) and (4.45) imply that

V
β

2N(I,ω) ≥ E
(
Ṽ

β

2N(I)
)(

2−1 − c−1C
β∗ (ω)N−β(ρH −H)

) ≥ 4−1
E

(
Ṽ

β

2N(I)
)
,

which proves that (4.51) is satisfied. Next, (4.52) can be obtained by combining the equality∣∣∣∣E(Ṽ
β

2N(I))

V
β

2N(I)
− 1

∣∣∣∣ = E(Ṽ
β

2N(I))

V
β

2N(I)

∣∣∣∣ V
β

2N(I)

E(Ṽ
β

2N(I))
− 1

∣∣∣∣,
with (4.51) and (4.50), where j = 2. Having proved the inequalities (4.50), (4.51), and (4.52), let
us now notice that by combining them with (4.41), (4.7) and (4.8), it follows that∣∣Ĥ β

N(I ) − H(I)
∣∣1ϒN(I,η) ≤ c4

(
η + C

β∗ N−β(ρH −H) + TN

(
λ(I),β

))
, (4.53)
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where c4 ≥ 1 is a constant not depending on I , N , η and δ. Next, let c5 be the constant defined
as

c5 = (3c4)
4
E

((
1 + C

β∗
)4);

observe that c5 is finite since 4β ≤ 1 < α (see Lemma 3.3). It follows from (4.53) that

E
(∣∣Ĥ β

N(I ) − H(I)
∣∣p1ϒN(I,η)

) ≤ c5
(
ηp + N−pβ(ρH −H) + TN

(
λ(I),β

)p)
. (4.54)

Next, setting c6 = c3 + c5, then (4.49), (4.54), and the inequality pβ ≤ 1 entail that

E
(∣∣Ĥ β

N(I ) − H(I)
∣∣p)

(4.55)
≤ c6

(
FN

(
η,λ(I ),1 − δ, δβ(L − 1)

) + ηp + N−pβ(ρH −H) + TN

(
λ(I),β

)p)
.

Next, let � = �(L,β,p) be as in (2.13). We set

δ̌ = 1 − 2−1(p + 4)� (4.56)

and

η̌N = 2−1λ(I)−�N−�(logN)2�. (4.57)

In view of (2.13) and (2.10), it can easily be seen that δ̌ ∈ (0,1) and η̌N ∈ (0,1/2]. Also, observe
that

p� = 2 − 2δ̌ − 4� = δ̌β(L − 1) − �. (4.58)

Standard computations, relying on (4.47), (4.9), (2.13), (2.10), (4.56), (4.57), (4.58), and the
inequality λ(I) ≤ 1 allow to obtain, for some positive constant c7 not depending on N , I , and p,
the following inequality:

c7
(
FN

(
η̌N , λ(I ),1 − δ̌, δ̌β(L − 1)

) + (η̌N )p + N−pβ(ρH −H) + TN

(
λ(I),β

)p)
≤ min

{(
log logN

logN

)p

,λ(I )pρH

}
+ N−pβ(ρH −H) (4.59)

+ N−p�(logN)8(1−�)λ(I )−4(1−�) max
{
λ(I)2,N−(p+4)�

}
.

Finally, we can assume in (4.55) that η = η̌N and δ = δ̌, then combining (4.55) with the equality
H = supt∈[0,1] H(t) and with (4.59), we obtain (2.12). �

5. Proofs of Theorems 2.3 and 2.4

As we have already pointed out (see Remark 2.2) for deriving Theorem 2.3 it is enough to show
that Proposition 2.1 holds.

Proof of Proposition 2.1. We assume that the real numbers η ∈ (0,1/2] and δ ∈ (0,1) are ar-
bitrary and fixed. Also, we assume that N and n are arbitrary integers satisfying N ≥ N0 and
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0 ≤ n < [θ−1
N ], where N0 and θN are as in Definition 2.1. The event ϒN(IN,n, η) is defined

through (4.43) with I = IN,n. The events �N(η) and �N(η) are defined as

�N(η) =
⋂

0≤n<[θ−1
N ]

ϒN(IN,n, η) and �N(η) = � \ �N(η). (5.1)

Then, it follows from (4.53) that

1�N(η) max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣ ≤ c1
(
η + C

β∗ N−β(ρH −H) + TN(θN,β)
)
, (5.2)

where c1 > 0 is a constant not depending on N and η; recall that H = supt∈[0,1] H(t) and
that TN(·, ·) has been introduced in (4.9). Next, similarly to the proof (4.54), one can derive
from (5.2), that

E

(
1�N(η) max

0≤n<[θ−1
N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣p)
≤ c2

(
ηp + N−pβ(ρH −H) + TN(θN ,β)p

)
, (5.3)

where c2 > 0 is a constant not depending on N , η, and p. On the other hand, similarly to (4.40),
one has that

max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣ < 1/2.

Therefore, in view of (5.1), (4.43), (4.46), (4.47), and (4.48), we get that

E

(
1�N(η) max

0≤n<[θ−1
N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣p)

≤ P(LN) +
[θ−1

N ]−1∑
n=0

(
P
(
GN(IN,n, η)

) + P
(
G2N(IN,n, η)

))
(5.4)

≤ c3
(
N−(ρH −H) + θ−1

N FN

(
η, θN,1 − δ, δβ(L − 1)

))
,

where c3 > 0 is a constant not depending on N , η, δ, and p. Next, putting together the second
equality in (5.1), (5.3), (5.4), and the equality pβ ≤ 1, we obtain that

E

(
max

0≤n<[θ−1
N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣p)
(5.5)

≤ c4
(
θ−1
N FN

(
η, θN,1 − δ, δβ(L − 1)

) + ηp + N−pβ(ρH −H) + TN(θN ,β)p
)
,

where c4 > 0 is a constant not depending on N , η, δ, and p. Next, let � = �(L,β,p) and
δ̌ ∈ (0,1) be as in (2.13) and (4.56). Moreover, we set

η̆N = 2−1θ−�
N N−�(logN)2�;
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notice that, in view of (2.19), one has η̆N ∈ (0,1/2]. Next, similarly to (4.59), we can obtain, for
some constant c5 > 0, not depending on N and p, the following inequality:

c5
(
θ−1
N FN

(
η̆N , θN ,1 − δ̌, δ̌β(L − 1)

) + (η̆N )p + N−pβ(ρH −H) + TN(θN,β)p
)

≤ min

{(
log logN

logN

)p

, (θN)pρH

}
+ N−pβ(ρH −H) (5.6)

+ N−p�(logN)8(1−�)θ
−4(5/4−�)
N max

{
θ2
N,N−(p+4)�

}
.

Finally, we can assume in (5.5) that η = η̆N and δ = δ̌, then combining (5.5) with the equality
H = supt∈[0,1] H(t) and with (5.6), we obtain (2.27). �

As we have already pointed out (see Remark 2.5) for deriving Theorem 2.4 it is enough to
show that Proposition 2.2 holds. In order to prove this proposition, we need the following lemma
which is reminiscent of Lemma 4.1 and Remark 4.1.

Lemma 5.1. Assume that the real number β ∈ (0,1/4] and the integer L are arbitrary and
satisfy (2.14). Also, assume that (2.29) holds. Then, using some of the notations introduced in
Definition 2.1, there exists a positive finite random variable C, such that the inequality

∀j ∈ {1,2}, max
0≤n<[θ−1

N ]

∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ ≤ Cθ−1
N N

− β(L−1)−2
4β(L−1)+2 (5.7)

holds almost surely, for any integer N ≥ N0.

Proof. Let us set

γ0 = β(L − 1) − 2

4β(L − 1) + 2
and δ0 = 5

4β(L − H) + 2
; (5.8)

in view of (2.14) and the fact that H = supt∈[0,1] H(t) < 1, standard computations allow to show
that

0 < δ0 < 2−1 and δ0β(L − H) − γ0 > 1 and 2(1 − δ0 − 2γ0) > 1. (5.9)

Next, observe that

P

(
max

0≤n<[θ−1
N ]

∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ > θ−1
N N−γ0

)
(5.10)

≤
[θ−1

N ]−1∑
n=0

P

(∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ > θ−1
N N−γ0

)
.

Moreover, we know from Definition 2.1 that 4(L + 1)(jN)−1(log(jN))2 ≤ θN ≤ λ(IN,n), the
integers j ∈ {1,2}, N ≥ N0, and n ∈ {0, . . . , [θ−1

N ] − 1} being arbitrary. Thus, Lemma 3.1 (in
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which I = IN,n, δ = δ0, η = θ−1
N N−γ0 , and Ṽ

β
N (I ) is replaced by Ṽ

β
jN (IN,n)) can be used in

order to bound from above the probabilities in the right-hand side of (5.10). We obtain, in this way

P

(∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ > θ−1
N N−γ0

)
≤ c1θNNγ0(jN)−δ0β(L−H(IN,n))

(
log(jN)

)2

+ c1θ
4
NN4γ0

(
(jN)−2(1−δ0)

θ2
N

+ (jN)−4(1−δ0)

θ4
N

+ (jN)−4δ0β(L−H(IN,n))

)(
log(jN)

)8

≤ c2θNNγ0−δ0β(L−H(IN,n))(logN)2 (5.11)

+ c2θN

(
θNN−2(1−δ0−2γ0) + θ−1

N N−4(1−δ0−γ0) + θ3
NN4γ0−4δ0β(L−H(IN,n))

)
(logN)8

≤ c2θNNγ0−δ0β(L−H)(logN)2

+ c2θN

(
N−2(1−δ0−2γ0) + θ−1

N N−4(1−δ0−γ0) + N4γ0−4δ0β(L−H)
)
(logN)8,

where c1 > 0 and c2 = 28c1 are two constants not depending on N , n, γ0 and δ0 (in fact c1 is the
constant c in (3.3)). Next, combining (5.10) with (5.11), we get that

P

(
max

0≤n<[θ−1
N ]

∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ > θ−1
N N−γ0

)
≤ c2N

γ0−δ0β(L−H)(logN)2

+ c2
(
N−2(1−δ0−2γ0) + θ−1

N N−4(1−δ0−γ0) + N4γ0−4δ0β(L−H)
)
(logN)8.

Finally, putting together the last inequality in (5.9), the first equality in (5.8), and the second
equality in (2.29), it follows that

+∞∑
N=N0

P

(
max

0≤n<[θ−1
N ]

∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ > θ−1
N N−γ0

)
< +∞,

then, using Borel–Cantelli Lemma, we obtain (5.7). �

Now, we are in a position to prove Proposition 2.2.

Proof of Proposition 2.2. Similarly to (4.36) and (4.37), we have

β max
0≤n<[θ−1

N ]

∣∣Ĥ β
N(IN,n) − H(IN,n)

∣∣
≤ max

0≤n<[θ−1
N ]

∣∣∣∣log2

(
V

β

2N(IN,n)

E(Ṽ
β

2N(IN,n))

)∣∣∣∣ (5.12)

+ max
0≤n<[θ−1

N ]

∣∣∣∣log2

(
V

β
N (IN,n)

E(Ṽ
β
N (IN,n))

)∣∣∣∣ + max
0≤n<[θ−1

N ]

∣∣∣∣log2

(
2βH(IN,n)E(Ṽ

β

2N(IN,n))

E(Ṽ
β
N (IN,n))

)∣∣∣∣
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and, for j ∈ {1,2},

max
0≤n<[θ−1

N ]

∣∣∣∣ V
β
jN(IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣ ≤ max
0≤n<[θ−1

N ]

∣∣∣∣ Ṽ
β
jN (IN,n)

E(Ṽ
β
jN (IN,n))

− 1

∣∣∣∣
(5.13)

+ max
0≤n<[θ−1

N ]

|V β
jN(IN,n) − Ṽ

β
jN (IN,n)|

E(Ṽ
β
jN (IN,n))

.

Next, we denote by C1 the random variable C in Lemma 5.1; recall that this random variable
does not depend on N . On the other hand, we assume that the random variable C2 is defined as
C2 = (c)−1C

β∗ , where c is the positive constant c2 in (3.41), and the random variable C∗ is as in
Lemma 3.3. Observe that we know from Remark 3.2 and Lemma 3.3 that C2 does not depend on
N and on the intervals IN,n. It follows from (5.13), (5.7), (3.10), and the first inequality in (3.41)
that, we have, almost surely, for any N ≥ N0,

max
0≤n<[θ−1

N ]

∣∣∣∣ V
β
N (IN,n)

E(Ṽ
β
N (IN,n))

− 1

∣∣∣∣ ≤ C1θ
−1
N N

− β(L−1)−2
4β(L−1)+2 + C2N

−β(ρH −supt∈[0,1] H(t)). (5.14)

On the other hand, we know from Lemma 4.2 and from Definition 2.1 that

max
0≤n<[θ−1

N ]

∣∣∣∣2βH(IN,n)
E(Ṽ

β

2N(IN,n))

E(Ṽ
β
N (IN,n))

∣∣∣∣ ≤ c3 min

{
log logN

logN
,θ

ρH

N

}
(5.15)

+ c3N
−βρH (logN)3 + c3θ

−1
N N−1(logN)2,

where c3 > 0 is a constant not depending on N . Finally, putting together (5.12), (5.14), (5.15),
and (4.39), we obtain the proposition. �
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