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#### Abstract

In this paper, we will consider the estimation of a monotone regression (or density) function in a fixed point by the least-squares (Grenander) estimator. We will show that this estimator is locally asymptotic minimax, in the sense that, for each $f_{0}$, the attained rate of the probabilistic error is uniform over a shrinking $L^{2}-$ neighborhood of $f_{0}$ and there is no estimator that attains a significantly better uniform rate over these shrinking neighborhoods. Therefore, it adapts to the individual underlying function, not to a smoothness class of functions. We also give general conditions for which we can calculate a (non-standard) limiting distribution for the estimator.
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## 1. Introduction

There exists an extensive literature on the problem of estimating a monotone increasing regression function or monotone decreasing density. Our results will concern the NPMLE or Grenander estimator for a monotone density, see [7], and the least-squares estimator for a monotone regression function. Prakasa Rao obtained the rate and the limiting distribution for the Grenander estimator in a fixed point in [13], and in [1] a similar result was obtained for the least-squares estimator, both under differentiability conditions on the underlying function. Results for global measures of convergence were obtained in [8] and [11] for the density case and in [4] for the regression case. A unified approach that incorporates some other well-known monotone estimators is given in [5]. A common problem with the global results is that they can only be proved under quite strong conditions, in which case there exist other non-isotonic estimators with faster rates.

We will focus on the pointwise convergence of the least-squares (or Grenander) estimator for general underlying monotone functions (or densities) and show a specific type of adaptivity and optimality of this estimator. We will start by giving our result, and then compare it to other results available in the literature. In this paper, we will consider the white noise model:

$$
Y(t)=\int_{0}^{t} f_{0}(s) \mathrm{d} s+\frac{1}{\sqrt{n}} W(t)
$$

for $t \in[-1,1]$ and $W(t)$ standard two-sided Brownian motion. Here, $f_{0}$ will be a monotone non-decreasing function. However, our results can be generalized to three other models, namely monotone regression with measurements on a grid (not necessarily with normal errors), measurements on random design points and a sample from a decreasing density. Since the general
arguments are very similar for all these models, the exact statements and proofs for the other three models can be found in the technical report [3]. The proofs in the white noise model show the important ideas most clearly.

Denote the least-squares estimator at 0 by $\hat{f}(0)$. Let $\mathcal{F}_{m}$ be the space of monotone increasing functions on $[-1,1]$, and define $B\left(f_{0}, \varepsilon\right)$ as the $L^{2}$-ball around $f_{0}$ with radius $\varepsilon$.

Theorem 1.1. Let $f_{0} \in \mathcal{F}_{m}$ be continuous at 0 . Choose two significance levels, $\alpha \in(0,1)$ and $\beta \in(0,1 / 2)$. There exist $\delta>0$ and $\eta>0$, such that for all $n$ large enough, we can find a rate $\gamma_{n}$ with

$$
\limsup _{n \rightarrow \infty} \sup _{f \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)} \mathbb{P}_{f}\left(|\hat{f}(0)-f(0)| \geq \gamma_{n}\right) \leq \alpha
$$

and

$$
\liminf _{n \rightarrow \infty} \inf _{\hat{\theta}} \sup _{f \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)} \mathbb{P}_{f}\left(|\hat{\theta}(Y)-f(0)| \geq \eta \cdot \gamma_{n}\right)>\beta,
$$

where $\hat{\theta}(Y)$ is any estimator of $f(0)$ based on the data $Y$.

There are several aspects of this result that deserve our attention. In words, our result could be formulated as: The rate of the estimator at $f_{0}$ is uniform for $L^{2}$-neighborhoods of size $\mathrm{O}\left(n^{-1 / 2}\right)$, and on these shrinking neighborhoods, no estimator can attain a significantly better uniform rate (the rate $\gamma_{n}$ depends explicitly on $f_{0}($ and $\alpha)$, and will be specified in Section 3). The idea of using the minimax concept for shrinking neighborhoods was used by Hájek in [9] when he introduced local asymptotic minimax risk bounds. His result, when restricted to estimating a one-dimensional parameter $\theta_{0}$, was formulated as follows: Under suitable regularity conditions (LAN) and a symmetric loss function $l$, there exists a Fisher information $I\left(\theta_{0}\right)$, such that for any sequence of estimators $T_{n}$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \liminf _{n \rightarrow \infty} \sup _{\left|\theta-\theta_{0}\right|<\delta} \mathbb{E}_{\theta}\left(l\left(\sqrt{n}\left(T_{n}-\theta_{0}\right)\right)\right) \geq \mathbb{E}(l(Z)), \tag{1.1}
\end{equation*}
$$

where $Z \sim N\left(0, I\left(\theta_{0}\right)^{-1}\right)$. An important difference with our approach is the fact that the rate, $\sqrt{n}$, is fixed here (it does not depend on $\theta_{0}$ ). This approach has also been extended to semiparametric models with non-smooth rates (see [6]), but there the rate is fixed through a restriction of the parameter space over which the supremum is taken. The strength of the local asymptotic mimimax result of Hajek is not the rate; it's the fact that the constant is optimal. This might be the reason for the limited number of papers we found applying this concept in semi-parametric setups with non-smooth parameters. In those cases, it is usually not feasible to control the constants. We prove optimality with respect to the rate, in which case the concept might be more widely applicable.

Another difference between (1.1) and Theorem 1.1 is that our neighborhoods shrink with $n$, which leads to a stronger result. However, this has also been done for the classical smooth parametric setup in [14], page 118. He extends Hájek's result, under similar conditions, such that if
$\mathcal{I}$ denotes all finite subsets of $\mathbb{R}$, then for any bowl-shaped loss function $l$,

$$
\begin{equation*}
\sup _{I \in \mathcal{I}} \liminf _{n \rightarrow \infty} \sup _{h \in I} \mathbb{E}_{\theta_{0}+h / \sqrt{n}} l\left(\sqrt{n}\left(T_{n}-\theta_{0}-\frac{h}{\sqrt{n}}\right)\right) \geq \mathbb{E} l(Z) . \tag{1.2}
\end{equation*}
$$

Here we see the shrinking neighborhoods of order $1 / \sqrt{n}$. However, the supremum inside the liminf is not over a full neighborhood, but merely over a finite subset. In Section 3 we will prove a slightly stronger version of Theorem 1.1, where the full neighborhood is replaced by only two functions (depending on $n$ ). Also note that in our result, the infimum over all estimators is taken inside the liminf over $n$, which is stronger than the result in (1.2). We expect that we are able to get this stronger result because we concentrate only on the rate and not on optimal constants.

An important difference from previous applications is also that Theorem 1.1 gives a lower bound for all estimators of the probabilistic error, instead of the expected risk of some loss function. Note that a lower bound on the probabilistic error implies a lower bound for (the rate of) the risk of all increasing loss functions; for example, the $L^{q}$-loss

$$
\mathbb{P}_{f}\left(|\hat{\theta}(Y)-f(0)| \geq \eta \cdot \gamma_{n}\right)>\beta \quad \Rightarrow \quad \mathbb{E}_{f}|\hat{\theta}(Y)-f(0)|^{q}>\eta^{q} \gamma_{n}^{q} \beta
$$

The drawback is that Theorem 1.1 does not show that the least-squares estimator $\hat{f}(0)$ attains the rate $\gamma_{n}$ for the $L^{q}$-loss. However, we can show, under mild conditions, that $\hat{f}(0)$ does attain the same rate in $L^{q}$-loss; see the technical report [3].

Considering the rate in terms of the probabilistic error is essential if we wish to get the full generality of our results, as was also observed in [2]. In that paper, they consider the white noise model where $f_{0}$ (now not necessarily monotone) is an element of a union of $k$ convex parameter classes $\mathcal{F}_{i}$. Then they consider the classes $\mathcal{G}_{j}=\bigcup_{i \leq j} \mathcal{F}_{i}$, which are now not necessarily convex. They construct an estimator for a linear functional $T f_{0}$ (e.g., $f_{0}(0)$ ) that attains an optimal rate (which they describe in terms of the modulus of continuity of $T$ ) for the probabilistic error for each of the classes $\mathcal{G}_{j}$ simultaneously. It is known that this type of adaptivity is not possible in general for the $L^{q}$ error rate. Although their result is very general, it considers only a finite number of classes, and they consider the supremum of the probabilistic error over the entire class $\mathcal{G}_{j}$. Our results give more detailed information about the rate at any specific $f_{0}$, and about the local optimality of that rate.

Another approach that addresses the adaptive estimation of a monotone function at a fixed point can be found in [12]. Here the authors define an estimation procedure $\hat{f}_{n}$ for $f_{0}(0)$, where $f_{0}$ is a monotone regression function in the white noise model. This estimation procedure is rate-adaptive in a minimax sense with respect to a Lipschitz parameter $\alpha$. This means that if we define

$$
\mathcal{F}_{m}(\alpha, M)=\left\{f \in \mathcal{F}_{m}: \forall x, y \in[-1,1]:|f(x)-f(y)| \leq M|x-y|^{\alpha}\right\},
$$

then they show that there exist constants $C>0$ and $0<\alpha_{0}<1$ such that

$$
\sup _{f \in \mathcal{F}_{m}(\alpha, M)} \mathbb{E}_{f}\left|\hat{f}_{n}-f(0)\right|^{2} \leq C M^{2 /(2 \alpha+1)} n^{-2 \alpha /(2 \alpha+1)}
$$

for all $\alpha_{0} \leq \alpha \leq 1$ and $M \geq 1$. It was already known that there exists a constant $D>0$ such that for any estimator $\delta_{n}$, we have

$$
\sup _{f \in \mathcal{F}_{m}(\alpha, M)} \mathbb{E}_{f}\left|\delta_{n}-f(0)\right|^{2} \geq D M^{2 /(2 \alpha+1)} n^{-2 \alpha /(2 \alpha+1)} .
$$

A serious drawback of this procedure compared to the estimator we consider, is that it does not, in general, give a monotone function as an estimate when the procedure is applied to an interval of fixed points. Furthermore, the rate is described in terms of a global Lipschitz parameter, and the adaptivity is only shown for $\alpha \in\left[\alpha_{0}, 1\right]$, whereas we will show in Section 3 that the rate of the LSE $\hat{f}(0)$ depends on the local behavior of $f_{0}$ around 0 . This will result in, for example, fast rates when the function $f_{0}$ has derivative 0 in 0 . Also, we will allow (locally optimal) rates that cannot be described by the Lipschitz parameter alone (think of logarithmic corrections), or even functions that are not Lipschitz at all. Finally, we show adaptivity in the sense of local asymptotic minimax without any restriction on $f_{0}$ other than monotonicity and continuity at 0 .

An attractive feature of our results is that the rate is described explicitly for each $f_{0}$, so that we do not need smoothness classes to specify the rate. This is natural for our setup, since no matter how smooth $f_{0}$ is, in the $L^{2}$ sense (which is equivalent in this case to the Hellinger distance between the different models) there are a lot of very non-smooth increasing functions close to $f_{0}$. In fact, we believe that when we replace the parameter space $\mathcal{F}_{m}$ by a different convex and compact subset $\mathcal{K}$ of $L^{2}[-1,1]$, and we consider a linear functional that is continuous on $\mathcal{K}$, it might be possible to prove the analogue of Theorem 1.1 for the least-squares plug-in estimator under some regularity conditions on $\mathcal{K}$. However, this is future work.

We feel that Theorem 1.1 is the most important result of the paper. However, in proving this theorem, we will also give an explicit expression for the rate $\gamma_{n}$ of the least-squares estimator in terms of the local behavior of the underlying $f_{0}$. This result can be found in Theorem 3.1 of Section 3, just before the proof of Theorem 1.1. Furthermore, in Section 4, we give weak regularity conditions on $f_{0}$ near 0 , under which we can determine the non-standard limiting distribution of the least-squares estimator. These conditions imply that $f_{0}$ behaves similarly on each scale in a neighborhood of 0 , and they are weaker than differentiability conditions. The limiting distributions found for the least-squares estimator in [1] and [15] are special cases of our result. Section 2 is preliminary, and describes properties of certain left- and right-scale functions of $f_{0}$ that play an important role in our proofs.

## 2. The scale functions $\psi_{r}$ and $\psi_{l}$

Without loss of generality, we will assume in the rest of the paper that $f_{0}(0)=0$. Define

$$
F_{0}(t)=\int_{0}^{t} f_{0}(s) \mathrm{d} s
$$

Note that this function is convex, and due to the continuity of $f_{0}$ in 0 (without which, we cannot estimate $f_{0}(0)$ consistently), we have that $F_{0}^{\prime}(0)=0$. We are interested in how $F_{0}$ behaves close
to 0 , and, therefore, we define the functions $\psi_{l}$ and $\psi_{r}$ by

$$
\begin{equation*}
\psi_{r}(s)=\limsup _{t \downarrow 0} \frac{F_{0}(s t)}{F_{0}(t)} \quad \text { and } \quad \psi_{l}(s)=\limsup _{t \uparrow 0} \frac{F_{0}(s t)}{F_{0}(t)} \quad(s \in[0,1]) \tag{2.1}
\end{equation*}
$$

If $F_{0}(t)=0$ for some $t>0$, we define $\psi_{r}(s)=0$ for $s \in[0,1)$ and $\psi_{r}(1)=1$, and likewise for $\psi_{l}$. In this section, we will take a closer look at the functions $\psi_{r}$ and $\psi_{l}$ defined in (2.1). We will concentrate on $\psi_{r}$, since completely analogous statements will hold for $\psi_{l}$. Since the function $s \mapsto F_{0}(s t)$ is convex and increasing for all $t>0$, we get that $\psi_{r}(s)$ is also an increasing and convex function on $[0,1]$ (this is true for the lim sup of convex functions, not necessarily for the liminf). Furthermore, we clearly have that $\psi_{r}(0)=0$ and $\psi_{r}(1)=1$. Finally, since $F_{0}$ is convex, we know that for $s \in[0,1]$,

$$
F_{0}(s t) \leq s F_{0}(t)+(1-s) F_{0}(0)=s F_{0}(t)
$$

This shows that for any $F_{0}$ we have that $\psi_{r}(s) \leq s$.
Lemma 2.1. For each $\tau \in[0,1)$, there exists a positive continuous non-decreasing function $\eta$ with

$$
F_{0}(t)=0 \quad \Rightarrow \quad \eta(t)=0 \quad(\forall t \in[0,1]),
$$

such that for all $t \in(0,1]$ and for all $s \in[0, \tau]$

$$
F_{0}(s t) \leq\left(\psi_{r}(s)+\eta(t)\right) F_{0}(t)
$$

Proof. Suppose $F_{0}(t)>0$ for all $t>0$. Define the auxiliary functions

$$
G_{t}(s)=\sup _{u \leq t} \frac{F_{0}(s u)}{F_{0}(u)}
$$

These functions are all convex and they decrease pointwise to $\psi_{r}$ on $[0,1]$. Since $G_{t}(0)=0$ for all $t>0$, we conclude that $G_{t}$ converges uniformly to $\psi_{r}$ on $[0, \tau]$. Define

$$
\eta(0)=0 \quad \text { and } \quad \eta(t)=\sup _{s \in[0, \tau]}\left|\psi_{r}(s)-G_{t}(s)\right| \quad(t \in(0,1])
$$

and note that

$$
\frac{F_{0}(s t)}{F_{0}(t)} \leq G_{t}(s) \leq \psi_{r}(s)+\eta(t)
$$

to conclude the statement of the lemma (note that $\psi_{r}$ is continuous on $[0, \tau]$, so $\eta$ is indeed a continuous increasing function). Now suppose that $F_{0}(t)=0$ for some $t>0$. We defined $\psi_{r}(s)=$ 0 for $s \in[0,1)$ in this case. Define

$$
r_{0}=\sup \left\{t \in[0,1]: F_{0}(t)=0\right\} .
$$

If $r_{0}=1$, then the statement of the lemma holds with $\eta=0$. Suppose $r_{0}<1$. Since $s \leq \tau$, we have for each $t \leq r_{0} / \tau, F_{0}(s t)=0$. Define $\eta(t)=0$ for $t \in\left[0, r_{0}\right], \eta(t)=1$ for $t \in\left[r_{0} / \tau, 1\right]$, and continuous in between, and the statement of the lemma holds trivially.

Let $\left\{W_{s}: s \in \mathbb{R}\right\}$ be a two-sided Brownian motion. We will encounter the probabilities in the next lemma throughout the rest of the paper.

Lemma 2.2. For any $F_{0}$ we have that

$$
\mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq 1} W_{s}-C\left(s-\psi_{r}(s)\right)\right) \leq \frac{1}{\sqrt{2 \pi} C}
$$

If there exists $s \in(0,1)$ such that $\psi_{r}(s)<s$, then there exist $\tau \in(0,1)$ and $\rho \in(0,1]$ such that

$$
\mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq 1} W_{s}-C\left(s-\psi_{r}(s)\right)\right) \leq \sqrt{\frac{2}{\pi \tau}} \frac{1}{C \rho(2-\rho)} \mathrm{e}^{-C^{2} \tau \rho^{2} / 2}
$$

Proof. First note that the left-hand side and the right-hand side of two-sided Brownian motion are independent. It is, therefore, enough to consider the two sides within the probability separately. It is well known that

$$
\mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq-v\right)=\mathbb{P}\left(\sup _{s \geq 0} W_{s}-C s \geq v\right)=\mathrm{e}^{-2 C v}
$$

This follows from the hitting time of a linear boundary. Since, for all $F_{0}$, we have that $\psi_{r}(s) \leq s$, we also need that

$$
\mathbb{P}\left(\inf _{0 \leq s \leq 1} W_{s} \leq-w\right)=\mathbb{P}\left(\sup _{0 \leq s \leq 1} W_{s} \geq w\right)=2(1-\Phi(w))
$$

where $\Phi$ is the distribution function of the standard normal distribution. We get

$$
\begin{aligned}
\mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq 1} W_{s}-C\left(s-\psi_{r}(s)\right)\right) & \leq \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq 1} W_{s}\right) \\
& =\frac{2}{\sqrt{2 \pi}} \int_{0}^{\infty} \mathrm{e}^{-2 C w} \mathrm{e}^{-w^{2} / 2} \mathrm{~d} w \\
& =2 \mathrm{e}^{2 C^{2}}(1-\Phi(2 C)) \\
& \leq \frac{1}{\sqrt{2 \pi} C}
\end{aligned}
$$

Now suppose that for some $s \in(0,1), \psi_{r}(s)<s$. Since $\psi_{r}$ is convex, $\psi_{r}(0)=0$ and $\psi_{r}(1)=1$, this implies that for any $\tau \in(0,1)$ and any $s \in(0, \tau], \psi_{r}(s) \leq s \psi_{r}(\tau) / \tau<s$. Choose $\tau \in(0,1)$ and define $\rho=1-\psi_{r}(\tau) / \tau>0$. Then

$$
\forall s \in[0, \tau]: s-\psi_{r}(s) \geq \rho s
$$

Now use that

$$
\begin{aligned}
\mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq 1} W_{s}-C\left(s-\psi_{r}(s)\right)\right) & \leq \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0 \leq s \leq \tau} W_{s}-C \rho s\right) \\
& \leq \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq W_{\tau}-C \rho \tau\right)
\end{aligned}
$$

This last probability we can calculate exactly:

$$
\begin{align*}
& \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq W_{\tau}-C \rho \tau\right) \\
& \quad=1-\Phi(C \sqrt{\tau} \rho)+\frac{1}{\sqrt{2 \pi \tau}} \int_{0}^{\infty} \mathrm{e}^{-2 C v} \mathrm{e}^{-(v-C \tau \rho)^{2} /(2 \tau)} \mathrm{d} v  \tag{2.2}\\
& \quad=1-\Phi(C \sqrt{\tau} \rho)+(1-\Phi(C \sqrt{\tau}(2-\rho))) \mathrm{e}^{C^{2} \tau(2-\rho)^{2} / 2} \mathrm{e}^{-C^{2} \tau \rho^{2} / 2} \\
& \quad \leq \sqrt{\frac{2}{\pi \tau}} \frac{1}{C \rho(2-\rho)} \mathrm{e}^{-C^{2} \tau \rho^{2} / 2}
\end{align*}
$$

We will now consider the case where $F_{0}(s t) / F_{0}(t)$ actually has a limit. This is comparable to saying that $F_{0}$ is a regularly varying function in 0 , but we have the extra information that $F_{0}$ is convex.

Lemma 2.3. Suppose for each $s \in(0,1]$ we have $F_{0}(s)>0$ and

$$
\lim _{t \downarrow 0} \frac{F_{0}(s t)}{F_{0}(t)}=\psi_{r}(s) .
$$

Then either $\psi_{r}(s)=0$ on $[0,1)$, or $\psi_{r}(s)=s^{\alpha}$, for some $\alpha \geq 1$. In the latter case, we have that for each $\tau>0$ (also for $\tau \geq 1$ )

$$
\sup _{s \in[0, \tau]}\left(\frac{F_{0}(s t)}{F_{0}(t)}-s^{\alpha}\right) \xrightarrow{t \downarrow 0} 0 .
$$

Proof. Suppose $0 \leq u \leq s \leq 1$. Then

$$
\psi_{r}(u s)=\lim _{t \downarrow 0} \frac{F_{0}(u s t)}{F_{0}(t)}=\lim _{t \downarrow 0} \frac{F_{0}(u s t)}{F_{0}(s t)} \frac{F_{0}(s t)}{F_{0}(t)}=\psi_{r}(u) \psi_{r}(s) .
$$

Since $\psi_{r}$ is continuous and convex on $[0,1)$ and $\psi_{r}(0)=0$, we conclude that either $\psi_{r}(s)=0$ on $[0,1)$ or $\psi_{r}(s)=s^{\alpha}$ with $\alpha \geq 1$. In this last case, choose $s>1$. Then

$$
\lim _{t \downarrow 0} \frac{F_{0}(s t)}{F_{0}(t)}=\left(\lim _{t \downarrow 0} \frac{F_{0}(t)}{F_{0}(s t)}\right)^{-1}=\left(\lim _{t \downarrow 0} \frac{F_{0}\left(s^{-1} t\right)}{F_{0}(t)}\right)^{-1}=s^{\alpha}
$$

The family of convex functions $\left\{s \mapsto F_{0}(s t) / F_{0}(t)\right\}$ converges pointwise to the convex function $s \mapsto s^{\alpha}$, and all functions are 0 in 0 , so the convergence is actually uniform on compact subsets of $[0, \infty)$.

## 3. Local asymptotic minimax optimality

Our data $Y(t)$ satisfies

$$
\mathrm{d} Y(t)=f_{0}(t) \mathrm{d} t+n^{-1 / 2} \mathrm{~d} W(t)
$$

where $f_{0}$ is a monotone $L^{2}$-function on $[-1,1]$ and $W(t)$ is standard two-sided Brownian motion. We wish to study the least-squares estimator, but we will define for a realization of $W(t)$,

$$
Y(t)=\int_{0}^{t} f_{0}(t) \mathrm{d} t+n^{-1 / 2} W(t)
$$

and the convex function

$$
\hat{F}(t)=\sup \{\phi(t): \phi \text { affine and } \forall s \in[-1,1]: \phi(s) \leq Y(s)\} .
$$

So $\hat{F}$ is the greatest convex minorant of $Y$. Now we define the estimator $\hat{f}$ as the left-derivative of the convex function $\hat{F}$, so for $t \in(-1,1)$

$$
\hat{f}(t)=\lim _{h \downarrow 0} \frac{\hat{F}(t)-\hat{F}(t-h)}{h} .
$$

This is a monotone function and can be seen as a limit of least-squares estimators over the class of monotone functions absolutely bounded by $M$, as $M \rightarrow \infty$.

As stated before, we will assume without loss of generality that $f_{0}(0)=0$. Furthermore, to ensure that our estimator $\hat{f}(0)$ is consistent as $n \rightarrow \infty$, we assume that $f_{0}$ is continuous at 0 . We are interested in the probability of the event $\{\hat{f}(0) \geq a\}$, for $a>0$. Remember that

$$
F_{0}(t)=\int_{0}^{t} f_{0}(s) \mathrm{d} s
$$

Fix $C>0$ not depending on $n$, and choose $a, b>0$ and $r_{a}, r_{b}>0$ such that

$$
\begin{equation*}
F_{0}\left(r_{a}\right)=a r_{a}, \quad F_{0}\left(-r_{b}\right)=b r_{b} \quad \text { and } \quad r_{a}^{1 / 2} a=r_{b}^{1 / 2} b=C n^{-1 / 2} \tag{3.1}
\end{equation*}
$$

Since $F_{0}$ is convex and continuous, and $f_{0}$ is continuous at 0 , this can always be done if $F_{0}(1)>0$ and $F_{0}(-1)>0$, simply by choosing $n$ large enough. We will consider the special (and simpler) case $f_{0}(t)=0$ for all $t>0$ (or for all $t<0$ ) separately.

The sequence $\max (a, b)=\max (a(n), b(n))$ will constitute the rate of the least-squares estimator $\hat{f}(0)$; see Theorem 3.1 below. We would, therefore, like to give some feel for equations (3.1). Suppose $f_{0}$ is Lipschitz continuous at 0 with parameter $\alpha>0$, so for $x$ in a neighbourhood of 0 , we have (remember that $f_{0}(0)=0$ )

$$
\left|f_{0}(x)\right| \lesssim|x|^{\alpha} .
$$

Here, $g(x) \lesssim h(x)$ denotes that there exists a constant $M>0$ such that $g(x) \leq M h(x)$ for all relevant $x$. Then $F_{0}(x) \lesssim|x|^{\alpha+1}$, so (3.1) gives us

$$
a r_{a} \lesssim r_{a}^{\alpha+1} .
$$

This means that $r_{a}^{-1} \lesssim a^{-1 / \alpha}$. Together with the second equality for $a$ in (3.1),

$$
a \lesssim r_{a}^{-1 / 2} n^{-1 / 2},
$$

this leads to

$$
a \lesssim n^{-\alpha /(2 \alpha+1)} .
$$

For $b$ we can derive the same bound. This corresponds to the rate found in [12]. Another interesting case is when $\lim _{a \rightarrow 0} r_{a}=r_{0}>0$. This means that $f_{0}$ is flat to the right of 0 on the interval $\left[0, r_{0}\right)$. Then

$$
a \lesssim r_{0}^{-1 / 2} n^{-1 / 2}
$$

so this corresponds to a parametric rate.
Theorem 3.1. With the notations as above, we have that

$$
\limsup _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0) \geq a) \leq \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0<s \leq 1} W_{s}-C\left(s-\psi_{r}(s)\right)\right) \leq \frac{1}{C \sqrt{2 \pi}}
$$

and

$$
\limsup _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0) \leq-b) \leq \mathbb{P}\left(\inf _{s \leq 0} W_{s}-C s \leq \inf _{0<s \leq 1} W_{s}-C\left(s-\psi_{l}(s)\right)\right) \leq \frac{1}{C \sqrt{2 \pi}}
$$

Since both probabilities tend to zero when $C \rightarrow \infty$, it follows that equations (3.1) determine an upper bound for the rate of convergence of $\hat{f}(0)$.

Proof. We will only show the result for $a$; the proof for $b$ is similar. Note that we have the following "switch relation" for the greatest convex minorant:

$$
\begin{equation*}
\{\hat{f}(0) \geq a\}=\left\{\inf _{-1 \leq t \leq 0}\left(n^{-1 / 2} W_{t}+F_{0}(t)-a t\right) \leq \inf _{0<t \leq 1}\left(n^{-1 / 2} W_{t}+F_{0}(t)-a t\right)\right\} . \tag{3.2}
\end{equation*}
$$

We can rewrite (3.2) as follows:

$$
\begin{align*}
\{\hat{f}(0) \geq a\}= & \left\{\inf _{-r_{a}^{-1} \leq s \leq 0}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-n^{1 / 2} r_{a}^{1 / 2} a s\right)\right. \\
& \left.\leq \inf _{0<s \leq r_{a}^{-1}}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-n^{1 / 2} r_{a}^{1 / 2} a s\right)\right\} \tag{3.3}
\end{align*}
$$

Define

$$
\tilde{W}_{s}=r_{a}^{-1 / 2} W_{r_{a} s} .
$$

Clearly, $\tilde{W}_{s}$ is also a two-sided Brownian motion. Now we can use Lemma 2.1: For any $\tau \in(0,1)$ there exists a positive continuous function $\eta$ with $F_{0}(t)=0 \Rightarrow \eta(t)=0$, such that

$$
\inf _{0<s \leq r_{a}^{-1}}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-n^{1 / 2} r_{a}^{1 / 2} a s\right) \leq \inf _{0<s \leq \tau} \tilde{W}_{s}-C\left(s-\psi_{r}(s)\right)+C \eta\left(r_{a}\right)
$$

Now remark that for $s<0, F_{0}(s) \geq 0$, so that

$$
\inf _{-r_{a}^{-1} \leq s \leq 0}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right) \geq \inf _{s \leq 0}\left(\tilde{W}_{s}-C s\right) .
$$

In view of (3.3), we have shown that

$$
\begin{equation*}
\mathbb{P}(\hat{f}(0) \geq a) \leq \mathbb{P}\left(\inf _{s \leq 0}\left(\tilde{W}_{s}-C s\right) \leq \inf _{0<s \leq \tau} \tilde{W}_{s}-C\left(s-\psi_{r}(s)\right)+C \eta\left(r_{a}\right)\right) \tag{3.4}
\end{equation*}
$$

Define $r_{0}=\lim _{a \downarrow 0} r_{a}$. Since we always have that $F_{0}\left(r_{0}\right)=0$, we conclude that $\lim _{a \downarrow 0} \eta\left(r_{a}\right)=0$, so

$$
\limsup _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0) \geq a) \leq \mathbb{P}\left(\inf _{s \leq 0}\left(\tilde{W}_{s}-C s\right) \leq \inf _{0<s \leq \tau} \tilde{W}_{s}-C\left(s-\psi_{r}(s)\right)\right)
$$

Since this is true for all $\tau \in(0,1)$, and since $\psi_{r}$ is increasing on $[0,1]$, we conclude that

$$
\limsup _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0) \geq a) \leq \mathbb{P}\left(\inf _{s \leq 0}\left(\tilde{W}_{s}-C s\right) \leq \inf _{0<s \leq 1} \tilde{W}_{s}-C\left(s-\psi_{r}(s)\right)\right)
$$

The final inequality of the theorem is given in Lemma 2.2.
When $f_{0}(t)=0$ for all $t>0$, we choose $a=C n^{-1 / 2}$, and (3.2) implies that

$$
\mathbb{P}(\hat{f}(0) \geq a) \leq \mathbb{P}\left(\inf _{-1 \leq t \leq 0}\left(W_{t}-C t\right) \leq \inf _{0<t \leq 1}\left(W_{t}-C t\right)\right)
$$

This shows that in this case, the upper confidence limit for $\hat{f}(0)$ is of order $n^{-1 / 2}$ (parametric rate). This also happens when $r_{0}>0$, which is the case when $f_{0}$ is flat to the right of 0 .

We wish to show that the rate for the least-squares estimator is local asymptotic minimax; see the Introduction for a discussion of this concept. Remember that $\mathcal{F}_{m}$ denotes the space of all monotone increasing $L^{2}$-functions on $[-1,1]$, and that $B\left(f_{0} ; \varepsilon\right)$ denotes the $L^{2}$-ball around $f_{0}$ of radius $\varepsilon$.

Proof of Theorem 1.1. We will show the following stronger version of Theorem 1.1: Let $f_{0} \in$ $\mathcal{F}_{m}$ be continuous at 0 . Choose two significance levels $\alpha \in(0,1)$ and $\beta \in(0,1 / 2)$. There exist $\delta>0$ and $\eta>0$, such that for all $n$ large enough, we can find a rate $\gamma_{n}$ with

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{f \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)} \mathbb{P}_{f}\left(|\hat{f}(0)-f(0)| \geq \gamma_{n}\right) \leq \alpha \tag{3.5}
\end{equation*}
$$

and a sequence of functions $f_{n} \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)$ such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{\hat{\theta}} \max _{i=0, n} \mathbb{P}_{f_{i}}\left(\left|\hat{\theta}(Y)-f_{i}(0)\right| \geq \eta \cdot \gamma_{n}\right)>\beta \tag{3.6}
\end{equation*}
$$

where $\hat{\theta}(Y)$ is any estimator of $f(0)$ based on the data $Y$.

Remark 1. For a general concept of local optimality, it might be more natural to replace the last statement by

$$
\liminf _{n \rightarrow \infty} \inf _{\hat{\theta}} \sup _{f \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)} \mathbb{P}_{f_{i}}\left(\left|\hat{\theta}(Y)-f_{i}(0)\right| \geq \eta \cdot \gamma_{n}\right)>\beta
$$

as was done in Theorem 1.1. Clearly, (3.6) is stronger, since the sequence $f_{n}$ is the same for all possible estimators $\hat{\theta}$.

Remark 2. Choose an event $A \subset C([-1,1])$ such that $\mathbb{P}_{f_{0}}(Y \in A) \geq 1 / 2$ and $\mathbb{P}_{f_{1}}(Y \notin A) \geq 1 / 2$. Define the estimator

$$
\hat{\theta}(Y)=f_{0}(0) 1_{A}(Y)+f_{1}(0) 1_{A^{c}}(Y) .
$$

Then for any choice of $\eta$ and $\gamma$, we would have

$$
\max _{i=0,1} \mathbb{P}_{f_{i}}\left(\left|\hat{\theta}(Y)-f_{i}(0)\right| \geq \eta \cdot \gamma\right) \leq \frac{1}{2}
$$

which is why we choose $\beta \in(0,1 / 2)$.
Without loss of generalization, we can assume $f_{0}(0)=0$. Choose $n$ large enough such that the equations

$$
F_{0}\left(r_{a}\right)=a r_{a}, \quad F_{0}\left(-r_{b}\right)=b r_{b} \quad \text { and } \quad r_{a}^{1 / 2} a=r_{b}^{1 / 2} b=C n^{-1 / 2}
$$

have solutions for some fixed $C>0$ with

$$
\frac{1}{2 \sqrt{2 \pi} C} \leq \alpha
$$

Define

$$
\gamma_{n}=4 \max (a, b) .
$$

Fix $\delta \in(0, C]$ and suppose $f_{1} \in \mathcal{F}_{m} \cap B\left(f_{0} ; \delta n^{-1 / 2}\right)$. Define

$$
\tilde{F}_{1}(t)=\int_{0}^{t} f_{1}(s) \mathrm{d} s
$$

Note that

$$
\begin{aligned}
\left|\frac{1}{r_{a}} \int_{0}^{r_{a}}\left(f_{1}(t)-f_{0}(t)\right) \mathrm{d} t\right| & \leq \sqrt{\frac{1}{r_{a}} \int_{0}^{r_{a}}\left(f_{1}(t)-f_{0}(t)\right)^{2} \mathrm{~d} t} \\
& \leq \delta n^{-1 / 2} r_{a}^{-1 / 2} \\
& =\delta a / C .
\end{aligned}
$$

This means that

$$
\begin{equation*}
\tilde{F}_{1}\left(r_{a}\right) \leq 2 a r_{a} \tag{3.7}
\end{equation*}
$$

Analogously, we conclude that

$$
\tilde{F}_{1}\left(-r_{b}\right) \leq 2 b r_{b} .
$$

Since

$$
\tilde{F}_{1}\left(r_{a}\right) \geq f_{1}(0) r_{a} \quad \text { and } \quad \tilde{F}_{1}\left(-r_{b}\right) \geq-r_{b} f_{1}(0)
$$

we conclude that

$$
f_{1}(0) \leq 2 a \quad \text { and } \quad f_{1}(0) \geq-2 b .
$$

Now define

$$
F_{1}(t)=\int_{0}^{t}\left(f_{1}(s)-f_{1}(0)\right) \mathrm{d} s
$$

Since $F_{1}(t)=\tilde{F}_{1}(t)-f_{1}(0) t$, we get

$$
F_{1}\left(r_{a}\right) \leq \gamma_{n} r_{a} \quad \text { and } \quad F_{1}\left(-r_{b}\right) \leq \gamma_{n} r_{b} .
$$

Now use equation (3.3) for the situation where the underlying function is $f_{1}$ :

$$
\left\{\hat{f}(0)-f_{1}(0) \geq \gamma_{n}\right\}=\left\{\begin{array}{l}
\inf _{\substack{-1} s \leq 0}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{-1 / 2} r_{a}^{-1 / 2} F_{1}\left(r_{a} s\right)-n^{-1 / 2} r_{a}^{1 / 2} \gamma_{n} s\right) \\
\left.\leq \inf _{0<s \leq r_{a}^{-1}}\left(r_{a}^{-1 / 2} W_{r_{a} s}+n^{-1 / 2} r_{a}^{-1 / 2} F_{1}\left(r_{a} s\right)-n^{-1 / 2} r_{a}^{1 / 2} \gamma_{n} s\right)\right\} .
\end{array}\right.
$$

Again we have that $F_{1}(s) \geq 0$ for $s \leq 0$. Also, since $F_{1}$ is convex, $F_{1}\left(r_{a} s\right) \leq \gamma_{n} r_{a} s$ for all $s \in$ $[0,1]$. Now we can follow the exact same steps as in the proof of Theorem 3.1, starting at equation (3.3) and realizing that $n^{-1 / 2} r_{a}^{1 / 2} \gamma_{n} \geq 4 C$, to conclude that

$$
\mathbb{P}_{f_{1}}\left(\hat{f}(0)-f_{1}(0) \geq \gamma_{n}\right) \leq \frac{1}{4 \sqrt{2 \pi} C} .
$$

Analogously, we can prove that

$$
\mathbb{P}_{f_{1}}\left(\hat{f}(0)-f_{1}(0) \leq-\gamma_{n}\right) \leq \frac{1}{4 \sqrt{2 \pi} C}
$$

This clearly shows that

$$
\mathbb{P}_{f_{1}}\left(\left|\hat{f}(0)-f_{1}(0)\right|>\gamma_{n}\right) \leq \alpha .
$$

So we have shown that our rate $\gamma_{n}$ satisfies (3.5).

Now we choose our sequence $f_{n}$. For fixed $n$, suppose $a \geq b$; the case $b>a$ can be handled analogously by perturbing $f_{0}$ to the left of 0 . Define

$$
f_{n}(t)= \begin{cases}\delta a / C, & \text { if } t \geq 0 \text { and } f_{0}(t) \leq \delta a / C, \\ f_{0}(t), & \text { otherwise }\end{cases}
$$

Then $f_{n}$ is a monotone $L^{2}$-function. Note that $f_{n}$ will be discontinuous at 0 and that $\gamma_{n}=4 a$. To show that $f_{n} \in B\left(f_{0}, \delta n^{-1 / 2}\right)$, define $s_{a}=\inf \left\{t \geq 0: f_{0}(t) \geq a\right\}$. Clearly,

$$
F_{0}\left(s_{\delta a / C}\right) \leq \delta a C^{-1} s_{\delta a / C}
$$

Since $F_{0}\left(r_{a}\right)=a r_{a}$ and $F_{0}$ is convex, we would get for $s>r_{a}$ :

$$
F_{0}(s)>a s \geq \delta a C^{-1} s
$$

This proves that $s_{\delta a / C} \leq r_{a}$. Therefore,

$$
\int_{-1}^{1}\left(f_{n}(t)-f_{0}(t)\right)^{2} \mathrm{~d} t \leq \delta^{2} C^{-2} a^{2} s_{\delta a / C} \leq \delta^{2} C^{-2} a^{2} r_{a} \leq \delta^{2} n^{-1}
$$

Define $\mu$ as the probability measure on $C([-1,1])$ that corresponds to standard two-sided Brownian motion, and denote with $P_{0}$ and $P_{n}$ the measures corresponding to the model with $f_{0}$ and $f_{n}$, respectively. It is well known that

$$
\frac{\mathrm{d} P_{i}}{\mathrm{~d} \mu}(W)=\exp \left(n^{1 / 2} \int f_{i}(t) \mathrm{d} W(t)-\frac{1}{2} n \int f_{i}(t)^{2} \mathrm{~d} t\right)
$$

Therefore,

$$
\frac{\mathrm{d} P_{n}}{\mathrm{~d} P_{0}}(W)=\exp \left(n^{1 / 2} \int\left(f_{n}(t)-f_{0}(t)\right) \mathrm{d} W(t)-\frac{1}{2} n \int f_{n}(t)^{2} \mathrm{~d} t+\frac{1}{2} n \int f_{0}(t)^{2} \mathrm{~d} t\right)
$$

This means that

$$
\begin{aligned}
\left\|P_{n}-P_{0}\right\|_{1}^{2} \leq & \mathbb{E}_{P_{0}}\left(\frac{\mathrm{~d} P_{n}}{\mathrm{~d} P_{0}}(W)-1\right)^{2}=\mathbb{E}_{P_{0}}\left(\frac{\mathrm{~d} P_{n}}{\mathrm{~d} P_{0}}(W)\right)^{2}-1 \\
= & \mathbb{E}_{\mu}\left(\operatorname { e x p } \left(n^{1 / 2} \int\left(2 f_{n}(t)-f_{0}(t)\right) \mathrm{d} W(t)\right.\right. \\
& \left.\left.\quad-n \int f_{n}(t)^{2} \mathrm{~d} t+\frac{1}{2} n \int f_{0}(t)^{2} \mathrm{~d} t\right)\right)-1 \\
= & \exp \left(\frac{1}{2} n \int\left(2 f_{n}(t)-f_{0}(t)\right)^{2} \mathrm{~d} t-n \int f_{n}(t)^{2} \mathrm{~d} t+\frac{1}{2} n \int f_{0}(t)^{2} \mathrm{~d} t\right)-1 \\
= & \exp \left(n \int\left(f_{n}(t)-f_{0}(t)\right)^{2} \mathrm{~d} t\right)-1
\end{aligned}
$$

Since

$$
\int\left(f_{1}(t)-f_{0}(t)\right)^{2} \mathrm{~d} t \leq \delta^{2} n^{-1}
$$

we conclude that

$$
\left\|P_{1}-P_{0}\right\| \leq \sqrt{\exp \left(\delta^{2}\right)-1}
$$

Choose $\delta \in(0, C]$ small enough, such that $\left\|P_{1}-P_{0}\right\|<2-4 \beta$. Choose $\eta=\delta / 8 C$. Denote with $p_{i}$ the density of $P_{i}$ with respect to $\mu(i=0,1)$. We have that for any estimator $\hat{\theta}$

$$
\begin{aligned}
\max _{i=0, n} \mathbb{P}_{f_{i}}\left(\left|\hat{\theta}(Y)-f_{i}(0)\right| \geq 4 \eta a\right) & \geq \frac{1}{2} \sum_{i=0, n} \mathbb{P}_{f_{i}}\left(\left|\hat{\theta}(Y)-f_{i}(0)\right| \geq 4 \eta a\right) \\
& =\frac{1}{2} \mathbb{E}_{\mu}\left(1_{\{|\hat{\theta}(Y)| \geq 4 \eta a\}} p_{0}(W)+1_{\{|\hat{\theta}(Y)-\delta a / C| \geq 4 \eta a\}} p_{1}(W)\right) \\
& \geq \frac{1}{2} \mathbb{E}_{\mu}\left(\min \left(p_{0}(W), p_{1}(W)\right)\right) \\
& =\frac{1}{2}\left(1-\frac{1}{2}\left\|P_{1}-P_{0}\right\|\right) \\
& >\beta .
\end{aligned}
$$

This proves (3.6).

## 4. Limiting distribution of the least-squares estimator

Our methods also allow us to derive non-standard limiting distributions for the least-squares estimator. These limiting distributions only exist when $f_{0}$ is somehow "regular" near 0 . The precise conditions are described in the following theorem and will use Lemma 2.3. We start with the rate equations: For $n>0$ and $C>0$, we define $a, r_{a}, b$ and $r_{b}$ by

$$
F_{0}\left(r_{a}\right)=a r_{a}, \quad F_{0}\left(-r_{b}\right)=b r_{b} \quad \text { and } \quad r_{a}^{1 / 2} a=r_{b}^{1 / 2} b=C n^{-1 / 2}
$$

Theorem 4.1. Suppose that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{r_{a}}{r_{b}}=\gamma \tag{4.1}
\end{equation*}
$$

with $\gamma \in[0, \infty)$. Furthermore, suppose that for $s \geq 0$,

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{F_{0}(s t)}{F_{0}(t)}=s^{\alpha} \tag{4.2}
\end{equation*}
$$

for $\alpha>1$ (see also Lemma 2.3). Then, if $W_{s}(s \in \mathbb{R})$ denotes two-sided standard Brownian motion,

$$
\lim _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0)>a)=\mathbb{P}\left(\inf _{s \leq 0}\left(W_{s}+C \gamma^{\alpha-1 / 2}|s|^{\alpha}-C s\right) \leq \inf _{s \geq 0}\left(W_{s}+C|s|^{\alpha}-C s\right)\right) .
$$

If $\lim _{n \rightarrow \infty} r_{a} / r_{b}=+\infty$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}(\hat{f}(0)>0)=0
$$

Remark. Condition (4.1) says that the rates to the left and the right of 0 are well behaved with respect to each other, which is a natural condition for a limiting distribution to exist. Furthermore, Condition (4.2) says that $F_{0}$ scales properly near 0 , which is another natural condition. We do not want different behavior of $F_{0}$ for different scales.

Proof of Theorem 4.1. We start with assuming that $\gamma>0$. Since $r_{a} / r_{b} \rightarrow \gamma$ and $a r_{a}^{1 / 2}=b r_{b}^{1 / 2}$, we see that $a / b \rightarrow \gamma^{-1 / 2}$ and $F_{0}\left(r_{a}\right) / F_{0}\left(-r_{b}\right) \rightarrow \gamma^{1 / 2}$ (since $F_{0}\left(r_{a}\right)=a r_{a}$ and $F_{0}\left(-r_{b}\right)=b r_{b}$ ). For each $\eta>0$, we have that $(\gamma-\eta) r_{b} \leq r_{a} \leq(\gamma+\eta) r_{b}$, for $n$ large enough. Therefore,

$$
\limsup _{n \rightarrow \infty} \frac{F_{0}\left(r_{a}\right)}{F_{0}\left(\gamma r_{b}\right)} \leq \lim _{n \rightarrow \infty} \frac{F_{0}\left((\gamma+\eta) r_{b}\right)}{F_{0}\left(\gamma r_{b}\right)}=\left(\frac{\gamma+\eta}{\gamma}\right)^{\alpha}
$$

We used that, since $\psi_{r}(s)>0$ for $s \in(0,1]$, we have that $r_{a} \rightarrow 0$ and $r_{b} \rightarrow 0$. The inequality holds for all $\eta>0$, and we can show a similar inequality for the liminf, which means that

$$
\lim _{n \rightarrow \infty} \frac{F_{0}\left(r_{a}\right)}{F_{0}\left(\gamma r_{b}\right)}=1
$$

Since $r_{a}$ and $r_{b}$ are decreasing continuous functions of $n$, we have shown that

$$
\lim _{t \downarrow 0} \frac{F_{0}(\gamma t)}{F_{0}(-t)}=\gamma^{1 / 2}
$$

This implies that

$$
\lim _{t \downarrow 0} \frac{F_{0}(-s t)}{F_{0}(-t)}=\lim _{t \downarrow 0} \frac{F_{0}(+\gamma s t)}{F_{0}(+\gamma t)}=s^{\alpha} .
$$

So the rescaled behavior of $F_{0}$ to the left of zero is equal to the behavior of $F_{0}$ to the right of zero.

The rest of the proof is based on equation (3.3):

$$
\begin{aligned}
\mathbb{P}(\hat{f}(0) \geq a)=\mathbb{P} & \left(\inf _{-r_{a}^{-1} \leq s \leq 0}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)\right. \\
& \left.\leq \inf _{0<s \leq r_{a}^{-1}}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)\right) .
\end{aligned}
$$

Here, $W_{s}$ is two-sided Brownian motion. Note that we can rewrite this equation as

$$
\mathbb{P}(\hat{f}(0) \geq a)=\mathbb{P}\left(\underset{s \in\left[-r_{a}^{-1}, r_{a}^{-1}\right]}{\arg \min }\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right) \leq 0\right)
$$

Using Lemma 2.3, we conclude that there exists a family of functions $\eta_{t}(s)$ on $[0, \infty)$, such that $\eta_{t} \rightarrow 0$ uniformly on compacta as $t \rightarrow 0$, with

$$
F_{0}(s t)=s^{\alpha} F_{0}(t)+\eta_{t}(s) F_{0}(t)(t \in \mathbb{R})
$$

This shows that for $s \in[0, \infty)$, we have

$$
\begin{aligned}
W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s & =W_{s}+C s^{\alpha}+C \eta_{t}(s)-C s \\
& \rightarrow W_{s}+C s^{\alpha}-C s,
\end{aligned}
$$

uniformly on compacta. For $s \in(-\infty, 0]$, we have to be a bit more careful:

$$
\begin{aligned}
n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right) & =n^{1 / 2} r_{a}^{-1 / 2}\left(\frac{r_{a}}{r_{b}}\right)^{\alpha}|s|^{\alpha} F_{0}\left(-r_{b}\right)+n^{1 / 2} r_{a}^{-1 / 2} \eta_{t}\left(|s| r_{a} / r_{b}\right) F_{0}\left(-r_{b}\right) \\
& =\left(\frac{r_{a}}{r_{b}}\right)^{\alpha-1 / 2}|s|^{\alpha} n^{1 / 2} r_{b}^{1 / 2} b+\left(\frac{r_{a}}{r_{b}}\right)^{-1 / 2} \eta_{t}\left(|s| r_{a} / r_{b}\right) n^{1 / 2} r_{b}^{1 / 2} b \\
& \rightarrow C \gamma^{\alpha-1 / 2}|s|^{\alpha}
\end{aligned}
$$

uniformly on compacta. We have shown that uniformly on compacta

$$
W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s \rightarrow \begin{cases}W_{s}+C s^{\alpha}-C s, & \text { for } s \geq 0 \\ W_{s}+C \gamma^{\alpha-1 / 2}|s|^{\alpha}-C s, & \text { for } s \leq 0\end{cases}
$$

Now we wish to use Theorem 2.7 from [10], page 198. This theorem implies that the location of the minimum of the process $W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s$ converges in distribution to the location of the minimum of its limiting process, provided that this location is $O_{p}(1)$. To show this last condition, we consider for $M>1$

$$
\begin{aligned}
& \mathbb{P}\left(\underset{s \in\left[-r_{a}^{-1}, r_{a}^{-1}\right]}{\arg \min }\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)>M\right) \\
& \quad \leq \mathbb{P}\left(\inf _{s \geq M}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)<0\right)
\end{aligned}
$$

Now we use that for $n$ large enough, $F_{0}\left(M r_{a}\right) \geq M^{\alpha} F_{0}\left(r_{a}\right)-F_{0}\left(r_{a}\right)$. So for $s \geq M$, using convexity of $F_{0}$, we get

$$
F_{0}\left(s r_{a}\right) \geq s F_{0}\left(M r_{a}\right) / M \geq M^{\alpha-1} a r_{a} s-a r_{a} s / M
$$

Using this, we get

$$
\mathbb{P}\left(\inf _{s \geq M}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)<0\right) \leq \mathbb{P}\left(\inf _{s \geq M}\left(W_{s}+C M^{\alpha-1} s-C s / M-C s\right)<0\right)
$$

Clearly, this last probability goes to zero exponentially fast as $M \rightarrow+\infty$, since $\alpha>1$. Now we have to check the lower bound for the location of the minimum:

$$
\begin{aligned}
& \mathbb{P}\left(\underset{s \in\left[-r_{a}^{-1}, r_{a}^{-1}\right]}{\arg \min }\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)<-M\right) \\
& \quad \leq \mathbb{P}\left(\inf _{s \leq-M}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s\right)<0\right) \\
& \quad \leq \mathbb{P}\left(\inf _{s \leq-M}\left(W_{s}-C s\right)<0\right)
\end{aligned}
$$

This last probability again goes to zero exponentially fast as $M \rightarrow+\infty$. This proves the theorem for $\gamma>0$. When $\gamma=0$, so $r_{a} / r_{b} \rightarrow 0$, the above reasoning goes through, except for the convergence of the process $W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)-C s$ for $s \in(-\infty, 0]$. We need to show that

$$
n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right) \rightarrow 0
$$

uniformly on compact subsets of $(-\infty, 0]$. Fix a compact set $[-M, 0]$ and choose $n$ so large that $M r_{a} \leq r_{b}$. Then, for all $s \in[-M, 0]$,

$$
\begin{aligned}
\left|n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)\right| & \leq n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(-r_{b}\right)|s| \frac{r_{a}}{r_{b}} \\
& \leq C\left(\frac{r_{a}}{r_{b}}\right)^{1 / 2} M \\
& \rightarrow 0
\end{aligned}
$$

Finally we need to prove the last statement. For this, we directly use equation (3.2):

$$
\mathbb{P}(\hat{f}(0) \geq 0)=\mathbb{P}\left(\inf _{-1 \leq t \leq 0}\left(n^{-1 / 2} W_{t}+F_{0}(t)\right) \leq \inf _{0<t \leq 1}\left(n^{-1 / 2} W_{t}+F_{0}(t)\right)\right)
$$

Now we take the usual rescaling, replacing $t$ with $r_{a} s$ and multiplying with $r_{a}^{-1 / 2}$ :

$$
\mathbb{P}(\hat{f}(0) \geq 0)=\mathbb{P}\left(\inf _{-r_{a}^{-1} \leq s \leq 0}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)\right) \leq \inf _{0<s \leq r_{a}^{-1}}\left(W_{s}+n^{1 / 2} r_{a}^{-1 / 2} F_{0}\left(r_{a} s\right)\right)\right)
$$

Choose $n$ large such that $r_{a} \geq r_{b}$. Then if $s \leq-r_{b} / r_{a}$, we have $F_{0}\left(r_{a} s\right) \geq|s| F_{0}\left(-r_{b}\right) r_{a} / r_{b}$, whereas if $-r_{b} / r_{a} \leq s \leq 0$, we still have that $F_{0}\left(r_{a} s\right) \geq 0$, so

$$
\begin{aligned}
\mathbb{P}(\hat{f}(0) \geq 0) \leq & \mathbb{P}\left(\inf _{-r_{a}^{-1} \leq s \leq-r_{b} / r_{a}}\left(W_{s}+\left(\frac{r_{a}}{r_{b}}\right)^{1 / 2} C|s|\right) \leq \inf _{0<s \leq 1} W_{s}+C s\right) \\
& +\mathbb{P}\left(\inf _{-r_{b} / r_{a} \leq s \leq 0} W_{s} \leq \inf _{0<s \leq 1} W_{s}+C s\right) .
\end{aligned}
$$

Since $r_{a} / r_{b} \rightarrow+\infty$, these two probabilities clearly go to zero, since $\inf _{0 \leq s \leq 1} W_{s}+C s<0$ with probability 1 . Note that for this last result, we do not need any other assumptions on $F_{0}$.

We introduce the auxiliary function $G_{0}$ and $H_{0}$ on a full neighborhood of 0 : fix $\delta>0$ and for $t \in(-\delta, \delta)$

$$
G_{0}(t)=F_{0}(t) / t \quad \text { and } \quad H_{0}(t)=t \sqrt{\left|G_{0}^{-1}(t)\right|}
$$

We have that both $G_{0}$ and $H_{0}$ are strictly increasing functions on $(-\delta, \delta)$. We also know that the rate equations (3.1) imply that

$$
H_{0}(a)=C n^{-1 / 2} \quad \text { and } \quad H_{0}(-b)=-C n^{-1 / 2}
$$

Corollary 4.2. Suppose Conditions (4.1) and (4.2). If $W_{s}(s \in \mathbb{R})$ denotes two-sided standard Brownian motion, define the process

$$
X(s)= \begin{cases}W_{s}+s^{\alpha}, & \text { for } s \geq 0 \\ W_{s}+\gamma^{\alpha-1 / 2}|s|^{\alpha}, & \text { for } s \leq 0\end{cases}
$$

and the process $\hat{X}(s)$ as the greatest convex minorant of $X$. Then

$$
n^{1 / 2} H_{0}(\hat{f}(0)) \xrightarrow{\mathrm{d}} \operatorname{sgn}\left(\frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)\right)\left|\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0)\right|^{(2 \alpha-1) /(2 \alpha-2)} .
$$

Here, $\operatorname{sgn}(x)$ denotes the sign of $x \in \mathbb{R}$.
Proof. We start by considering $\mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \geq C\right)$, for $C>0$. We get

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \geq C\right) & =\mathbb{P}(\hat{f}(0) \geq a) \\
& \rightarrow \mathbb{P}\left(\inf _{s \leq 0}\left(W_{s}+C \gamma^{\alpha-1 / 2}|s|^{\alpha}-C s\right) \leq \inf _{s \geq 0}\left(W_{s}+C|s|^{\alpha}-C s\right)\right),
\end{aligned}
$$

according to Theorem 4.1. Now replace $s$ by $C^{2 /(1-2 \alpha)} s$, multiply left and right by $C^{-1 /(1-2 \alpha)}$ and use Brownian scaling to get

$$
\begin{aligned}
& \mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \geq C\right) \\
& \quad \rightarrow \mathbb{P}\left(\inf _{s \leq 0}\left(W_{s}+\gamma^{\alpha-1 / 2}|s|^{\alpha}-C^{(2 \alpha-2) /(2 \alpha-1)} s\right) \leq \inf _{s \geq 0}\left(W_{s}+|s|^{\alpha}-C^{(2 \alpha-2) /(2 \alpha-1)} s\right)\right) .
\end{aligned}
$$

Using the switch relation for the greatest convex minorant, we see that

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \geq C\right) & \rightarrow \mathbb{P}\left(\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0) \geq C^{(2 \alpha-2) /(2 \alpha-1)}\right) \\
& =\mathbb{P}\left(\operatorname{sgn}\left(\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0)\right)\left|\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0)\right|^{(2 \alpha-1) /(2 \alpha-2)} \geq C\right) .
\end{aligned}
$$

When $\gamma=0$, the proof is finished, since in that case

$$
\mathbb{P}\left(\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0) \geq 0\right)=1
$$

Now suppose $\gamma>0$. We have seen in the proof of Theorem 4.1 that the scaling of $F_{0}$ to the left of 0 is the same as the scaling to the right, so for all $s \geq 0$

$$
\lim _{t \rightarrow 0} \frac{F_{0}(s t)}{F_{0}(t)}=s^{\alpha}
$$

Consider for $C>0$

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \leq-C\right) & =\mathbb{P}(\hat{f}(0) \leq-b) \\
& \rightarrow \mathbb{P}\left(\inf _{s \leq 0}\left(W_{s}+C \gamma^{-\alpha+1 / 2}|s|^{\alpha}-C s\right) \leq \inf _{s \geq 0}\left(W_{s}+C|s|^{\alpha}-C s\right)\right),
\end{aligned}
$$

using Theorem 4.1 for the left-hand side of the origin (that is, interchange $a$ and $b$ and replace $\gamma$ with $1 / \gamma$ ). Now replace $s$ with $-\gamma C^{2 /(1-2 \alpha)} s$, multiply left and right by $\gamma^{-1 / 2} C^{-1 /(1-2 \alpha)}$ and use Brownian scaling to get

$$
\begin{aligned}
& \mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \leq-C\right) \\
& \quad \rightarrow \mathbb{P}\left(\inf _{s \geq 0}\left(W_{s}+|s|^{\alpha}+C^{(2 \alpha-2) /(2 \alpha-1)} s\right) \leq \inf _{s \leq 0}\left(W_{s}+\gamma^{\alpha-1 / 2}|s|^{\alpha}+C^{(2 \alpha-2) /(2 \alpha-1)} s\right)\right)
\end{aligned}
$$

Note that the two infima have switched sides because of the scaling with a negative constant. Again, using the switch relation, we get

$$
\begin{aligned}
\mathbb{P}\left(n^{1 / 2} H_{0}(\hat{f}(0)) \leq-C\right) & \rightarrow \mathbb{P}\left(\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0) \leq-C^{(2 \alpha-2) /(2 \alpha-1)}\right) \\
& =\mathbb{P}\left(\operatorname{sgn}\left(\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0)\right)\left|\frac{\mathrm{d} \hat{X}}{\mathrm{~d} s}(0)\right|^{(2 \alpha-1) /(2 \alpha-2)} \leq-C\right) .
\end{aligned}
$$

This proves the corollary.
The condition that $F_{0}$ is regularly varying around 0 with parameter $\alpha>1$ implies that the function $H_{0}$ is regularly varying around 0 with parameter $\beta=(2 \alpha-1) /(2 \alpha-2)$; so for all $s \geq 0$

$$
\lim _{t \rightarrow 0} \frac{H_{0}(s t)}{H_{0}(t)}=s^{\beta}
$$

It is well known from the theory of regularly varying functions that this limit is uniform for $s \in[1 / M, M]$, for any $M>1$. This will help us prove the next corollary.

Corollary 4.3. With the conditions and notations from Corollary 4.2, we can show that

$$
\frac{\hat{f}(0)_{+}}{H_{0}^{-1}\left(n^{-1 / 2}\right)} \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)_{+} \quad \text { and } \quad \frac{\hat{f}(0)_{-}}{-H_{0}^{-1}\left(-n^{-1 / 2}\right)} \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)_{-} .
$$

Proof. We wish to show that

$$
\begin{equation*}
\frac{H_{0}(\hat{f}(0))}{n^{-1 / 2}} \cdot\left|\frac{H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right)}{\hat{f}(0)}\right|^{\beta} \operatorname{sgn}(\hat{f}(0)) \rightarrow 1 \quad \text { in probability. } \tag{4.3}
\end{equation*}
$$

Suppose $\eta>0$. Using Corollary 4.2, there exists $M>1$ such that for all $n$ large enough

$$
\mathbb{P}\left(H_{0}(\hat{f}(0)) \in\left[-n^{-1 / 2} M,-n^{-1 / 2} / M\right] \cup\left[n^{-1 / 2} / M, n^{-1 / 2} M\right]\right) \geq 1-\eta
$$

If $H_{0}(\hat{f}(0)) \in\left[n^{-1 / 2} / M, n^{-1 / 2} M\right]$, we know that

$$
\frac{H_{0}^{-1}\left(n^{-1 / 2} / M\right)}{H_{0}^{-1}\left(n^{-1 / 2}\right)} \leq \frac{\hat{f}(0)}{H_{0}^{-1}\left(n^{-1 / 2}\right)} \leq \frac{H_{0}^{-1}\left(n^{-1 / 2} M\right)}{H_{0}^{-1}\left(n^{-1 / 2}\right)}
$$

Since $H_{0}^{-1}$ is regularly varying around 0 with parameter $1 / \beta$, we then know that for $n$ large enough,

$$
\frac{1}{2} M^{-1 / \beta} \leq \frac{\hat{f}(0)}{H_{0}^{-1}\left(n^{-1 / 2}\right)} \leq 2 M^{1 / \beta}
$$

A similar reasoning shows that if $H_{0}(\hat{f}(0)) \in\left[-n^{-1 / 2} / M,-n^{-1 / 2} M\right]$, then for $n$ large enough,

$$
\frac{1}{2} M^{-1 / \beta} \leq \frac{\hat{f}(0)}{H_{0}^{-1}\left(-n^{-1 / 2}\right)} \leq 2 M^{1 / \beta}
$$

Now consider

$$
\begin{aligned}
n^{1 / 2} H_{0}(\hat{f}(0))= & \operatorname{sgn}(\hat{f}(0)) H_{0}\left(H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right) \frac{\hat{f}(0)}{H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right)}\right) \\
& / H_{0}\left(H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right)\right) .
\end{aligned}
$$

Since $H_{0}(s t) / H_{0}(t) \rightarrow s^{\beta}$ uniform for $s$ in compact subsets of $(0, \infty)$, we can conclude with probability higher than $1-\eta$, that for $n$ large enough,

$$
\left|n^{1 / 2} H_{0}(\hat{f}(0))-\operatorname{sgn}(\hat{f}(0))\left(\frac{\hat{f}(0)}{H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right)}\right)^{\beta}\right|<\eta / M
$$

and

$$
\left|n^{1 / 2} H_{0}(\hat{f}(0))\right| \geq 1 / M
$$

This proves (4.3). Corollary 4.2 then immediately shows that

$$
\frac{\operatorname{sgn}(\hat{f}(0)) \hat{f}(0)}{H_{0}^{-1}\left(\operatorname{sgn}(\hat{f}(0)) n^{-1 / 2}\right)} \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0) .
$$

This can be written in a nicer way when we look at $\hat{f}(0)_{+}$and $\hat{f}(0)_{-}$:

$$
\frac{\hat{f}(0)_{+}}{H_{0}^{-1}\left(n^{-1 / 2}\right)} \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)_{+}
$$

and

$$
\frac{\hat{f}(0)_{-}}{-H_{0}^{-1}\left(-n^{-1 / 2}\right)} \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)_{-} .
$$

Suppose $f_{0}$ is differentiable in 0 with $f_{0}^{\prime}(0)>0$. Then

$$
\frac{F_{0}(s t)}{F_{0}(t)}=\frac{s^{2} t^{2} f_{0}^{\prime}(0) / 2+\mathrm{o}\left(t^{2}\right)}{t^{2} f_{0}^{\prime}(0) / 2+\mathrm{o}\left(t^{2}\right)} \rightarrow s^{2} \quad(t \rightarrow 0)
$$

Furthermore, $G_{0}(t)=F_{0}(t) / t=\frac{1}{2} f_{0}^{\prime}(0) t+\mathrm{o}(t)$, which implies that $G_{0}^{-1}(t)=2 f_{0}^{\prime}(0)^{-1} t+\mathrm{o}(t)$, so

$$
H_{0}(t)=\sqrt{2} f_{0}^{\prime}(0)^{-1 / 2} t^{3 / 2}+\mathrm{o}\left(t^{3 / 2}\right)
$$

This means that

$$
H_{0}^{-1}\left(n^{-1 / 2}\right)=\left(\frac{1}{2} f_{0}^{\prime}(0)\right)^{1 / 3} n^{-1 / 3}+\mathrm{o}\left(n^{-1 / 3}\right)
$$

Define $X(s)=W_{s}+s^{2}$, with $W_{s}$ two-sided Brownian motion, and define $\hat{X}$ as the greatest convex minorant of $X$. Then Corollary 4.3 tells us that

$$
\left(\frac{1}{2} f_{0}^{\prime}(0)\right)^{-1 / 3} n^{1 / 3} \hat{f}(0) \xrightarrow{\mathrm{d}} \frac{\mathrm{~d} \hat{X}}{\mathrm{~d} s}(0)
$$

in accordance with the classical result by Brunk in [1], when translated to the white noise model, except that we do not need a continuous derivative of $f_{0}$ in a neighborhood of 0 , we just need the existence of the derivative in 0 . Also the limit distributions derived in [15], where $f_{0}(x)=$ $A|x|^{\alpha}(1+\mathrm{o}(x))$, follow from our general approach. Note that even when $F_{0}$ is regularly varying near 0 , it is still possible to have rates that contain slowly varying functions, like logarithmic corrections; apparently, these corrections do not change the limiting distribution itself, only the rate.
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