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Comment on Article by Albert et al.

John Paul Gosling ∗

Groups of experts are often commissioned by decision makers to help inform policy
making in science, commercial and government settings. The typical aim of this is to
elicit opinions from across the breadth of a scientific community to help inform decision
making. Whether a mathematical, statistical or behavioural technique is used to arrive
at some probability distribution that encapsulates an entire group’s beliefs, we have to
face up to the questions of fairness in the process and of defensibility of any methods
employed.

The article by Albert et al. presents another solution to the expert problem (as de-
fined in French 1985) where we have a single decision maker who wants to use multiple
expert’s opinions to update their own. The proposed method is based on a hierarchi-
cal model that allows the ultimate decision maker to group experts and to account for
uncertainty in the quality of the experts’ judgements. The examples presented by the
authors show that the method seems to give viable consensus distributions when com-
pared with other mathematical aggregation techniques. It has been widely accepted in
Bayesian circles that this type of modelling approach should be considered the norma-
tive approach to pooling expert opinions by an individual decision maker (see Lindley
1985; West 1988; Wiper and Pettit 1996, amongst others). Other mathematical aggre-
gation techniques, as reviewed in Genest and Zidek (1986), seem rather ad hoc in the
face of the Bayesian foundations of the present approach.

Confidence in judgements

In the present article, the authors ask the experts to judge their confidence in their
probability judgements, which effectively allows them to put uncertainty on their un-
certainty judgement. Although probabilities cannot be measured to an arbitrary degree
of accuracy, I believe that a probability judgement for an event should encode all of
an individual’s uncertainty and confidence in making a statement. An expert’s spec-
ification of c does not just capture their confidence in making such judgement: it is
confounded with a reluctance to be pinned to one number. If the aim is to capture the
former, then I would argue that there are better ways of judging this (Cooke 1991), or,
if the aim is to allow the expert to say they do not know what the outcome should be,
they should be encouraged towards specifying a suitably flat probability profile.

On the topic of expert self-weighting, there are many cautionary tales in the elic-
itation literature about expert over- and under-confidence when self-rating and when
experts rate their peers (for instance Cooke 1991; Harvey 1994; O’Hagan et al. 2006).
Rather than having the experts do this themselves, I wonder if the decision maker should
be making the call about how much credence to give each individual’s judgements. Also,
in the probability judgement case, it is certainly valid for a decision maker to decide
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how much an expert’s judged probability is going to influence their own judgement.

I think my difficulties stem from my lack of experience in using a variable, c, which
lies on the range zero to one, to capture an expert’s confidence in each judgement they
make. With a probability, I have some faith that experts at least understand what is
meant by a value of 0.25 or 0.75. Will they understand the implications of c = 0.25 or
c = 0.75 especially as their judged c value is transformed in some way to be used as
error on a link function deep within the hierarchical model? Moreover, will the decision
maker understand?

In my experiences of facilitating expert elicitation sessions, the experts have been
much more comfortable with ranking their own expertise against their peers (although
there are suggestions that they are poor at that too (Burgman et al. 2011)) and are
often happy to follow the lead of peers that they feel are more experienced in the topic
at hand. Perhaps such ranking results could be used by the decision maker to assign
confidence to each individual’s judgements.

The decision maker’s prior

If we accept the mechanism for specifying an expert’s confidence, the suggested prior
structure for the decision maker’s beliefs about the experts’ beliefs seems sensible be-
cause it offers a mechanism for judgements to be made about between and within expert
group agreement. If the decision maker had a hand in selecting the experts and group-
ing them (and it should be fair to assume that this has been done in a considered way),
then there is a great opportunity to form an informative prior structure here. This
is suggested by the authors in Remark 2, but, in the examples, noninformative prior
structures with many levels of hyperparameters were used. In fact, I believe the “weakly
informative” structure of the examples gives far too much prior weight to unrealistic
aggregation models. For instance, in the examples, there is a relatively high amount of
weight on experts having total agreement both between and within expert groupings.

Feedback

When designing elicitation protocols, it is good practice to give feedback on the elicited
judgements to the experts and to offer them chances to revise their judgements (O’Hagan
et al. 2006). In this elicitation scheme, this feedback-revision loop can be handled with
the individual experts. However, there is still a question of who should judge if the
combined distribution for each group of experts is appropriate: presumably, the experts
within a group could help with that. And, more importantly, who should judge the
combined effect of the likelihood on the decision maker’s prior? Is it possible for the de-
cision maker to judge whether one likelihood structure is more appropriate than another
(perhaps, this is more difficult in the case where the decision maker is expected to know
next to nothing)? This might not be considered a problem: in more routine Bayesian
analyses, how often is it checked that the updating of beliefs through the chosen likeli-
hood is actually appropriate for the individuals and problem that the analysis concerns?
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As expert elicitation is often considered a soft science, even greater efforts should be
made to defend modelling choices and check that the updating strategy is appropriate.
For the present model, this could be done through the use of hypothetical judgements
from several experts and assessment of the decision maker’s resulting posterior once the
machinery of the model has done the updating.

It could also be argued that following a nonparametric approach to distribution
fitting that captures the decision maker’s or facilitator’s beliefs about the form of the
resulting group consensus distribution would be beneficial (see Oakley and O’Hagan
2007, for example). This could allow more flexibility in the distributions that the
experts want to represent their own beliefs with and provide estimates of uncertainty
around the appropriate form of the combined distribution (although it would not be
trivial to bring such computations into the present hierarchical model).

Concluding comments

When faced with the expert problem, it is useful to have a defensible mechanism like
the one specified in this article. If the group of experts are also charged with making
the decision (the group decision problem), I think we need something more than what
Bayesian modelling and formal elicitation methods can offer. If a group of experts’
judgements are being collected for another purpose (French’s text book problem for
instance), I would encourage the facilitators of the elicitation exercise to report each
individual’s judgements and allow future users of this data to make their own judgements
about the strength of this evidence.

It is worth stressing that expert elicitation and subsequent pooling is not a precise
science and anyone wanting to use mathematics and statistics to aid these processes
should pay great attention to (1) justifying their modelling choices, (2) interrogating
the judgement sets for each individual, and, (3) above all, being transparent about the
elicitation process in their reporting of results.
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