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This paper discusses the problem of determining optimal designs for re-
gression models, when the observations are dependent and taken on an inter-
val. A complete solution of this challenging optimal design problem is given
for a broad class of regression models and covariance kernels. We propose
a class of estimators which are only slightly more complicated than the or-
dinary least-squares estimators. We then demonstrate that we can design the
experiments, such that asymptotically the new estimators achieve the same
precision as the best linear unbiased estimator computed for the whole tra-
jectory of the process. As a by-product, we derive explicit expressions for the
BLUE in the continuous time model and analytic expressions for the optimal
designs in a wide class of regression models. We also demonstrate that for a
finite number of observations the precision of the proposed procedure, which
includes the estimator and design, is very close to the best achievable. The
results are illustrated on a few numerical examples.

1. Introduction. Optimal design theory is a classical field of mathematical
statistics with numerous applications in life sciences, physics and engineering. In
many cases, the use of optimal or efficient designs yields to a reduction of costs
by a statistical inference with a minimal number of experiments without losing
any accuracy. Most work on optimal design theory concentrates on experiments
with independent observations. Under this assumption, the field is very well de-
veloped and a powerful methodology for the construction of optimal designs has
been established [see, e.g., the monograph of Pukelsheim (2006)]. While impor-
tant and elegant results have been derived in the case of independence, there exist
numerous situations where correlation between different observations is present
and these classical optimal designs are not applicable.
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Correlated observations appear in many applications, especially when the ex-
planatory variable represents time and observations correspond to one subject. This
field of statistics is called the analysis of repeated measurements; see, for exam-
ple, Hughes-Oliver (1998), Lindsey (1993), Mentré, Mallet and Baccar (1997),
Morrison (1972). A particular recent application, where optimal designs for a re-
gression model with correlated observations have led to a significant improvement
of efficiency of estimation, has been considered in Dette, Pepelyshev and Holland-
Letz (2010), where clinical trials were designed to establish the pharmacokinetics
of a digitoxin related to herbal diarrhea medication. The regression function con-
sidered in this paper has the form

n() = i (e_ezt — e_gll), t €0, 36],
01 — 62

01 > 9|2), |and correlation between observations at two points, say s and 7, is given
by e~ M=l

The theory of optimal design for correlated observations is much less de-
veloped and explicit results are only available in rare circumstances. The chal-
lenging difficulty consists here in the fact that—in contrast to the independent
case—correlations yield to nonconvex optimization problems and classical tools
of convex optimization theory are not applicable. Some exact optimal designs for
specific linear models have been studied in Dette, Kunert and Pepelyshev (2008),
Harman and Stulajter (2010), Kisel'dk and Stehlik (2008). Because explicit so-
lutions of optimal design problems for correlated observations are rarely avail-
able, several authors have proposed to determine optimal designs based on asymp-
totic arguments [see, e.g., Sacks and Ylvisaker (1966, 1968), Bickel and Herzberg
(1979), Nither (1985a), Zhigljavsky, Dette and Pepelyshev (2010)], where the ref-
erences differ in the asymptotic arguments used to embed the discrete (nonconvex)
optimization problem in a continuous (or approximate) one. However, in contrast
to the uncorrelated case, this approach does not simplify the problem substantially
and due to the lack of convexity the resulting approximate optimal design prob-
lems are still extremely difficult to solve. As a consequence, optimal designs have
mainly been determined analytically for the location model (in this case the op-
timization problems are in fact convex) and for a few one-parameter linear mod-
els [see Boltze and Nither (1982), Nather (1985a), Chapter 4, Nather (1985b),
Pazman and Miiller (2001) and Miiller and Pdzman (2003) among others]. Only
recently, Dette, Pepelyshev and Zhigljavsky (2013) determined (asymptotic) opti-
mal designs for least squares estimation in models with more parameters under the
additional assumption that the regression functions are eigenfunctions of an inte-
gral operator associated with the covariance kernel of the error process. However,
due to this assumption, the class of models for which approximate optimal designs
can be determined explicitly is rather small.

The present paper provides a complete solution of this challenging optimal
design problem for a broad class of regression models and covariance kernels.
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Roughly speaking, we determine (asymptotic) optimal designs for a slightly mod-
ified ordinary least squares estimator (OLSE), such that the new estimate and the
corresponding optimal design achieve the same accuracy as the best unbiased lin-
ear estimate (BLUE) with corresponding optimal designs.

To be more precise, consider a general regression observation scheme given by

(1.1) y(tj):QTf(tj)+e(tj), j=1,...,N,

where E[e(;)] =0, K(t;,t;) = E[e(#;)e(t;)] denotes the covariance between ob-
servations at the points #; and #; (i, j=1,...,N),0 = (01, ..., 0,7 is a vector of
unknown parameters, f(t) = (f1(¢),..., fm )T is a vector of linearly indepen-
dent functions, the explanatory variables ¢, ..., f; vary in a compact interval, say
[a, b]. Parallel to model (1.1) we also consider its continuous time version

(12) YO =0"f@)+e@),  t€la,bl,

where the full trajectory of the process {y(¢)|t € [a, b]} can be observed and
{e(®)|t € [a, b]} is a centered Gaussian process with covariance kernel K, that
is, K (s, 1) =E[e(s)e(¢)]. This kernel is assumed to be continuous throughout this
paper.

We pay much attention to the one-parameter case and develop a general method
for solving the optimal design problem in model (1.2) explicitly for the OLSE,
perhaps slightly modified. The new estimate and the corresponding optimal design
achieve the minimal variance among all linear estimates (obtained by the BLUE).
In particular, our approach allows to calculate this optimal variance explicitly. As a
by-product, we also identify the BLUE in the continuous time model (1.2). Based
on these asymptotic considerations, we consider the finite sample case and suggest
designs for a new estimation procedure (which is very similar to OLSE) with an
efficiency very close to the best possible (obtained by the BLUE and the corre-
sponding optimal design), for any number of observations. In doing this, we show
how to implement the optimal strategies from the continuous time model in prac-
tice and demonstrate that even for very small sample sizes the loss of efficiency
with respect to the best strategies based on the use of BLUE with a correspond-
ing optimal design can be considered as negligible. We would like to point out
at this point that—even in the one-dimensional case—the problem of numerically
calculating optimal designs for the BLUE for a fixed sample size is an extremely
challenging one due to the lack of convexity of the optimization problem.

In our approach, the importance of the one-parameter design problem is also
related to the fact that the optimal design problem for multi-parameter models
can be reduced component-wisely to problems in the one-parameter models. This
gives us a way to generate analytically constructed universally optimal designs for
a wide range of continuous time multi-parameter models of the form (1.2). Our
technique is based on the observation that for a finite number of observations we
can always emulate the BLUE in model (1.1) by a different linear estimator. To
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achieve that theoretically, we assign signs to the support points of a discrete design
and not only weights in the one-parameter models, but in the multi-parameter case
we use matrix weights. We then determine “optimal” signs and weights and con-
sider the weak convergence of these “designs” and estimators as the sample size
converges to infinity. Finally, we prove the (universal) optimality of the limits in
the continuous time model (1.2).

Theoretically, we construct a sequence of designs for either the pure or a
modified OLSE, say 6y, such that its variance or covariance matrix satisfies
Var(fy) — D* as the sample size N converges to infinity, where D* is the vari-
ance (if m = 1) or covariance matrix (if m > 1) for the BLUE in the continuous
time model (1.2). In other words, D* is the smallest possible variance (or covari-
ance matrix with respect to the Loewner ordering) of any unbiased linear estimator
and any design. This makes the designs derived in this paper very competitive in
applications against the designs proposed by Sacks and Ylvisaker (1966) and op-
timal designs constructed numerically for the BLUE (using the Brimkulov—Krug—
Savanov algorithm, e.g.). We emphasize once again that due to nonconvexity the
numerical construction of optimal designs for the BLUE is extremely difficult.
An additional advantage of our approach is that we can analytically compute the
BLUE with the corresponding optimal variance (covariance matrix) D* in the con-
tinuous time model (1.2) and, therefore, monitor the proximity of different approx-
imations to the optimal variance D* obtained by the BLUE.

The methodology developed in this paper results in a nonstandard estimation
and optimal design theory and consists in a delicate interplay between new lin-
ear estimators and designs in the models (1.1) and (1.2). For this reason, let us
briefly introduce various estimators, which we will often refer to in the following
discussion. Consider the model (1.1) and suppose that N observations are taken at
experimental conditions ¢, ..., ty. For the corresponding vector of observations
Y=0(),...,ytn)T, a general weighted least squares estimator (WLSE) of 6
is defined by

(1.3) WLSE:  fwise = (X" WX) 'X"WY,

where X = (f; (t‘,-));zzl1 """ ']'{, isan N x m design matrix and W is some N x N ma-

.....

trix such that (X7 WX)~! exists. For any such W, the estimator (1.3) is obviously
unbiased. The covariance matrix of the estimator (1.3) is given by

(1.4) Var(bwrse) = (X WX) ' XTWEW X (X"W'X) !,

where X = (K (t;,1;)); j=1,..,ny is an N x N matrix of variances/covariances. For
the standard WLSE the matrix W is symmetric nonnegative definite; in this case
éWLSE minimizes the weighted sum of squares SSw(0) = (Y — X0)TW(Y — X0)
with respect to 6. Important particular cases of estimators of the form (1.3) are
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the OLSE, the best unbiased linear estimate (BLUE) and the signed least squares
estimate (SLSE):

(1.5) OLSE: borse = (X'X)'XTY,
(1.6) BLUE: e = (X727 'X) X2y,
(1.7) SLSE: bsrse = (X7SX)'XTSY.

Here, S is an N x N diagonal matrix with entries +1 and —1 on the diagonal;
note that if S # Iy then SLSE is not a standard WLSE. While the use of BLUE
and OLSE is standard, the SLSE is less common. It was introduced in Boltze and
Nither (1982) and further studied in Chapter 5.3 of Néther (1985a). In the content
of the present paper, the SLSE will turn out to be very useful for constructing
optimal designs for OLSE and the BLUE in the model (1.2) with one parameter,
where the full trajectory can be observed. Another estimate of 6, which is not a
special case of the WLSE, will be introduced in Section 3 and used in the multi-
parameter models.

The remaining structure of the paper is as follows. In Section 2, we derive op-
timal designs for continuous time one-parameter models and discuss how to im-
plement the designs in practice. In Section 3, we extend the results of Section 2 to
multi-parameter models. In Appendix B, we discuss transformations of regression
models and associated designs, which are a main tool in the proofs of our result
but also of own interest. In particular, we provide an extension of the famous Doob
representation for Gaussian processes [see Doob (1949) and Mehr and McFadden
(1965)], which turns out to be a very important ingredient in proving the design
optimality results of Sections 2 and 3. Finally, in Appendix A we collect some
auxiliary statements and proofs for the main results of this paper.

2. Optimal designs for one-parameter models. In this section, we concen-
trate on the one-parameter model

2.1) yi)=0f@))+e@t;);  j=1,...,N,

on the interval [a, b] and its continuous time analogue, where E[e(¢)] = 0 and
E[e(®)e(t’)] = K (¢, t'). Our approach uses some nonstandard ideas and estimators
in linear models and, therefore, we begin this section with a careful explanation of
the logic of the material.

Section 2.1. Under the assumption that the design space is finite, we show
in Lemma 2.1 that by assigning weights and signs to the observation points
{t1,...,tny} we can construct a WLSE which is equivalent to the BLUE. Then
we derive in Corollary 2.1 an explicit form for the optimal weights for a broad
class of covariance kernels, which are called triangular covariance kernels.

Section 2.2. We demonstrate in Theorem 2.1 that the optimal designs derived
in Section 2.1 converge weakly to a signed measure, if the cardinality of the design
space converges to infinity.



118 H. DETTE, A. PEPELYSHEV AND A. ZHIGLJAVSKY

Section 2.3. We consider model (2.1) under the assumption that the full tra-
jectory of the process {y(¢)|t € [a, b]} can be observed. For the specific case of
Brownian motion, that is K (z,¢") = min(¢, '), we prove analytically the optimal-
ity of the signed measure derived in Theorem 2.1 for OLSE. Then, in Theorem 2.3
we establish optimality of the asymptotic measures from Theorem 2.1 for general
covariance kernels. As a by-product, we also identify the BLUE in the continuous
time model (1.2) (in the one-dimensional case). For this purpose, we introduce
a transformation which maps any regression model with a triangular covariance
kernel into another model with different triangular kernels. These transformations
allow us to reduce any optimization problem to the situation considered in The-
orem 2.2, which refers to the case of Brownian motion. The construction of this
map is based on an extension of the celebrated Doob’s representation which will
be developed in Appendix B.

Section 2.4. We provide some examples of asymptotic optimal measures for
specific models and consider the sensitivity of the optimal design with respect to a
mis-specification of the covariance kernel.

Section 2.5. We introduce a practical implementation of the asymptotic theory
derived in the previous sections. For a finite sample size, we construct WLSE with
corresponding designs which can achieve very high efficiency compared to the
BLUE with corresponding optimal design. It turns out that these estimators are
slightly modified OLSE, where only observations at the end-points obtain a weight
(and in some cases also a sign).

Section 2.6. We illustrate the new methodology on several examples. In partic-
ular, we give a comparison with the best-known procedures based on BLUE and
show that the loss in precision for the procedures derived in this paper is negligi-
ble with our procedures being much simpler and more robust than the procedures
based on BLUE.

2.1. Optimal designs for SLSE on a finite design space. In this section, we
suppose that the design space for model (2.1) is finite, say 7 = {¢1, ..., fny}, and
demonstrate that in this case the approximate optimal designs for the SLSE (1.7)
can be found explicitly. Since we consider the SLSE (1.7) rather than the OLSE
(1.5), a generic approximate design on the design space 7 = {r1,...,ty} iS an
arbitrary discrete signed measure & = {t{,...,ty; Wy, ..., Wy}, where w; = s; p;,
sie{—-1,1}, p;=0@G=1,...,N)and Z,N=1 pi = 1. We assume that the support
f1, ..., ty of the design is fixed but the weights py, ..., py and signs sq, ..., sy,
or equivalently the signed weights w;, will be chosen to minimize the variance of
the SLSE (1.7). In view of (1.4), this variance is given by

N N N 2
(2.2) D(s)=ZZK(t,-,zj)w,-w,-f(mf(r_,-)/(Zw,-f2<rl~>).
i=1

i=1j=1
Note that this expression coincides with the variance of the WLSE (1.2), where
the matrix W is defined by W = diag(wyq, ..., wy).
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We assume that f(#;) #0 forall i =1,...,N.If f(t;) =0 for some j then
the point 7; can be removed from the design space 7 without changing the SLSE
estimator, its variance and the corresponding value D(§). In the above definition of
the weights w;, we have ZINZI |w;| = Zf\’: 1 pi = 1. Note, however, that the value
of the criterion (2.2) does not change if we change all the weights from w; to cw;
(i=1,...,N) for arbitrary ¢ # 0.

Despite the fact that the functional D in (2.2) is not convex as a function of
(wi, ..., wn), the problem of determining the optimal design can be easily solved
by a simple application of the Cauchy—Schwarz inequality. The proof of the fol-
lowing lemma is given in Appendix A [see also Theorem 5.3 in Nather (1985a),
where this result was proved in a slightly different form].

LEMMA 2.1. Assume that the matrix ¥ = (K (t;,t}));, j=1,..,N is positive def-
inite and f(t;) #0 for all i =1, ..., N. Then the optimal weights wY, ..., wy

minimizing (2.2) subject to the constraint ZlNzl |wi| =1 are given by
X eiT >-If )
2.3) w; =c¢ ; i=1,...,N,
f)

where f = (f(t1),..., ftn)T,e; =(0,0,...,0,1,0,...,007 € RY is the ith unit
vector, and

N —1

c= <Z|eiTZ_1f/f(ti)}) .
i=1

Moreover, for the design £* = {t1, ..., ty; W, ..., wy} with weights (2.3) we have

D(£*) = D*, where D* = 1/(fT £7f), the variance of the BLUE defined in (1.6)

using all observations ty, ..., tN.

Lemma 2.1 shows, in particular, that the pair {SLS estimate, correspond-
ing optimal design £*} provides an unbiased estimator with the best possible
variance for the one-parameter model (2.1). This results in a WLSE (1.2) with
W* =diag(w7, ..., wj) which is BLUE. In other words, by a slight modification
of the OLSE we are able to emulate the BLUE using the appropriate design or
WLSE.

While the statement of Lemma 2.1 holds for arbitrary kernels, we are able to
determine the optimal weights w? more explicitly for a broad class, which are
called friangular kernels and are of the form

(2.4) K(t,!')=u@)v(t)  fort<t,

where u(-) and v(-) are some functions on the interval [a, b]. Note that the ma-
jority of covariance kernels considered in literature belong to this class; see, for
example, Nither (1985a), Zhigljavsky, Dette and Pepelyshev (2010) or Harman
and Stulajter (2011). The following result is a direct consequence of Lemma A.1
from Appendix A.
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COROLLARY 2.1. Assume that the covariance kernel K (-,-) has the form
(2.4) so that the matrix X = (K (t;,1})); j=1,..,N IS positive definite and has the
entries K(t;,tj) =u;v;j for i < j, where fork =1,..., N we denote uy = u(t),
vg = v(ty), and also fr = f(tx), qx = ux/vk. If f1 Z0 (@ =1,..., N), the weights
in (2.3) can be represented explicitly as follows:

. C . . cuy fi fz)
2.5 = — =— = (LI,
() i f1 Oufi+onh) fiviva(qn —q1)(u1 us
wy = L(51\/,Nf1v +on-1,NfN-1)
N
(2.6)
_ ¢ (f_N B fN—l)
fnon(gy —gn-1) \vn  vy—1 /)’
wi = %(5i,iﬁ +6i—1,ifi—1 + Giit1 fi+1)
2.7 _c ( (Gi+1 —qi-1) fi _ fi1
fivi\vi(giv1 —aq)(gi —qi-1)  vi—1(qi —qi—1)

B Jit1 )
Vit1(giv1 —qi) /)’

fori=2,...,N — 1. In formulas (2.5), (2.6) and (2.7), the quantity o;; denotes

the element in the position (i, j) of the matrix y1= (Gij)i,j=1,...N-

2.2. Weak convergence of designs. In this section, we consider the asymptotic
properties of designs with weights (2.5)—(2.7). Recall that the design space is an
interval, say [a, b], and that we assume a triangular covariance function of the
form (2.4).

We assume that the process {€(?)};¢[0,1] 1s nondegenerate on the open interval
(a, b), which implies that the function g(-) = u(-)/v(-) is strictly increasing and
continuous on the interval [a, b] [see Mehr and McFadden (1965), Remark 2].
Moreover, the function ¢ (-) is also positive on the interval (a, b) [see Remark 1 in
Mehr and McFadden (1965)].

For the statement of the first result, define the transformation

q(t) —q(a)
q(b) —q(a)’
and note that the function Q : [a, b] — [0, 1] is increasing on the interval [a, b]
with Q(a) =0 and Q(b) = 1; that is, Q(-) is a cumulative distribution function
(c.d.f.) on the interval [a, b]. For fixed N and i = 1,..., N, we define z; y =
i- %) /N and the design points

(2.9) tin=0""znN), i=1,...,N,

where #; y is the z; y-quantile of the c.d.f. Q.

(2.8) 0@) = t €la,b],
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THEOREM 2.1. Consider the optimal design problem for the model (2.1),
where the error process €(t) has the covariance kernel K (t, s) of the form (2.4).
Assume that u(-), v(-), f(-) and q(-) are strictly positive, twice continuously differ-
entiable functions on the interval [a, b]. Consider the sequence of signed measures

Ev={ti,N,.. .. INN,WIN,..., WN. N},

where the support points t; y are defined in (2.9) and the weights w; y are assigned
to these points according to the rule (2.3) of Lemma 2.1. Then the sequence of
measures {Ex}nen converges in distribution to a signed measure £*, which has
masses

a

o« [f(a)u’(a)
f@vi@q'@L  ua)
h'(b)
“Fyvb)g k)
at the points a and b, respectively, and the signed density
@.11) pi=- < [M0]
F@Ov@)Lq' (1)

(i.e., the Radon—Nikodym derivative of £* with respect to the Lebesque measure)
on the interval (a, b), where the function h(-) is defined by h(t) = f(t)/v(¢).

- f/(a)],
(2.10)
P, =

The proof of Theorem 2.1 is technically complicated and, therefore, given in
Appendix A. The constant ¢ # 0 in (2.10) and (2.11) is arbitrary. If a normalization
|&*|([a, b]) = 1 is required, then ¢ can be found from the normalizing condition

b b
[ e@n=ird+1pi+ [ Ipoldr=1.
a a
Throughout this paper, we write the limiting designs of Theorem 2.1 in the form
(2.12) £ (dr) = Pad4(dt) + Ppép(dt) + p(1) dt,

where 8, (dt) and 8y (dt) are the Dirac-measures concentrated at the points a and b,
respectively, and the function p(-) is defined by (2.11). Note also that under the
assumptions of Theorem 2.1, the function p(-) is continuous on the interval [a, b].
In the case of Brownian motion, the limiting design of Theorem 2.1 is particularly
simple.

EXAMPLE 2.1. If the error process ¢ in model (2.1) is the Brownian motion
on the interval [a, b] with 0 < a < b < o0, then K (t,s) = min(t, s), and hence
u(t)y =t,v(t) =1, q(¢t) =t. This implies that the limiting design of Theorem 2.1
is given by (2.12) with

f@-f@a [
b =

(213) Py=c——F—"—, ¢
af(a) f(®)

f(@®
—C .
f@

and p(t) =
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2.3. Optimal designs and the BLUE. In this section, we consider the con-
tinuous time model (1.2) in the case m = 1 and demonstrate that the limit-
ing designs derived in Theorem 2.1 are in fact optimal. A linear estimator for
the parameter 6 in model (1.2) is defined by GAM = f:y(t)u(dt), where u is a
signed measure on the interval [a, b]. Special cases include the OLSE and SLSE
ég = ffy(t)f(t)é(dt)/fab f2(1)E(dt), where £ is a measure or a signed mea-
sure on the interval [a, b], respectively. Note that GA,L is unbiased if and only if
/: ab f@®)u(dt) =1 and 9} is unbiased by construction. The BLUE [in the continu-
ous time model (1.2)] minimizes

. b b
& (1) = Var() = / / K (x, y)u(dx)(dy)

in the class of all signed measures p satisfying [ : f@u(dt) =1, and
(2.14) D* = inf{®(u)|u signed measure on [a, b]}

denotes the best possible variance of all linear unbiased estimators in the continu-
ous time model (1.2).

Similarly, a signed measure £* on the interval [a, b] is called optimal for least
squares estimation in the one-parameter model (1.2), if it minimizes the functional

D(&) = Var(f)
(2.15)

= [ [ kwsswrozansas /([ fz(t)é‘(dt))z,

in the set of all signed measures & on the interval [a, b], such that |, f f 2(t)é (dt) #
0. In the case of a Brownian motion, we are able to establish the optimality of the
design of Example 2.1. A proof of the following result is given in Appendix A.

THEOREM 2.2. Let {¢(t)|t € [a, b]} be a Brownian motion, so that K (t,1") =
min(z, '), and f be a positive, twice continuously differentiable function on the
interval [a,b] C RT. Then the signed measure £*, defined by (2.12) and (2.13)
with arbitrary ¢ # 0, minimizes the functional (2.15). The minimal value in (2.15)

is obtained as
@) (v 2 1!
. +/a (@) dt} )

Moreover, the BLUE in model (1.2) is given by QAH*, where w*(dt) = f(t)€**(dt)
and £** is the signed measure defined by (2.12) and (2.13) with constant ¢* =
D(&*). This further implies D* = D(§*) = ®(u*).

D(e") = min DE) = |

Based on the design optimality established in Theorem 2.2 for the special case
of Brownian motion and the technique of transformation of regression models de-
scribed in Appendix B, we can establish the optimality of the asymptotic designs
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derived in Theorem 2.1 for more general covariance kernels; see Appendix A for
the proof.

THEOREM 2.3. Under the conditions of Theorem 2.1, the optimal design &*
minimizing the functional (2.15) is defined by the formulas (2.10)—(2.12) with ar-
bitrary ¢ #£ 0. The minimal value in (2.15) is obtained as

1

o [fP@@) [ ]—
2.16 D =|— d ,
(2.16) ) [ pra fq L, F@yar

whgre f(t) = f(q_l(t))/v(q_l(t)). Moreover, the BLUE in model (1.2) is given
by 0,x, where p*(dt) = f(1)§**(dt), £** is the signed measure defined in (2.10)—
(2.12) with constant c* = D(E*), and D* = ®(u*) = D(£").

Theorems 2.2 and 2.3 provide analytic expressions for the asymptotic optimal
designs for the SLSE. As established in these theorems, the asymptotic optimal
designs provide exactly the same accuracy for the SLSE as the BLUE if the full
realization of the random process {y(#)}:c[q,»] has been observed. In other words,
the SLSE plus the asymptotically optimal design yields the best possible unbiased
estimator of 8. However, the designs of Theorems 2.2 and 2.3 are approximate
designs and cannot be practically implemented, with an exception of some degen-
erate designs. For example, 5 observations at a point bring as much information as
a single observation at this point.

Any approximate design can be approximated by a discrete N-point design con-
centrated at different points. If we would to do this in a naive way, then many of
the points of the N-point discrete design should be very close to each other and
the resulting estimator would be much inferior to the best discrete N -point designs
complemented with BLUE. In Section 2.5, where we consider practical imple-
mentations of the designs of Theorems 2.2 and 2.3, we take a different approach
by slightly modifying SLSE and allowing end-points of the interval [a, b] to carry
weights. By this modification, we are able to construct N-point discrete designs
and simple estimators which are almost as good as the BLUE computed for the
best N-point designs.

2.4. Examples of optimal designs. In this section, we provide the values of
P,, Py, and the function p(-) in the general expression (2.12) for the optimal de-
signs in a number of important special cases for the one-parameter continuous time
model (1.2), where the design space is T = [a, b]. Specifically, optimal designs are
given in Table 1 for the location model, in Table 2 for the linear model, in Table 3
for a quadratic model and in Table 4 for a trigonometric model. The last named
model was especially chosen to demonstrate the existence of optimal designs with
a density p which changes sign in the interval (a, b). In the tables, several triangu-
lar covariance kernels are considered. The parameters of these covariance kernels
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TABLE 1
Optimal designs for the location model: f(t) =1,t € [a, b]

u(?) v(?) P,y Py p()

Any 1 1 0 0

]+t cpxt ﬁ bj_:éz 0

t’ v —ya V™% wb™V® yor~l-r-o

eM eVt re@V—2) ygb(yf)») )Lygt(l/*)n)
TABLE 2

Optimal designs for the linear regression model through the origin: f(t) =t,t € [a, b]

u(t) v(t) Pq Py p@®)
t 1 0 1 0
—c +c;
1+t cpEt m m 0
124 1 —(y=Da v (w—1Db V@ A=p)A -y~ v
At 1 (ar—De e b re
¢ a b t
M eVt ah=la(y—) %ebw—k) Wf—t—yﬂet(y—w
TABLE 3

Optimal designs for the quadratic regression model: f(t) = 2+ v,t€la,b]

u@@) v Py f(a) Py f () PO f(@)
! ! (@*—v)/a —2b )
2_ 2
1+ttt (@ vty T 2
v 12 (Q-pat—y»a T’ (-2 +ov)bV T (2-w)2—y)+vyw)
xtl-y-o
e)nt 1 (2a — (az 4 v))u)e—a)h —2be_b)” 21 — I)»)e_t)”
e)»t e_)tf (261 — (612 + V))\,) _((b2 4 V))\, + Zb) (2 . )\,2(1‘2 n ])))
TABLE 4

Optimal designs for the trigonometric regression model: f(t) =1+ % sin(2rt), t € [1,2]

u(t) v(t) Py Py p)f@®)

t 1 () P 272 sin(27t)

c1+t  copEr I_Z,Ei]l_” F IZFZZ?:EZH 272 sin(271)

12 ! Q- Qr—1)/8  2tH(#@%?% - D) sin@@n1) + wrcosQrr) — 1)
eM 1 A —m)e > re=2* 27 2sin(27t) + mhcos(2rt))e M

M eM (A —m) A +m) (272 4+ 22/2) sin@2r1r) + 22)
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satisfy the constraints ¢ > *cy, Fca € [a, b], ¥ > w, A > 0. For the sake of a
transparent presentation, we use the factor ¢ = 1 in all tables, but we emphasize
once again that the optimal designs do not depend on the scaling factor.

As an example, if K (¢, ') = e=*"' for some A > 0, we have from the last row
of Table 2 that the optimal design for the continuous time model {0¢ 4 €(¢)|t €
[1,2]}is E¥(dt) = (A — 1)é1(dt) + (A + %)Sz(a’t) + A2 dt, and as a consequence,
D*=G+ 4 +I07"

As pointed out by a referee it is of interest to investigate the sensitivity of the
optimal designs with respect to the mis-specification of the covariance kernel. Let
&* denote the optimal design for the regression model (2.1) with a given covariance
kernel of the form (2.4). The efficiency of a design £ is defined by

D(£%)
D)

Explicit forms of the optimal designs &* for some models are given in Ta-
bles 1-4. Note that there are two forms of mis-specification: the covariance kernel
is completely mis-specified or “only” a parameter of the covariance kernel is mis-
specified, but the general form is correct.

We begin with a brief example illustrating the latter case. Consider the covari-
ance kernel k(z,t') = e =l ‘that is u(t) = ¢ and v(t) = e~* and assume that
the “true” parameter of the kernel is given by A9 = 1. The corresponding optimal
design is denoted by £*(1¢), and its efficiencies (if in fact A ## L) are shown in
Figure 1 for three regression models. We can clearly see that the efficiency of the
design £*()o) decreases as A departs from Ag. However, we observe high efficien-
cies in a broad neighborhood of the “true” parameter Ag.

Next, we investigate the efficiency of an optimal design with respect to a mis-
specification of the form of the covariance kernel. Suppose that £* is the optimal
design for a model with covariance kernel k(z,¢") = min(z,#’). In Figure 2, we
consider the two regression functions f(r) =2 + 1 (left panel) and f(r) =1+
0.5sin(2r¢) (right panel) on the interval [1, 2] when the “true” covariance kernel is
in fact given by k(z, ') = e ! I and the parameter varies in the interval [0.1, 3].
We can see that the efficiency is large for a broad range of parameters. This range

Effy.(§) =

09 09 g-:

08 08 o1

(%2 or 06

06 05

06 05 04

05 0] 037
05 1 15 2 25 VL 05 1 15 2 25 PNE: 05 1 15 2 25 )3

F1G. 1. Efficiencies of optimal designs for the regression model (2.1) with f(t) =t (left),
F(t) =12 +1 (middle) and f(t) = 1 +0.5sin(27t) (right) and covariance kernel k(t,t') = e~ 1=l
on the interval [1, 2]. The design £* (L) is calculated under the assumption Ao = 1, while the “true”
parameter of the kernel is given by A € [0.1, 3].
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FIG. 2. Efficiencies of the optimal design for the regression model (2.1) with f(t) = 241 (left)
and f(t) =14 0.5sin(2nt) (right) and covariance kernel k(t,t") = min(¢, t') on the interval [1, 2].
The “true” covariance kernel is given by k(t, t) = e_Mt_’/‘, where A €[0.1, 3].

corresponds to the cases where the used covariance kernel is close to the “true”
covariance kernel.

2.5. Practical implementation: Designs for finite sample size. In practice, ef-
ficient designs and corresponding estimators for the model (1.1) have to be derived
from the optimal solutions in the continuous time model (1.2), and in this section a
procedure with a good finite sample performance is proposed. Roughly speaking,
it consists of a slight modification of the ordinary least squares estimator and a
discretization of a continuous signed measure with the asymptotic optimal density
in (2.11).

We assume that the experimenter can take N + 2 observations with N obser-
vations inside the interval [a, b]. In principle, any probability measure on the in-
terval can be approximated by an (N + 2)-point measure with weights 1/(N + 2)
and similarly any finite signed measure can be approximated by an (N + 2)-point
signed measure with equal weights (in absolute value). We hence could use a direct
approximation of the optimal signed measures of the form (2.12) by a sequence
of (N + 2)-point signed measures with equal weights (in absolute value). For an
increasing sample size, this sequence will eventually converge to the optimal mea-
sure of Theorem 2.3. However, this convergence will typically be very slow, where
we measure the speed of convergence by the differences between the variances
D(&) of the corresponding estimates and the optimal value D* defined in (2.16).
The main difficulty lies in the fact that a typical optimal measure has masses at the
boundary points a and b, in addition to some density on the interval (a, b). The
convergence of discrete measures with equal (in absolute value) weights to such a
measure will be very slow, especially in view of the fact that in our approximating
measures the points cannot be repeated. Summarizing, approximation of the op-
timal signed measures by measures with equal weights is possible but cannot be
accurate for small N.

In order to improve the rate of convergence, we propose a slight modifica-
tion of the ordinary least squares procedure. In particular, we propose a WLSE
with weights at the points a and b (the end-points of the interval [a, b]), which
correspond to the masses P, and P, of the asymptotic optimal design. We thus
only need to approximate the continuous part of the optimal signed measure,
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which has a density on (a, b), by an N-point design with equal masses. To be
precise, consider an optimal measure of the form (2.12). We assume that the
density p(-) is not identically zero on the interval (a, b) and choose the con-
stant ¢ such that fab |p(t)|dt = 1. Note that unless p(-) changes sign in (a, b),
we can choose p(t) > 0 for all ¢ € (a, b). Define ¢(t) = |p(¢)| for t € (a, b)
and denote by F(t) = fat @(s)ds the corresponding distribution function. The
N-point design we use as an N-point approximation to the measure with den-
sity () is éN = {tl,N,---,tN,N§ 1/N,...,1/N}, where tiN = F_I(Z,"N) with
zin=i/(N+1),i=12,...,N. If p(¢) =0 on a sub-interval of [a,b] and
F~!(z; y) is not uniquely defined then we choose the smallest element from the
set F~1(z; y) as t; y. Finally, the design we suggest as an (N + 2)-point approxi-
mation to the optimal measure in (2.12) is

S;+2=Pa8a+Pb3b+P§Na

where P =1 — |Py| — |Pyl, évy = {t1.n,-- -, IN.N;SIN/N,...,sn N/N} and
Si,N = sign(p(ti,N)), i=1,...,N.

The matrix W, which corresponds to the design £y42 and is used in the cor-
responding WLSE (1.3), is a diagonal matrix Wy = diag(NP,, si,. v P, s2 N P,
...,SN.NP,NPp) of size (N +2) x (N + 2). The set of N + 2 design points,
where the observations should be taken, is given by {a, t; ., 2.5, ..., tN N, b} and
the resulting estimate is defined by

2.17) Bwise,n2 = (X Wy 12X) " X Wy 5Y.
It follows from (1.4), (2.15) and the discussion of the previous paragraph that
Jim Var(Bwisg,v+2) = lim D(&y ) = D*,

where D* is defined in (2.14).

2.6. Some numerical results. Consider the regression model (2.1) with f(¢) =
t> + 1, t € [1,2], where the error process is given by the Brownian motion.
The optimal design for this model can be obtained from Table 3, and we have
P, =0, P,=-0.55, P=0.45and p(t) = 1.38/(t2 + 1). By computing the quan-
tiles from the c.d.f. corresponding to p, we can easily obtain support points of
(N + 2)-point designs. For example, supp(¢;) = {1, 1.24,1.56,2}, supp(£3) =
{1,1.18,1.39,1.65, 2} and supp(&;) = {1, 1.14, 1.30, 1.49, 1.71, 2}.

In Figure 3, we display the variance of various linear unbiased estimators for dif-
ferent sample sizes. We observe that the variance of the WLSE defined by (2.17)
for the proposed (N + 2)-point design &y, is slightly larger than the variance
of the BLUE for the proposed (N + 2)-point design, which is very close to the
variance of the BLUE with corresponding optimal (N + 2)-point design. The cal-
culation of these designs is complicated and has been performed numerically by
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F1G. 3. The variance of the WLSE defined in (2.17) for the proposed (N + 2)-point designs Sl"\‘,+2
(crosses), of the BLUE for the proposed (N + 2)-point designs (grey circles) and of the BLUE with
corresponding optimal (N + 2)-point designs (line). The error process in model (2.1) is given by the
Brownian motion and the regression function is f(t) = 2+1,te [1,2].

the Nelder—-Mead algorithm in MATLAB. We also note that due to the nonconvex-
ity of the optimization problem it is not clear that the algorithm finds the optimal
design. However, by Theorem 2.2 we determined the optimal value (2.14), which
is D* = 3/40 = 0.075. This means that for the proposed designs WLSE has almost
the same precision as BLUE.

In our second example, we compare the proposed optimal designs with the
designs from Sacks and Ylvisaker (1966), which are constructed for the BLUE.
For this purpose, we consider the model (2.1) with regression function f(¢) =
1+0.5sin(2rt), t € [1, 2], and triangular covariance kernel of the form (2.4) with
u(t) =1 and v(r) = t. The optimal design in the continuous time model can be
obtained from Table 4 and its density is depicted in Figure 4.

By computing quantiles using this optimal design, we obtain that the 4-point de-
sign &; is supported at points 1, 1.28, 1.69 and 2. For &, the variance of the BLUE
is ~0.336. Using the optimal density from Sacks and Ylvisaker (1966), we obtain
the 4-point design SfY supported at 1, 1.25, 1.64 and 2. For sz, the variance of
the BLUE is ~0.341. For N =2, 3, ..., 20, the variances of the BLUE for the pro-
posed (NN + 2)-point designs, the (N + 2)-point designs from Sacks and Ylvisaker

. A

-3

FI1G. 4. The density of the optimal design for continuous time model (2.1) with regression func-
tion f(t) =14 0.5sin(2xt), t € [1,2], and covariance kernel of the form (2.4) with u(t) = t2 and
v(t) =t.



OPTIMAL DESIGNS IN REGRESSION WITH CORRELATED ERRORS 129

X

0.331

0.31r

0.291

F1G. 5. The variance of BLUE for the proposed (N + 2)-point designs (grey circles), the
(N + 2)-point designs from Sacks and Ylvisaker (1966) (crosses) and the BLUE with correspond-
ing optimal (N + 2)-point designs (line) for the model f(t) =1+ 0.5sin(2rt), t € [1, 2], and the
covariance kernel with u(t) = t2 and v(t)=t; N=2,...,20.

(1966) and the optimal (N + 2)-point designs for the BLUE are depicted in Fig-
ure 5. We observe that for N =2, 3, 5 the new designs yield a smaller variance of
the BLUE, while for N =4, 6 the design of Sacks and Ylvisaker (1966) shows a
better performance. In all other cases, the results for both designs are very similar.
In particular, for N > 6 the variances from the optimal (N + 2)-point designs pro-
posed in this paper and in the paper of Sacks and Ylvisaker (1966) are only slightly
worse than the variances of the BLUE with corresponding best (N + 2)-point de-
signs (which is computed by direct optimization). By Theorems 2.2 and 2.3, the
optimal value (2.14) is D* = (0.2832.

3. Multi-parameter models. In this section, we discuss optimal design prob-
lems for models with more than one parameter. The structure of this section is
somewhat similar to the structure of Section 2. In Section 3.1, we introduce a new
class of linear estimators of the parameters in model (1.3), which we call matrix-
weighted estimators (MWE) and show in Lemma 3.3 that for some special choices
of the matrix weights the MWE can always emulate the BLUE. In Section 3.2,
matrix-weighted designs associated with the MWE are defined. Then, for the case
of triangular kernels, in Corollary 3.1 we derive the asymptotic forms for the se-
quence of designs that are associated with the version of the MWE which emulates
the BLUE. In Section 3.3, we prove optimality of the asymptotic matrix-weighted
measure derived in Corollary 3.1 in the continuous time model (1.2) (see Theo-
rem 3.1), while some examples of asymptotically optimal measures are provided
in Section 3.4. Finally, the practical implementation of the asymptotic measures is
discussed in Section 3.5 and numerical examples are provided in Section 3.6.

The proofs of many statements in this section use the results of Section 2. This
is possible as there is a lot of freedom in choosing the form of the MWE to emulate
the BLUE and we choose a special form which could be considered as component-
wise SLSE. Correspondingly, the resulting matrix-weighted designs (including the
asymptotic ones) become combinations of designs for one-parameter models.
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3.1. Matrix-weighted estimators and designs. Consider the regression model
(I.1) and assume that N observations at points 7; (j = 1,..., N) have been
made. Let O; be an m x m matrix associated with the observation point 7;;

j=1,...,N. Recall the definition of the design matrix X = (f; (tj))lj 11 """ N

.....

and the definition of Y = (y(¢1), ..., y(tN))T. We introduce the m x N matrlx
= (01 f(t1),...,Opn f(tn)), whose jth column is O; f(¢;). Assuming that the
m X m matrix

N
(3.1) M=CX=) 0;ft)f )
j=1
is nonsingular we define the linear estimator
(3.2) bvwe = (CX)~!CY

for the vector 8 in model (1.1). We call this estimator the matrix-weighted estima-
tor (MWE), because each column of the matrix X is multiplied by a matrix weight.
It is easy to see that for any C the MWE éMWE is unbiased and its covariance ma-
trix is given by

(3.3) Var(Ouwe) =M~'czc’ (M),

where ¥ = (K (#;,t)) j=1,...n is the N x N matrix of covariances of the errors.
Note that the matrix M deﬁned in (3.1) generalizes the standard information matrix
XTX and that M is not necessarily a symmetric matrix. The following result shows
that different matrices O1, ..., Oy may yield the same matrix-weighted estimator

éMWE. Its proof is obvious and, therefore, omitted.

LEMMA 3.1. Consider the regression model (1.1) and assume that the matrix
M defined in (3.1) is nonsingular. Then the estimator OMWE defined in (3.2) coin-
cides with the estimator QMWE A= (CaX)"'CAY, where Co = AC and A is an
arbitrary nonsingular m x m matrix.

The estimator GAMWE, A introduced in Lemma 3.1 is the MWE defined by the
matrix weights AQO1,..., AOy. Lemma 3.1 implies that the estimator éMWE is
exactly the same for any set of matrices {AQy, ..., AOy} as long as A is nonsin-
gular. In the asymptotic considerations below, it will be convenient to interpret the
combination of the set of experimental conditions {1, ..., ¢y} and the set of cor-
responding matrices {Oq,..., Oy} in the MWE as an N-point matrix-weighted
design.

DEFINITION 3.1. Any combination of N points {t1, ..., ¢y} and m x m ma-
trices {Oyq, ..., Oy} will be called N-point matrix-weighted design and denoted
by

1 1
34 =1t,....ty; —=01,..., —=O0pn;.
(3.4) EN {1 N 01 N N}
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The covariance matrix D(SN) of a matrix-weighted design &y is deﬁned as the
covariance matrix Var(GMWE) in (3.3) of the corresponding estimate GMWE

The estimator Oyw is not necessarily a least-squares type estimator; that is, it
may not be representable in the form (1.3) for some N x N weight matrix W and
hence there may be no associated weighted sum of squares which is minimized by
the MWE. However, for any given W, we can always find matrices O; such that

(3.5) C=X"WwW
and, therefore, achieve éMwE = éWLSE. The following result gives a constructive
solution to the matrix equations (3.5).
LEMMA 3.2.  Assume that fi(t) #0 forallt € [a, b]. Define O; = a)je{,
1
- fi@)

where e1 = (1,0, ...,0)T € R™ is the first unit vector and (XTW)j denotes the
jth column of the m x N matrix XTW. Then the corresponding matrix-weighted
estimator satisfies OMwE = OWLSE.

(3.6) S(XTW), <R

PROOF. The matrix equation (3.5) can be written as N vector equations
(3.7 0,ftj)=X"W);;  j=1,...,N,
with respect to the matrices O ;. Assume that O; = w jelT for some w; € R™. Then

0, f(t)) =wjef f(t)) =w; fi(t))
and equation (3.7) has the unique solutions (3.6).

The form O; = w jelT for the matrices O; considered in Lemma 3.2 means
that the matrix O; has the vector w; as its first column while all other entries
in this matrix are zero. We shall refer to this form as the one-column form. We
can choose other forms for the matrices O, but then we would require different,
somewhat stronger, assumptions regarding the vector f (¢). For example, if f(¢) #
,..., O)T for all ¢ € [a, b], then we can always choose diagonal matrices O; to
satisfy (3.5) (see Lemma 3.5 below).

The following choices for O ensure coincidence of OpwE Wwith the three popu-
lar estimators defined in the Introduction:

If O; =1, for all j, then dywe = for sE.
If O; = 5,1, forall j, then éMWE = éSLSE-
IfW=2"and 0, = wje{ withw; = (X"E7");/ (1), then brwE = OpLuE.
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We shall call any MWE éMWE optimal if it coincides with the BLUE. In view
of the importance of the last case, the corresponding result is summarized in the
following lemma.

LEMMA 3.3. Consider the regression model (1.1) and let f1(t) # 0 for all
t € a, b]. For a given set of N observation points {t1,...,tN} the MWE OpwE
defines a BLUE if O; = w}'felT with a)’J“ = (XTZ_I)j/fl (t)).

If the covariance kernel of the error process has triangular form (2.4), then we
can derive the explicit form for the optimal MWE. The result follows by a direct
application of Lemma A.1.

LEMMA 3.4. Assume that the covariance kernel K (-, -) has the form (2.4) and
that the matrix ¥ = (K (t;,1}))i j=1,...,N I8 positive definite with entries K (t;,t;) =
ujvj fori < j,where fork=1,..., N we denote uy = u(ty), vy = v(t) and g =
ur/vi. Then we have the following representation for the optimal vectors a)j‘ =
(XT):_l)j/fl (tj) € R™ introduced in Lemma 3.3:

Wt = — (11 £ (1) + 512/ (1)

38) fi(t)
_ cus (f(tl) B f(t2)>
fiEDviva(g2 —q) \ uy u, )’
oh == ;N) (@GN FUN) +FN—1n ftn-1)
(3.9
_ ¢ (f(lN) B f(tN—1)>
fitn)vn(gn —gn-1) \ vNn on-1 /)’
f = ﬂin) (G0 1)+ Gimti ftim1) + Gt f Gi41))
(3.10) __ ¢ ( (i+1 —qi-Df@) fi-)
frvi \vi(giv1 —aqi)(qi —qi—1)  vi—1(qi —qi-1)
_ fiv) )
Vit1 (Git1 —qi) )’

fori=2,...,N — 1. Here in formulas (3.8), (3.9) and (3.10) o;; denote the ele-
ments of the matrix y1= (0ij)i,j=1,..,N-

The following provides a result similar to Lemmas 3.2 and 3.3 in the case where
the matrices Q; are diagonal. An extension of Lemma 3.4 to the matrices O; of
the diagonal form is straightforward and omitted for the sake of brevity.
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LEMMA 3.5. Consider the regression model (1.1) and let fi(t) # 0 for all
tela,blandallk=1,...,m. Foreach j =1, ..., N, define the diagonal matrix
O; by its diagonal elements

Ok k= (XTW)k,J-; k=1,...,m,

fi(tj)

where (XTW)k, j denotes the (k, j)th element of the matrix XTW. Then éMWE =

OWLSE-
If additionally W = >~ ! so that Ok = (XTE_I)k’j/fk(tj), then Oywg =

OBLUE-

3.2. Weak convergence of matrix-weighted designs. Let Q :[a,b] — [0, 1] be
an increasing function on the interval [a, b] with Q(a) =0 and Q(b) =1 so that
Q()isacd.f.Forafixed N and j =1,..., N, define the points #1 y, ...,y n by
(2.9). Suppose that with each ¢ € [a, b] we can associate an m x m matrix O(¢) and

consider an N-point matrix-weighted design &y of the form (3.4) with t; =1¢; n
and O; = O(z;, n). In view of (3.1) and (3.3), this design has the covariance matrix

D(Ey) =M~ (En)B(EN) (M~ En)
where the matrices M (§y) and B(&y) are defined by

1 N
M(En) = > O 1) 1 (20,

j=1
1 N N
BEn) = 15D > Ktin, ;)00 f(tin) 12,00 (1,0).
i=1j=I1

In addition to the sequence of matrix-weighted designs &y consider the se-
quence of uniform distributions on the set {t; n,...,fy n}. As N — oo, this se-
quence converges weakly to the design (probability measure) ¢ on the interval
[a, b] with distribution function Q. This implies

b
NILIHOOM(%N)=M(€)=/ on) f() fT ()¢ ),

b rb
Jim BEn =BO = [ [ K900 f6) 00 5)¢@ne(ds),
and
G Jim D(Ey) =DE) =M ©BEM @)

under the assumptions that the vector-valued function f, the matrix-valued func-
tion O, the kernel K are continuous on the interval [a, b] and the generalized



134 H. DETTE, A. PEPELYSHEV AND A. ZHIGLJAVSKY

information matrix M(&) are nonsingular. Moreover, the sequence of estimators
(3.2) converges (almost surely as N — 00) to

. b
(3.12) 9MWE,oo=M_1(S)/ o) f()y()¢(dr),

where {y ()|t € [a, b]} is the stochastic process in the continuous time model (1.2).
Bearing these limiting expressions in mind, we say that the sequence of matrix-
weighted designs &£y defined by (3.4) converges to the limiting matrix-weighted
design &(dt) = O(t)¢(dt) as N — oo. This relation justifies the notation M(£),
B(&) and D(&) of the previous paragraph.

The (optimal) limiting matrix-weighted designs which will be constructed be-
low will have a similar structure as the signed measures in (2.12). They will assign
matrix weights O, and O, to the end-points of the interval [a, ] and a “matrix
density” O(¢) to the points ¢ € (a, b); that is, these designs will have the form

(3.13) E(dt) =0,8,(dt) + Opdp(dt) + O(2) dt.

In view of (3.12), the MWE in the continuous time model (1.2) associated with
any design of the form (3.13) can be written as

OmwE ()
(3.14)

b
=M"'(¥) [Oaf(a)y(a) + 0, f(D)y() + / o) f(D)y@) dt],

where M(£) = O, f(a) fT (@) + Op f(b) f T (b) + [2 O(t) £ (t) £ T (¢) dt. In the par-
ticular case associated with Lemma 3.4, we have the following structure of the
matrices O, and O and the matrix function O(¢) in (3.13):

(3.15) Oy=wsel, Op=wpel, OW)=w@)el  forte(a,b),

where w, and wj are some m-dimensional vectors and w(f) € R™ is some vector-
valued function defined on the interval (a, b). Note that w(¢) does not have to
approach w, and wp as t — a and t — b, respectively.

When the sequence of matrix-weighted designs is defined by the formulas of
Lemma 3.3 we can compute the limiting matrix-weighted design. The proof fol-
lows by similar arguments as given in the proof of Theorem 2.1 and is therefore
omitted.

COROLLARY 3.1. Consider model (1.1), where the error process {e(t)|t €
la, b]} has a covariance kernel K of the form (2.4). Assume that u(-), v(-), q(-)
are strictly positive, twice continuously differentiable functions on the interval
[a, b] and that the vector-valued function f(-) is twice continuously differentiable
with f1(t) # 0 for all t € [a, b]. Consider the matrix-weighted design &y of the
form (3.4), where the support points tj =t n are generated by (2.9) and the matrix
weights O; = O y are defined in Lemma 3.3. The sequence {{y}neN converges
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(in the sense defined above in the previous paragraph) to a matrix-weighted design
& defined by (3.13) and (3.15) with

= ¢ f(a)u'(a) s
sio ratar@l| @)
. Ch’(b) —c h/(l) ,
wp = ——""—"—, w(t)=7|: :|’
fib)v(b)g'(b) IO GIYE0)

where h(t) = f(t)/v(t) and the constant ¢ # 0 is arbitrary.

In Corollary 3.1, the one-column representation of the matrices O; is used. The
following statement contains a similar result for the case where the matrices O;
are diagonal.

COROLLARY 3.2. Let the conditions of Corollary 3.1 hold and assume ad-
ditionally that fi(t) # 0 for all t € [a,b] and all k = 1,...,m. Consider the
matrix-weighted design &y of the form (3.4), where the support points tj =t; N
are generated by (2.9) and the matrices O; = Oj y are defined in Lemma 3.5
with diagonal elements given by (O )ik = (XTZ_I)k, j/fk(t;). Then the sequence
{EN}NeN converges to the optimal matrix-weighted design £* of the form (3.13),
where the diagonal elements of the matrices O, = diag(Oq4. 11, - - -, Og.mm), Op =
diag(Op. 115 - - -» Op,mm) and O(t) = diag(O11(2), ..., Omm(t)) are given by

o c [fj<a>u/<a)

“HT fi@v(a)g' (@)L u(a)
ch'.(b) —c ThH.@®7

DI (Byu(b)g (b) 750 fiv)Lq @)

respectively, hj(t) = f;(t)/v(t), j =1,..., m and the constant c # 0 is arbitrary.

y (a)},

3.3. Optimal designs and best linear estimators. In this section, we consider
again the continuous time model (1.2), where the full trajectory of the process
{y(?)|t € [a, b]} can be observed. We start recalling some known facts concerning
best linear unbiased estimation. For details, we refer the interested reader to the
work of Grenander (1950) or Section 2.2 in Nither (1985a). Any linear estimator
of 6 can be written in the form of the integral

R b
(3.17) b= [ youan.

where w(t) = (u1(t), ..., um(@)7 is a vector of signed measures on the interval
[a, b]. For given p, the estimator 6,, is unbiased if and only if fab f Ol dr) =
L, where I,,, denotes the m-dimensional identity matrix. Theorem 2.3 in Nither
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(1985a) states that the estimator QAM* is BLUE if and only if f: f(t)u*T(dt) =1,
and the identity

b
[ K (. v)i*(dv) = A f ()

holds for all u € [a, b], where A is some m x m matrix. The matrix A is uniquely
defined and coincides with the matrix

D* = Var(f,+)
(3.18)

b b
= inf{/ / K(u, v)u(du)uT(dv) wu vector of signed measures}.

The Gauss—Markov theorem further implies that D* < Var(9), where 6 is any other
linear unbiased estimator of 6.

DEFINITION 3.2. A matrix-weighted design £* is called optimal if D(§*) =
D*, where D(&) is defined in (3.11) and D* is defined in (3.18).

The designs we consider have the form (3.13) and the corresponding MWE are
expressed by (3.14). The estimator (3.14) can be expressed in the form (3.17), that

is Oyvwe (€) = 6, with
w(dt) =M~ HE) [0, f(a)8a(dt) + Op £ (b)S(dt) + O(t) f () dt].

The estimators defined in (3.14) are always unbiased and the following result
provides the matrix-weighted optimal design and the BLUE in the continuous time
model (1.2). The proof follows by similar arguments as given in the proof of The-
orem 2.2 and 2.3 and is therefore omitted.

THEOREM 3.1. Let K(t,s) be a covariance kernel of the form (2.4) and the
vector-function f(-) be twice continuously differentiable with fi(t) # 0 for all
t € [a, b]. Under the assumptions of Corollary 3.1, the matrix-weighted design &*
defined by the formulas (3.13) and (3.16) with ¢ = 1 is optimal in the sense of
Definition 3.2. Moreover, if

wHdD) =M (%) [wae] f(@384(d) + wpe] fB)Sy(dD) +w(ef 1) d1],
then éu* defines the BLUE in model (1.2). Additionally, we have

b rb 1
DE)=D"= [ [ Ko @nuan =M
where the matrix M(§¥) is given by

_ fa@)f"q@)
q(a)

and f(s) = f(g=1(s))/v(g~ ().

qb) . -
M(£") + /q PO s

a
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In Theorem 3.1, we have used the one-column representation for the matrices
O(?). Similar arguments establish the optimality of the matrix-weighted designs &*
defined in Corollary 3.2 where the diagonal representation for the matrices O(¢) is
used. The details are omitted for the sake of brevity.

3.4. Examples of optimal matrix-weighted designs. Consider the polynomial
regression model with f(¢) = (1,1, 2., YT t € [a,b] and the covariance
kernel of the Brownian motion K (¢, s) = min(¢, s). For the construction of matrix-
weighted designs, we use matrices O(¢) in the one-column and diagonal represen-
tations.

For the one-column representation, we have from Corollary 3.1 and Theo-
rem 3.1 that the optimal matrix weighted design has masses O, = a)aelT and
0, = a)(b)elT at points a and b, respectively, and the density O(¢) = a)(t)elT. Here,
the vectors w,, wp and w(¢) are given by

wq=(1/a,0,—a,...,(2— m)am_z)T,
wp = (0,1,2b,3%, ..., (m — )b )T,
w()=(0,0,-2,-3-2¢,...,—(m — 1)(m — 2)tm_3)T, te€(a,b),

respectively. For the diagonal representation, we have from Corollary 3.2 (and an
analogue of Theorem 3.1) that the optimal matrix weighted design has masses O,
and Oy, at points a and b, respectively, and the density O(z), where

0, = diag(1/a,0,—1/a, ..., (2 —m)/a),
0, =diag(0, 1/b,2/b, ..., (m —1)/b),
O(r) = diag(0, 0, =2/12, ..., —(m — 1)(m — 2)/1?), t€(a,b).

Note that in this case all nonvanishing diagonal elements of the matrix O(¢) are
proportional to the function 1/¢2. According to Lemma 3.1, we can use AO(r)
instead of O(?), for any nonsingular m x m matrix A. By taking the matrix

A =diag(1,1,-1/2,...,=1/[(m — 1)(m — 2)]),
we obtain

AO(a) = diag(1/a,0,1/(2a), ..., 1/[(m — 1)a]),

AO(b) = diag(0, 1/b, —1/b, ..., —1/[(m — 2)b]),

AO(t) = diag(0,0, 1/£2, ..., 1/1?), t € (a,b).

As another example, we consider the polynomial regression model with f(¢) =
(L, 2,¢%,..., 6" YT ¢ €a,b], and the triangular covariance kernel of the func-
tion (2.4) with u(¢) =¥ and v(¢) =t®.
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For the diagonal representation, we have from Corollary 3.2 that the optimal
matrix weighted design has masses O, and Oy, at points a and b, respectively, and
the density O(¢), where

O,=a 7" “diag(—y,1—y,2—y,....m—1—y),
O, =b"7""?diag(w, 0 — 1,0 —2b,...,0+1—m),
o) =1"'"""“diag(t1, 10, ..., Tm), 1€ (a,b),

witht; =G0 —1—y)(i—1—w),i=1,...,m. If we further use the matrix A =
diag(1/71, 1/, ..., 1/7y), then we obtain AO(r) = -y diag(1,1,..., 1),
t € (a, b); that is, all components of the matrix AQ(¢) have exactly the same den-
sity.

3.5. Practical implementation. Here, we only consider the diagonal represen-
tation of the matrices Q,, Op and O(?); the case of one-column representation
of the matrices O can be treated similarly. We assign matrix weights O, and
Oy, to the boundary points a and b and use an N-point approximation to an ab-
solutely continuous probability measure on (a, b) with some density ¢(¢). The
density ¢(t) is defined to be either the uniform density on (a, b) [if nonzero el-
ements of different components of O(#) are not proportional to each other] or
() =c|Oy ()| for some [ € {1, ..., m} [if nonzero elements of different compo-
nents of O(¢) are proportional to each other], where c is the normalization constant
and / is such that the density ¢(¢) is not identically zero on the interval (a, b). De-
note by F(t) = f; ¢(s)ds the corresponding c.d.f. For given N, we calculate an
N-point approximation {t; y,...,tx n; 1/N,...,1/N}, where t; y = F_l(zi’N)
with z; y =i/(N + 1), i =1,2,..., N, to the probability measure with den-
sity ¢(¢).

To each point 7; y, we assign a vector of weights s; = (sj n.1,..., sj‘,N,m)T
such that s; y x € {—1,0,1} (k=1,...,m). The values s; y ; = sign(Oy «(t;)) =
*+1 correspond to the sign of the point ; y in the estimation of 6 exactly as in the
procedure for one-parameter models described in Section 2.5. Some of the values
sj Nk could be 0. If s; y x = 0 for some k, then the point 7; y is not used for the
estimation of ;. By assigning zero weight to a point #; » in the kth estimation
direction, we perform a thinning of the sample of points #1 x, ...,y n in kth di-
rection, and thus achieve a required density in the each estimation direction. This is
a deterministic version of the well-known “rejection method” widely used to gen-
erate samples from various probability distributions. If the nonzero components of
the matrix weight O(¢) are proportional to each other then for these components
sjnk=1forall j and N.

The resulting estimator 6 has the form (3.2) where

C=(NO,f(a),SiPf(t1),....SNPf(tn), NOy f (b)),

: X
Sj =dlag(Sj?N,1,...,Sj7N,m) e R™*™
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and P is the diagonal m x m matrix whose diagonal elements are given by

Pk,k=7/ Oy k(1) dt.

If nonzero elements of different components of the matrix weight O(¢) are pro-
portional to each other (as was the case in the examples of Section 3.4) then the
(N + 2)-point approximations to the limiting design are very similar to the ap-
proximations in the one-parameter case considered in Section 2.5; their accuracy
is also very high. Otherwise, when the diagonal elements of O(¢) are possibly non-
proportional, the accuracy of approximations will depend on the degree of nonho-
mogeneity of components of the matrix weight O(z).

3.6. Some numerical results. For comparison of competing matrix weighted
designs for multiparameter models, it is convenient to consider a functional of
the covariance matrix. Exemplarily, we investigate in this section the classical
D-optimality criterion defined as ¥ (D(§)) = (detD(S))l/ " which has to be mini-
mized.

As an example where all nonzero elements of the matrix O(¢) are proportional
to each other, let us consider the cubic regression model with f(t) = (1, ¢, 2, )T
and the Brownian motion error process. The optimal value in the continuous time
model (1.2) is ¥(D*) = 60'/4 ~2.78316. In Figure 6, we display the D-criterion
of the covariance matrices of the MWE and the BLUE for the proposed (N + 2)-
point designs and the covariance matrix of the BLUE with corresponding optimal
(N + 2)-point designs. We can see that the D-efficiency of the proposed matrix-
weighted design is very high, even for small N.

The second example of this section considers a situation where nonzero ele-
ments of the matrix O(¢) are not proportional to each other. For this purpose, we
consider the model (2.1) with f(z) = (1, ¢, t>)T, t € [1,2] and covariance kernel

3.81
3.6
3.4r
3.2r
3t

2.8¢
0 5 10

F1G. 6. The D-optimality criterion of the covariance matrix of the MWE for the proposed
(N +2)-point designs (crosses), of the covariance matrix of the BLUE for the proposed (N + 2)-point
designs (line) and of the covariance matrix of the BLUE with corresponding D-optimal (N + 2)-point
designs (grey circles). The error process in model (1.1) is the Brownian motion and the vector of re-
gression functions is given by f(t) = (1,t, 12, t3), tell,2].
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F1G. 7. The D-optimality criterion of the covariance matrix of the MWE for the proposed
(N +2)-point designs (crosses), of the covariance matrix of the BLUE for the proposed (N + 2)-point
designs (line) and of the BLUE with corresponding D-optimal (N + 2)-point designs (grey circles).
The covariance kernel in model (1.1) is K (¢,t') = e~ 1"="'1 and the vector of regression functions is
fO=,1,1%),1e[1,2].

K(t,t") = e """l with u(r) = ¢’ and v(r) = ¢'. Using the diagonal representa-
tion, we obtain for the optimal matrix-weighted designs

0, =diag(1,0,—1), O, =diag(1,1.5,2),  O@)=diag(1,1,1—2/1?),

t € (1,2). The optimal value in the continuous time model (1.2) is given by
W(D*) = (17,280/3667)!/3 ~ 1.67653. Since some diagonal elements of O(r) are
constant functions, we take the support points of the design £y to be equidistant:
tin=i/(N+1)fori=1,...,N. Then we have s; yy =1forall j=1,...,N
and k =1, 2. However, some elements of (s1,5.3,...,Sy,n~,3) should be zero be-
cause O3 3(¢) is not proportional to Oq 1(¢). For example, for N = 10 the vec-
tor of signs (s1,n.3,...,5ny.n,3) 15 (—1,—1,0,0,0,1,0,0,1,0) and for N = 30
it is (-1,0,-1,-1,0,-1,0,0,-1,0,0,0,0,0,0,0,0,1,0,0,0,1,0,0,1,0,0,
1,0, 1).

In Figure 7, we depict the D-optimality criterion of the covariance matrices for
various estimators. We observe that in this example for all N the D-optimality
criterion of the covariance matrices of the MWE is slightly larger than the D-
optimality criterion of the covariance matrices of the BLUE. However, we can
also see that the proposed (N + 2)-point designs are very efficient compared to the
BLUE with corresponding D-optimal (N + 2)-point designs even for small N.

APPENDIX A: PROOF OF MAIN RESULTS

A.1l. Explicit form of the inverse of the covariance matrix of errors. Here,
we state an auxiliary result, which gives an explicit form for the inverse of the
matrix X = (K (#,1 j))ﬁ/ =1 with a triangular covariance kernel K. We did not
find this result (as formulated below) in the literature. Versions of Lemma A.1,
however, have been derived independently by different authors; see, for exam-
ple, Lemma 7.3.2 in Zhigljavsky (1991) and formula (8) in Harman and Stu-
lajter (2011). The proof follows from straightforward checking the condition
rly=33l=1
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LEMMA A.1. Consider a symmetric N x N matrix X = (0 )i j=1,...N Which
elements are defined by the formula o; j = u;v; for 1 <i < j < N. Assume that
q1 < qp < --- < gqn where q; = u;/v;. Then the inverse matrix S=%"lisa sym-
metric tri-diagonal matrix and its elements &; ; with i < j can be computed as
follows:

- 175) - 1
01,1 = R ONN=—H5—,
uiv1v2(g2 — q1) UJZV(C]N —gnN-1)
~ qdi+1 — qi—1 .
Gij= (i=2,...,N—1),
Vi (qi — qi-1)(qi+1 — qi)
3 1 .
Oii+1 = — (i=1,...,N—1),

Vivi+1(qi+1 — qi)
Giivk=0  (i=1,...,N—=2,k=2).

In our applications of Lemma A.1, we assume that o; ; = K(t;,1;) with the
covariance kernel K having the form (2.4).

A.2. Proof of Lemma 2.1. Denote K;; = K(t;,t;), f(t;) = fi, ai = fiw;,

i,j=1,...,N,a=(ay,...,ay)’. Then for any signed measure & = {1, ..., ty;
wi, ..., wy} we have
D(E) = Zi Zj Kijfifjwiwj _ Z,‘ Zj Kija,-aj _ al’ Ta
(i fPwi)? X fiai)?>  (@Th)?

Since X is symmetric and ¥ > 0, there exists ¥ ~! and a symmetric matrix
»1/2 > 0 such that £ = X£/2X1/2. Denote b = X!/?a and d = X~!/?f. Then
we can write the design optimality criterion D(§) as D(§) = bTb/ (b”d)2. The
Cauchy—Schwarz inequality gives for any two vectors b and d the inequality
(bTd)? < (bTb)(d7 d), thatis, b7 b/(b7d)? > 1/(d” d). This inequality with b and
d as above is equivalent to D(£) > 1/f7 £ ~!f for all £. Equality is attained if the
vector b is proportional to the vector d; that is, if b; = cd; for all i and any ¢ # 0.
Finally, the equality b; = cd; can be rewritten in the form w; = (™), /@),

A.3. Proof of Theorem 2.1. Before starting the main proof, we recall the
definition of the design points (2.9) and prove the following auxiliary result.

LEMMA A.2. Assume that q(-) = u(-)/v(-) is a twice continuously differen-
tiable function on the interval [a, b]. Then foralli =1,..., N — 1, we have

1 1
A.l t; —t =7+0(—) N — o0,
(A.1) HLN TN = e N2 as

Ap = (tix1,N —ti—1,N)/2

(A.2) | |
:m(l—i—O(N)) as N — oo.
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PROOF. Recall the definition z; y = (i —1/2)/N (i =1, ..., N) and set

m=gq(a) = min q(1), M =q(b) = max q(1).
t€la,b] tela,b]

From the definition of the function Q in (2.8), we have

M —m
N

foralli =1,..., N — 1. Observing Taylor’s formula yields for any z

0 'z+8)=0"'@+5- (0 @+0(?) ass—0.

In this formula, set z = z; y and §y = 1/N so that z + 6 = z;+1 x. We thus obtain

(A.3) qtivi,N) —q(tiNn) =M —m)(Zi+1,N — Zi,N) =

1 1
N —tin=0 "N =0 '@N) + v (0~ ) (zi,n) + 0<N2>
as N — o0.

By using (2.9) and the relation (Q_l)/(z) = l/Q’(Q_1 (2)), we can rewrite this in
the form (A.1). The second statement obviously follows from (A.1). [

PROOF OF THEOREM 2.1. In view of Lemma 2.1 and (2.5)—(2.7), we have

cnuz (fi 2 ey (v -
wi,N = ——-= WN N = — - ,
fivivo\ur  up fyun UN-1
cN (2f; i j
wiy =~ (i—@—@) fori=2,...,N—1,
fivi\vi  vicr o vy

where we have used the relations (A.3). Here, ¢y is the normalization constant
providing ZlN:l |w; y| = 1 and we use the notation u; = u(#; n), v; = (¢, n) and
Ji = f@inN).
Consider first wy,y. Denote g(¢) = f(¢)/u(t), then
u(tz,N)

A4 = : — ,
(A4) wi,N/CN f(t1,N)v(t1,N)v(t2,N)(g(tl’N) g(t.N))

which gives
u(ta.n) u(a) ( ( 1 ))
- 1+0(=)).
Fameaneoy  f@r@\ N
(A5) g(t1x) — (@) = §' @)ty — a) + O((try — a)?)

— o 1 0 i
=4 @ Now T (NZ)

as N — oo. Similarly,

1
g(tan) — (@) = ¢'(a >2NQ() O(W)
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yielding

1 1
(A.6) 8LN) = 8(20) = & @ e+ o(m).

Combining (A.4), (A.5) and (A.6), we obtain

wiy 1 @@ ( <1)>
. 1+0(—

v N Farwow\ " \x

-5 vz(a)lQ/(a) [L;((Z)) N J;f((;) J(1+ 0(%»

as N — oo. Similarly to (A.7), we get the asymptotic expression for wy y:

S B G e))

as N — oo. Consider now the weights

2h(ti N) — h(ti-1,N) — h(ti+1,N)
S i N)v(tiN)

Assume N — oo and i =i(N) is such thati(N)/N =z+ O(1/N) as N — oo for

some z € (0, 1), and setr = Q7! (2).
We are going to prove that

WiN _ 2h(t; ) —h(ti—1,n) —h(tiy1,N)

(A7)

(A9) win=cn i=2,...,N—1.

(A.10) . [t Nt N)
- NZ(Q’(t);zf(t)v(t) [h (g/c(zt)m - hﬂm} <1 ! 0(%»
(A1) - _NZQ’(t)]f(t)v(t) [Z/((tt))] (] " 0(%»

First, in view of (2.9) we have ; , = + 0(%), and hence

savn = oo (1+0(5)) s
Consider the numerator in (A.10) and rewrite it as follows:
2h(ti,N) — h(ti—1,N) — h(tiy1,N)
= [2h(Gi ) — h(ti—1,N) — h(tip1,N)] + 2[Rt n) — RGN

where 7; v = (ti—1.n + ti+1.n)/2. We obviously have #;y| v = f; v + Ay and
ti—1.N =1tin — Ay, where Ay = (tiy1.y — ti—1.5)/2 is defined in (A.2). This
yields

2h(ti,N) — h(ti-1,n) —htisaN) 1
(A.12) a ——h (r)(1+0<N)>.
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Next, we consider

h(tin) —h(tin) _ h(tiy) —hGiN) tin — TN
A% LN — TN A%

For the first factor, we have

h(l‘,‘,N) — h(fi,N) g l
=h (t)(l + 0(N)>’

LN —IiN

while the second factor gives

iN—hiN 22li,N —lit1,N —li—1.N

Ay T (N —tic1n)?
22Q—1(zi,N) — 07 'zisin) — 07N ziciw)
N 1/N?

1/N 2
8 (Q_l(Zi-i-l,N) - Q_I(Zi—l,N))
=200 @/ @) (1+0(5))

= o'w/eew)(1+o(5)).

where we have used the relation (Q~!)"(z) = —0”(2)/(0'(2))? in the last equa-
tion. This gives, as N — oo,

h(ti N) —h(tin) 2h(ti,N) —h@iN) tiN — TGN
A% N —liN A%

5w (1+0(5)

Combining the expressions (A.2), (A.10), (A.12) and (A.13) yields the asymp-
totic expression (A.11) for w; y/cn.

By noting that cy = NC(1+ 0(%)) as N — oo and that the asymptotic density
of the points t; y (i = 1,..., N) is Q'(¢) on the interval [a, b], we deduce the
statement of the theorem as a consequence of the asymptotic formulas (A.7), (A.8)
and (A.11) for wi n/cn, wy n/cn and w; y/cn, respectively. [

2

(A.13)

A.4. Proof of Theorem 2.2. By Theorem 3.3 in Dette, Pepelyshev and Zhigl-
javsky (2013) a design minimizes the functional (2.15) if the identity

b
(A.14) / min(s, 1) £ (1) dE(t) = Af (5)
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holds &-a.e., where A is some constant. We consider the design & = £* defined
by (2.12) and (2.13) and verify for this design condition (A.14). To do this, we
calculate by partial integration

b K b
%/a min(s,t)f(t)p(t)dt:/a t(—f”(t))dt—i—K s(—=f"(@))dt

_ —{tf’(t)lz _/as f/(t)dt} —s{f')— £}

= (af’(a) — f(a)) —sf'(b) + f(s).

Observing the definition of the masses in (2.13), the identify (A.14) follows with
A = c. This proves the first part of Theorem 2.2.

For a proof of the second statement consider a linear unbiased estimator 6.+ in
model (2.1) based on the full trajectory, where u*(dt) = f(t)E*(dt) and £* is the
design in (2.12), (2.13) with a constant ¢ chosen such that éu* is unbiased, that is,

ot = [fzaf“) +fab(f’(t))2dt]_1.

Standard arguments of optimal design theory show that u* minimizes ® [i.e., QAM*
is BLUE in model (2.1) where the full trajectory can be observed] if and only if
the inequality

b rb
(A15) o) = [ [ K yur vy = o)

holds for all signed measures v satisfying [ : f(@)v(dt) = 1. Observing this con-
dition and the identity (A.14), we obtain

b 2 b -1
d(n*,v) :c*/a f)vds) = |:f @ —}—/a (f/(t))zdt] = d(u*)

a

for all signed measures v on [a, b] with f: f@®)v(dt) = 1. By (A.15), u* mini-
mizes ®. Consequently, the corresponding estimator éﬂ* is BLUE with minimal

variance
D*:C*:[f%a) +/ab(f,(t))2dt}{

a

A.S5. Proof of Theorem 2.3. Let {&(s)|s € [a, b]} be a Brownian motion on
the interval [a, b] and consider the regression model (2.1) with some function f(s)
and the error process. By Theorem 2.2, the optimal design is given by

E*(ds) = P385(ds) + P8;(ds) + p(s) ds
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with

- _ _ £/ l; £

B S f@a Feet® i pye el

af(a Q) f@)

We shall now use Theorem B.1 to derive the optimal design £*(dt) for the orig-
inal regression model (2.1) with regression function f(z) and covariance ker-
nel K(z,t") from the design £*(ds) for the function f(s) = h(qil(s)), where
h(t) = f(1)/v().

For the Brownian motion, the covariance function is defined by (B.4) with
v(t) =1 and g(t) =t so that by (B.6) we have B(t) = q(7), a(t) = v(t) and
a(t) = 1/v(g~"(t)). According to (B.14), the optimal design d&*(s) transforms
to d&*(1) = & (B(1) dE*(B()) = dE* (1) /v(D).

Consider first the mass at b. We have P; =c f "(b)/ f (b). By using the transfor-
mation of ¢ into s = q_l (1), we obtain

Py ') ' (b) ' (b)

= =c—== =c =c ,

vib) by g B)Eb)hb) g (b)u(b) f(b)

as required. From the representation of P; we obtain by similar arguments
Po _ h@—ah'(@)/q'(@)
=c .

v2(a) q'(@)v*(a)h(a)
Let us now consider the density p(s), s € [a, l;], and rewrite déjf;(ﬂ(t)), the

absolutely continuous part of the measure £*. The transformation of the variable s
into t = q_l (s) € [a, b] induces the density

fq ))
fg@®)
Differentiating the equality f (s) = h(q_1 (s)), we have

F') =g ) (¢ ®))
=1"(g7" ) (7' ®)) + 1 (7)) (@)

(A.16) dEX(B(1)) = p(q(1))q (1) = —cq' (1) ===

Now we obtain
h' (1) q" (@)
(q'(1))? (g’ )
Inserting this into (A.16) and taking into account that f (q(t)) = h(t), we obtain

the density
ps 1 //([) " ) ¢ |:h/(t):|/

Al17) d = —h =—— .

(A7) dip (A1) ch(mq’(z)( O oo ") = olvo

In view of the relation d&*(t) = 5{2(,8 (1)) dé (B(1)), we need to divide the right-

hand side in (A.17) by v2(¢) and obtain the expression for the density (2.11). This
completes the proof of Theorem 2.3.

g®) = —h@)-
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APPENDIX B: GAUSSIAN PROCESSES WITH TRIANGULAR
COVARIANCE KERNELS

B.1. Extended Doob’s representation. Assume that {e(¢)|t € [a, b]} is a
Gaussian process with covariance kernel K of the form (2.4); that is, K(¢,1') =
u(t)v(t') fort <t’, where u(-) and v(-) are functions defined on the interval [a, b].
According to the terminology introduced in Mehr and McFadden (1965) kernels of
the form (2.4) are called triangular. An alternative way of writing these covariance
kernels is

(B.1) K(t,¢') =v()v(t')min(q(2),q(r"))  fort,t €la,b],

where g () = u(t)/v(t). We assume that £(¢) is nondegenerate on the open inter-
val (a, b), which implies that the function ¢ is strictly increasing and continuous
on the interval [a, b] [see Mehr and McFadden (1965), Remark 2]. Moreover, this
function is also positive on the interval (a, b) [see Remark 1 in Mehr and Mc-
Fadden (1965)], which yields that the functions # and v must have the same sign
and can be assumed to be positive on the interval (a, b) without loss of generality.
We repeatedly use the following extension of the celebrated Doob’s representation
[see Doob (1949)], which relates to two Gaussian processes (on compact intervals)
by a time—space transformation.

LEMMA B.1. Let {e(t)|t € |a, b]} be a nondegenerate Gaussian process with
zero mean and covariance function (B.1) and let v and g be continuous positive
functions on [a, b\, such that q is strictly increasing and ¢(la, l;]) = ¢g([a, b)).
Define the transformations B:la,b)— [a,bland & : [a,b] — R, by

(B.2) Bs)=q"" (), @) =0()/v(B()).
Then the Gaussian process {&(t)|t € [a, b]} defined by

(B.3) E(s) = a(s)s(B(s))

has zero mean and the covariance function is given by

(B.4) K(s,s") =E[E()E(s")] = 0(s)D(s") min(G (5), G (5)).

Conversely, the Gaussian process €(t) can be expressed via £(s) by the transfor-
mation

(B.5) e(t) =a(mE(B®)).

where

(B.6) BOY=G""(q0),  a@®)=v(®)/3(B®)).
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PROOF. Since {e(?)|t € [a, b]} is Gaussian and has zero mean, the process
defined by (B.3) is also Gaussian and has zero mean. For the covariance function
of the process (B.3), we have

E[2(5)E(s")] = a(s)a(s"\E[e(B(s))e(B(s"))]

The second part of the proof follows by the same arguments and the details are
therefore omitted. [

REMARK B.1. (a) The classical result of Doob is a particular case of (B.5)
when &(t) = W(¢) is the Brownian motion with covariance function K (7, s) =
min(z, s). In this case, we have v(t) =1, g(t) =1t, a(t) = v(t) and B(t) = q(¢).
Specifically, the Doob’s representation is given by &(t) = v(t) W(q(¢)) [see Doob
(1949)].

(b) Both functions 8 : [a, b] — |a, l;] and ,5 :a, l;] — [a, b] are positive strictly
increasing functions and are inverses of each other; that is,

(B.7) B=B"'w)  Viela,bl.
(c) The functions «(-) and &(-) are positive and satisfy the relation

v BEW)
(B v(BB(1)))

(d) The properties (b) and (c) imply that the transformation ¢ — & defined
by (B.5) is the inverse of the transformation ¢ — & defined in (B.3).

(B.8)  al)-&(B(1) = Vi €a, b].

B.2. Transformation of regression models. Associated with the transfor-
mation of the triangular covariance kernels, there exists a canonical transforma-
tion for the corresponding regression models. To be precise, consider the re-
gression model (1.1) or its continuous time version (1.2), where the covariance
kernel K(-,-) has the form (B.1). Recall the definition of the transformation
B : [a,b] — [a,b] defined in (B.6), which maps the observation points #; to
1j=pB(tj), j=1,..., N and define

F(B()) i e(B(s))
~ ’ S(S) = ~ >
a(B(s)) a(B(s))

where s € [a, 15] so that E (s) € [a, b]. The regression model (1.1) can now be
rewritten in the form

(B.10) i) =0"fG)+EG), ijelabl,j=1,...,N.

y(t)

B9  fo= rat
J

y() =
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The errors é(f,-) in (B.10) have zero mean and, by Lemma B.1 and the iden-
tity (B.8), their covariances are given by

(B.11) E[8(0)E(i))] = K @i, ).
Hence, we have transformed the regression observation scheme (1.1) with
error covariances E[e(f;)e(t;)] = K(t;,t;) to the scheme (B.10) with covari-

ances (B.11). Conversely, we can transform the model (B.10) with covari-
ances (B.11) to the model (1.1) using the transformations

F(B@) E(B(1))
b == ~ b b b .
I N TG N

(B.12) f@) =

LEMMA B.2.  The transformation f — f defined in (B.9) is an inverse to the
transformation f — f defined in (B.12).

PROOF. Inserting the expression for f from (B.9) into (B.12), we have

P L. 1) N X (:10%) B A G WY
a(B@®)  a(BB@O)a(BE) a®)a(B@))
where we have used the identities B(,B(t)) =1, see (B.7), and a(t)a(B(t)) = 1;
see (B.8). [

B.3. Transformation of designs. In this section, we consider a transforma-
tion of the matrix-weighted designs under a given transformation of the regression
models. In the one-parameter case with m = 1, these matrix-weighted designs be-
come signed measures; that is, signed designs as considered in Section 2. In this
section, it is convenient to define all integrals as Lebesgue—Stieltjes integrals with
respect to the distribution functions of the measures ¢ and z.

To be precise, let d§(t) = Og(¢) d¢(t) be a matrix- weighted design on the in-
terval ¢ € [a, b]. Recalling the definition of o, d and B, ,8 in (B.2) and (B.6), we
define a matrix-weighted design dé (s) = é(s) d g“ (s) by

(B.13)  di(s)=d¢(B(s)) and O(s) =a’(B(5))O0¢ (B(5)).

Note that { and ¢ are probability measures on the intervals [a, b] and [a, b] re-
spectively. Similarly, for a given matrix-weighted design dé (s) = g(s) dZ(s) on
the interval [@, b] we define a matrix- -weighted design d&(t) = Og (1) d¢(t) on the
interval [a, b] by

(B.14) dc(t) = df(,B(t)) and Og(t) = &2(,3(1))65 (B@)).

Similar to Lemma B.2, we can see that the transformation £ — £ defined by (B.14)
is the inverse to the transformation £ — £ defined by (B.13).
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For the following discussion, we recall the definition of the covariance matrix
D(S) in (3.11). For the model (B.10), the covariance matrix of the design dE(s) =
E(s) dg“(s) defined by (B.13), is given by

(B.15) DE) =M"'EBEM &))",

where
bR
= [ [ Re90:0 7001 f )" dé 0 i o)

o b -
M@ = [ 0:0 70 f 0dEw
and the kernel K is defined by (B.4).

THEOREM B.1. For any matrix-weighted design d&(t) = Og(t) d¢ (t) and the
corresponding matrix-weighted design ¢ £ defined by (B.13), we have D(§) = ]~)(§ ).
In particular, D* = D*, where D* and D* are the covariance matrices of the BLUE
in the continuous time models (1.2) and in the model {67 f (s) +&@s)|s € [a, b]}
respectively.

PROOF. Using the variable transformation E(s) =t and (B.9), we have
M@ = [ 0617 7 0 dE )

_ / O: BN fB6) fTBG))

a(B))  alfs)
= [0 wdco
=M(§).

a*(B(s))d¢(B(s))

Next, we calculate the corresponding expression for E(é), that is,
BE = [ [ R »0:(0) F )00 F () dE ) dE )
= [ [ 550 min@). )0 () F ) O (3) F (1) dE ) dE ()

O: (B () f(B)) (O (B fFBOMNT
a(B(x)) a(B(y)

@?(B(x))de (B))a?(B())de (B()).

_ / / 5(x)5(y) min(G(x), G ()
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Define s = B(x) and 1 = B(y) so that x = B~ 1(s) = B(s) and similarly y = B(r).
Changing the variables in the integrals above, we obtain

B® = [ [ 5(66)3(0) min(a(56).a(6)

x Og(5) £ (5)(0 (1) £ () e (s)er(r) dE (5) dE (1).

Using the definition of 8 in (B.6) yields §(8(1)) = §(G ' (q(¢))) = ¢ () and by the
definition of « in (B.6), we finally get

§(§)=/f B(B(5))B(B(1)) min(q(s). g (1)) O (s) £ () (0 (1) f (1))

v(s) v(t)
— -~ d d
3B 3By LEW D

- / f min(g(s). ¢ (1) (5) £ () (0 (1) £ ) v($)v(1) dE (s) di (1)

=B().
The result D(¢) = ]3(5 ) follows now from the definitions (3.11) and (B.15). [
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