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#### Abstract

A standard tool for model selection in a Bayesian framework is the Bayes factor which compares the marginal likelihood of the data under two given different models. In this paper, we consider the class of hierarchical loglinear models for discrete data given under the form of a contingency table with multinomial sampling. We assume that the prior distribution on the loglinear parameters is the Diaconis-Ylvisaker conjugate prior, and the uniform is the prior distribution on the space of models. Under these conditions, the Bayes factor between two models is a function of the normalizing constants of the prior and posterior distribution of the loglinear parameters. These constants are functions of the hyperparameters ( $m, \alpha$ ) which can be interpreted, respectively, as the marginal counts and total count of a fictive contingency table.

We study the behavior of the Bayes factor when $\alpha$ tends to zero. In this study, the most important tool is the characteristic function $\mathbb{J}_{C}$ of the interior $C$ of the convex hull $\bar{C}$ of the support of the multinomial distribution for a given hierarchical $\log$ linear model. If $h_{C}$ is the support function of $C$, the function $\mathbb{J}_{C}$ is the Laplace transform of $\exp \left(-h_{C}\right)$. We show that, when $\alpha$ tends to 0 , if the data lies on a face $F_{i}$ of $\bar{C}_{i}, i=1,2$, of dimension $k_{i}$, the Bayes factor behaves like $\alpha^{k_{1}-k_{2}}$. This implies in particular that when the data is in $C_{1}$ and in $C_{2}$, that is, when $k_{i}$ equals the dimension of model $J_{i}$, the sparser model is favored, thus confirming the idea of Bayesian regularization.

In order to find the faces of $\bar{C}$, we need to know its facets. We show that since here $C$ is a polytope, the denominator of the rational function $\mathbb{J}_{C}$ is the product of the equations of the facets. We also identify a category of facets common to all hierarchical models for discrete variables, not necessarily binary. Finally, we show that these facets are the only facets of $\bar{C}$ when the model is graphical with respect to a decomposable graph.


1. Introduction. We consider data given under the form of a contingency table representing the classification of $N$ individuals according to a finite set of criteria. We assume that the cell counts in the contingency table follow a multinomial distribution. We also assume that the cell probabilities are modeled according to a hierarchical loglinear model (henceforth called hierarchical model). The multinomial distribution for the hierarchical model is a natural exponential family of

[^0]the general form $L(\theta)^{-1} \exp \langle\theta, t\rangle \mu(d t)$ where $\mu$ is the generating measure and $L$ is its Laplace transform. The Diaconis-Ylvisaker [7] (henceforth abbreviated DY) conjugate prior is the probability
\[

$$
\begin{equation*}
I(m, \alpha)^{-1} L(\theta)^{-\alpha} \exp (\alpha\langle\theta, m\rangle) d \theta \tag{1.1}
\end{equation*}
$$

\]

where $m$ and $\alpha$ are hyperparameters and $I(m, \alpha)$ is the normalization constant. Massam et al. [16] have identified and studied the Diaconis-Ylvisaker conjugate prior for the so called baseline constrained loglinear parametrization of the multinomial for hierarchical models. This prior is a generalization of the hyper Dirichlet defined by Dawid and Lauritzen [5] for graphical models Markov with respect to decomposable graphs. Since decomposable graphical models, and more generally graphical models, form a subclass of the class of hierarchical models we will call this prior the generalized hyper Dirichlet. For the generalized hyper Dirichlet or the hyper Dirichlet, $\alpha$ is a positive scalar while $m$ is a vector. The scalar $\alpha$ can be interpreted as the total sample size of a fictive contingency table, and $m$ can be interpreted as the vector of various marginal counts of the same table. It is therefore traditional to take $\alpha$ small relatively to the total data count $N$. In this paper, we will use the loglinear parametrization for the hierarchical model and the generalized hyper Dirichlet as the prior, as defined in [16].

In a Bayesian framework, the Bayes factor is one of the main tools for model selection in the class of hierarchical models. The aim of this paper is to study the behavior of the Bayes factor for the comparison of two hierarchical models $J_{1}$ and $J_{2}$ when $\alpha$ is very small, that is, when $\alpha \rightarrow 0$. The motivation for this study is twofold. First, it has been observed that as $\alpha \rightarrow 0$, in general, the Bayes factor will select the sparser model, that is, the model with the parameter space of smallest dimension or equivalently the model with the least number of interactions. This is commonly called the phenomenon of regularization. Second, Steck and Jaakkola ([19], Proposition 1) have shown that, however, this is not always the case and that, in fact, the behavior of the Bayes factor between two Bayesian networks differing by one edge only depends upon a quantity which they call $d_{\mathrm{EDF}}$, effective degrees of freedom, and which depends solely on the data. Comparing two such Bayesian networks is equivalent to comparing two graphical models on three variables, the saturated model and the model Markov with respect to the two-link chain, with one conditional independence. It is therefore natural to seek a generalization of the results in [19] when two arbitrary hierarchical models are considered.

Our aim is to formally explain when the sparser model is selected, when it is not and why. We also want to develop tools to predict what the behavior of the Bayes factor will be for two given models.

Since in the case of the DY conjugate prior, the posterior probability of model $J$ given the data is equal to the ratio of the posterior and prior normalizing constants, we will be led to study the asymptotic behavior, as $\alpha \rightarrow 0$, of the normalizing constant $I(m, \alpha)$ in (1.1). In this study, one important mathematical object will
surface. The multinomial distribution for a given hierarchical model $J$ is a natural exponential family. We denote by $C$ the interior of the convex hull $\bar{C}$ of the support of the measure generating this multinomial distribution. The position of the data with respect to $C$, that is, whether the data is in $C$ or on one of the faces of $\bar{C}$, will determine the behavior of the Bayes factor. The important object is the characteristic function $\mathbb{J}_{C}$ of this polytope $C$, defined in (3.1); $\mathbb{J}_{C}(m)$ is also defined in the literature as $n$ ! times the volume of the polar set of $C-m$; see [3]. It is through $\mathbb{J}_{C}$ that we will be able to find the asymptotic behavior of $I(m, \alpha)$. Our central statistical result is that, as $\alpha \rightarrow 0$, the Bayes factor $B_{1,2}$ between two hierarchical models $J_{1}$ and $J_{2}$ behaves as follows:

$$
\begin{equation*}
B_{1,2} \sim D \alpha^{k_{1}-k_{2}} \tag{1.2}
\end{equation*}
$$

where $D$ is a positive constant and $k_{i}, i=1,2$, are, respectively, the dimension of the face of $\bar{C}_{i}$ containing the data in its relative interior. When the data is in both the open convex sets $C_{i}, i=1,2$, we have of course that

$$
B_{1,2} \sim D \alpha^{\left|J_{1}\right|-\left|J_{2}\right|},
$$

where $|J|$ denotes the dimension of the model, and this explains that in general the Bayes factor favors the sparser model since, in general for low-dimensional tables, the data is in the open polytope $C_{i}$. However with modern genetic or sociological data, we often deal with very sparse high-dimensional tables. In that case, the data may well be on a face of dimension $k_{i}<\left|J_{i}\right|$. Then, as shown in [19] for threefactor models, the sparser model is not necessarily favored by the Bayes factor. We do not consider, in this paper, the case $\alpha \rightarrow+\infty$ since in that case, the behavior of $I(m, \alpha)$ is well known; see, for example, [18] or [12].

The contents of the paper are as follows. In Section 2, we give the matrix representation of the hierarchical loglinear model that we are going to work with, and we recall the form of the multinomial and the DY conjugate prior for that model. In Section 3, we show that since $C$ is a polytope, the function $\mathbb{J}_{C}$ is a quotient of polynomials and its denominator is the product of the equations of the facets of $\bar{C}$. We also give the basic theorems on the behavior of $I(m, \alpha)$ and $\mathbb{J}_{C}(m)$ when $m$ goes close to the boundary of $C$. In Section 4, we give our main statistical results and relate them to those in [19]. In Section 5, we give a category of facets of $C$ common to all hierarchical models. We also show that these are the only facets in the case of a decomposable graphical model.

Some of the proofs are given in the paper and some in the supplementary file [15]. For ease of reference, the numbering in the supplementary file [15] is exactly the same as in the paper.

## 2. Preliminaries.

2.1. The hierarchical model. While we keep the traditional notation as given in [5] for cells and cell counts of the contingency table, we simplify the notation introduced in [16] for the set of nonzero loglinear parameters.

Let $V$ be a finite set of indices representing $|V|$ criteria. We assume that the criterion labeled by $v \in V$ can take values in a finite set $I_{v}$. We consider $N$ individuals classified according to these $|V|$ criteria. The resulting counts are gathered in a contingency table such that

$$
I=\prod_{v \in V} I_{v}
$$

is the set of cells $i=\left(i_{v}, v \in V\right)$. If $D \subset V$ and $i \in I$, we write $i_{D}=\left(i_{v}, v \in D\right)$ for the $D$-marginal cell. We write $\mathbb{R}^{I}$ for the space of real functions $i \mapsto x(i)$ defined on $I$. The element $x \in \mathbb{R}^{I}$ is seen sometimes as a vector, sometimes as the function $i \mapsto x(i)$ on $I$.

Let $\mathcal{D}$ be a family of nonempty subsets of $V$ such that $D \in \mathcal{D}, D_{1} \subset D$ and $D_{1} \neq$ $\varnothing$ implies $D_{1} \in \mathcal{D}$. In order to avoid trivialities we assume $\bigcup_{D \in \mathcal{D}} D=V$. In the literature such a family $\mathcal{D}$ is called a hypergraph (see [14]) or an abstract simplicial complex (see [9]) or more simply the generating class (see [8]). Following the notation introduced in [4], we denote by $\Omega_{\mathcal{D}}$ the linear subspace of $x \in \mathbb{R}^{I}$ such that there exist functions $\theta_{D} \in \mathbb{R}^{I}$ for $D \in \mathcal{D}$ depending only on $i_{D}$ and such that $x=\sum_{D \in \mathcal{D}} \theta_{D}$, that is,

$$
\Omega_{\mathcal{D}}=\left\{x \in \mathbb{R}^{I}: \exists \theta_{D} \in \mathbb{R}^{I}, D \in \mathcal{D} \text { such that } \theta_{D}(i)=\theta_{D}\left(i_{D}\right) \text { and } x=\sum_{D \in \mathcal{D}} \theta_{D}\right\} .
$$

The hierarchical model generated by $\mathcal{D}$ is the set of probabilities $p=(p(i))_{i \in I}$ on $I$ such that $p(i)>0$ for all $i$ and such that $\log p \in \Omega_{\mathcal{D}}$. It is convenient to write for $p$ in $\Omega_{\mathcal{D}}$

$$
\begin{equation*}
\log p(i)=\theta_{\varnothing}+\sum_{D \in \mathcal{D}} \theta_{D}\left(i_{D}\right) \tag{2.1}
\end{equation*}
$$

where $\theta_{\varnothing}$ does not depend on $i$ and is thus a constant.
Needless to say, representation (2.1) is not unique. In order to make it unique, we need to impose certain constraints on the parameters $\theta\left(i_{D}\right), i_{D} \in \mathcal{I}_{D}, D \in \mathcal{D}$. To this end, we first select a special element in each $I_{v}$. For convenience we denote it 0 . By abuse of notation, we also denote 0 in $I$ the cell with all its components equal to 0 . This special element in $I_{v}$ is denoted $r_{v}$ in [4] and $i^{*}$ in [14] and [16], but we find the notation 0 more convenient. Actually the choice of the special element 0 in each $I_{v}$ is arbitrary and does not affect our results. It has been proved in [4] and later more explicitly in [14], Proposition B. 4 and formula (B.11), that representation (2.1) holds and is unique if we impose the constraints that, for $D \in \mathcal{D}$,

$$
\begin{equation*}
\text { if } i_{v}=0 \quad \text { for some } v \in D \quad \text { then } \theta_{D}\left(i_{D}\right)=0 \tag{2.2}
\end{equation*}
$$

Using (2.2), representation (2.1) becomes

$$
\begin{equation*}
\log p(i)=\theta_{\varnothing}+\sum_{D \in \mathcal{D}, i_{v} \neq 0, \forall v \in D} \theta_{D}\left(i_{D}\right) . \tag{2.3}
\end{equation*}
$$

To reach a more concise notation, we are led to define the support $S(i)$ of a cell $i$ as

$$
S(i)=\left\{v \in V ; i_{v} \neq 0\right\}
$$

and the particular subset $J$ of $I$ as follows:

$$
\begin{equation*}
J=\{j \in I, S(j) \in \mathcal{D}\} \tag{2.4}
\end{equation*}
$$

We see immediately that for a given $D \in \mathcal{D}$ and for a given $\theta_{D}\left(i_{D}\right)$ such that $i_{\gamma} \neq 0, \forall \gamma \in D$, there is only one $j \in J$ such that $S(j)=D$ and $j_{D}=j_{S(j)}=i_{D}$ and conversely. We can therefore write

$$
\theta_{D}\left(i_{D}\right)=\theta_{j} \quad \text { for the unique } j \in J \quad \text { with } S(j)=D, i_{D}=j_{D}
$$

The unique representation (2.3) of $\log p \in \Omega_{\mathcal{D}}$ is therefore given by the free parameters

$$
\begin{equation*}
\left\{\theta_{j}, j \in J\right\} \tag{2.5}
\end{equation*}
$$

and (2.3) becomes

$$
\begin{equation*}
\log p(i)=\theta_{0}+\sum_{j: S(j)=D, j_{D}=i_{D}, D \in \mathcal{D}} \theta_{j} \tag{2.6}
\end{equation*}
$$

where $\theta_{0}$ is the unique number such that $\sum_{i \in I} p(i)=1$.
Again, to simplify notation, for $i \in I$ and $j \in J$, we write

$$
j \triangleleft i
$$

to mean that $S(j)$ is contained in $S(i)$ and that $j_{S(j)}=i_{S(j)}$. Note that we use the symbol $\triangleleft$ rather than the traditional $\prec$ for partial ordering because $\triangleleft$ is a partial ordering on $J$ but not on $I$. We will never use the notation $i \triangleleft i^{\prime}$ for $i$ and $i^{\prime}$ in $I \backslash J$. However $\triangleleft$ has the property that if $j, j^{\prime} \in J$ and $i \in I$, then

$$
\begin{equation*}
j \triangleleft j^{\prime} \quad \text { and } \quad j^{\prime} \triangleleft i \Rightarrow j \triangleleft i \tag{2.7}
\end{equation*}
$$

Associated to the partial ordering $\triangleleft$ on $J$, there are two classical functions on $J \times J$ which will be used in the sequel: the $\zeta$ function and the Moebius function $\mu$ defined as follows:

$$
\begin{align*}
& \zeta\left(j, j^{\prime}\right)=1 \quad \text { if } j \triangleleft j^{\prime} \quad \text { and } \quad 0 \text { otherwise; }  \tag{2.8}\\
& \mu\left(j, j^{\prime}\right)=(-1)^{\left|S\left(j^{\prime}\right)\right|-|S(j)|} \quad \text { if } j \triangleleft j^{\prime} \quad \text { and } \quad 0 \text { otherwise. } \tag{2.9}
\end{align*}
$$

A proof of the fact that (2.9) is indeed the Moebius function of the poset $(J, \triangleleft)$ is in the proof of Lemma 2.1 of the supplementary file [15]. Using the symbol $\triangleleft$, representation (2.6) becomes

$$
\begin{equation*}
\log p(i)=\theta_{0}+\sum_{j \triangleleft i} \theta_{j} . \tag{2.10}
\end{equation*}
$$

Example 2.1. Let $V=\{a, b, c\}, \mathcal{D}=\{a, b, c, a b, b c\}$ and $I_{a}=\{0,1,2\}=$ $I_{b}$ and $I_{c}=\{0,1\}$. Thus $I$ has $3 \times 3 \times 2=18$ elements, and

$$
J=\{100,200,010,020,001,110,210,120,220,011,021\}
$$

has 11 elements with respective supports $a, a, b, b, c, a b, a b, a b, a b, b c, b c$. For $i=201$ the set of $j$ in $J$ such that $j \triangleleft i$ is $\{200,001\}$. For $i=211$ this set is $\{210,200,011,001,010\}$ and so on. For these two cells, the unique representation (2.10) for $\log p(i)$ is

$$
\begin{aligned}
& \log p(201)=\theta_{0}+\theta_{200}+\theta_{001} \\
& \log p(211)=\theta_{0}+\theta_{200}+\theta_{010}+\theta_{001}+\theta_{210}+\theta_{011}
\end{aligned}
$$

We now proceed to give the general matrix form of the loglinear model (2.10). We fix an arbitrary order of the elements of $I$ and of the elements of $J$. Let $\left(g_{i}\right)_{i \in I}$ and $\left(e_{j}\right)_{j \in J}$ be the canonical basis of $\mathbb{R}^{I}$ and $\mathbb{R}^{J}$, respectively, each endowed with their natural Euclidean structure. In our example above, the $g_{i}$ 's are 18-dimensional vectors with components equal to 0 except for the component corresponding to cell $i \in I$ which is 1 , while the $e_{j}$ are 11 -dimensional vectors with all components equal to 0 except for that corresponding to the cell $j \in J$. Using the notation

$$
\log p=(\log p(0), \log p(i), i \in I \backslash\{0\})^{t}, \quad \theta=\left(\theta_{j}, j \in J\right)^{t}
$$

and

$$
\tilde{\theta}=\left(\theta_{0}, \theta_{j}, j \in J\right)
$$

we have the following.
Proposition 2.1. The loglinear model defined by the representation (2.10) can be written under matrix form as

$$
\begin{equation*}
\log p=X \tilde{\theta} \tag{2.11}
\end{equation*}
$$

where $X$ is an $(|I|) \times(1+|J|)$ matrix. Its first column is equal to $\mathbf{1}_{I}$, the vector with all components equal to 1 in $\mathbb{R}^{I}$. The other columns are indexed by $j \in J$ and are equal to

$$
\begin{equation*}
\sum_{i \in I, j \triangleleft i} g_{i}, \quad j \in J \tag{2.12}
\end{equation*}
$$

The rows of $X$ are indexed by $i \in I$ and equal to $\tilde{f}_{i}^{t}=\left(1, f_{i}^{t}\right) \in \mathbb{R}^{J+1}$ where

$$
\begin{equation*}
f_{i}=\sum_{j \in J, j \triangleleft i} e_{j} \tag{2.13}
\end{equation*}
$$

with $\tilde{f}_{0}{ }^{t}=(1,0, \ldots, 0)$. Equivalently (2.11) can be written

$$
\begin{equation*}
\left(\log \frac{p(i)}{p(0)}, i \in I \backslash\{0\}\right)=X_{-0} \theta \tag{2.14}
\end{equation*}
$$

where $X_{-0}$ is the $(|I|-1) \times|J|$ matrix deduced from $X$ by removing its first row and first column. The rows of $X_{-0}$ are the $f_{i}^{t}, i \in I$.

The parameter $\theta \in \mathbb{R}^{J}$ is uniquely defined by

$$
\begin{equation*}
\theta_{j}=\sum_{j^{\prime} \in J ; j^{\prime} \triangleleft j}(-1)^{|S(j)|-\left|S\left(j^{\prime}\right)\right|} \log \frac{p\left(j^{\prime}\right)}{p(0)} \tag{2.15}
\end{equation*}
$$

Moreover, the columns of $X$ form a basis of $\Omega_{\mathcal{D}}$ which is therefore of dimension

$$
\begin{equation*}
1+|J| \quad \text { with }|J|=\sum_{D \in \mathcal{D}} \prod_{v \in D}\left(\left|I_{v}\right|-1\right) \tag{2.16}
\end{equation*}
$$

Under multinomial sampling, $\theta_{0}$ is uniquely defined by $e^{-\theta_{0}}=p(0)^{-1}=L(\theta)$, where

$$
\begin{equation*}
L(\theta)=1+\sum_{i \in I \backslash\{0\}} \exp \left\langle f_{i}, \theta\right\rangle=\sum_{i \in I} \exp \left\langle f_{i}, \theta\right\rangle \tag{2.17}
\end{equation*}
$$

Proof. The expressions (2.12), (2.13) and (2.14) follow immediately from representation (2.10) and the definitions of $g_{i}, i \in I$, and $e_{j}, j \in J$. The $|J| \times|J|$ matrix $X_{J}$ obtained from $X$ by keeping only the rows and columns indexed by $J$ is representative of the zeta function [see (2.8)] of $\triangleleft$, the partial order defined above on $J$. The matrix $X_{J}$ is therefore invertible, and its columns are independent. The columns of $X_{-0}$ are also therefore independent. The inverse of $X_{J}$ is given by the Moebius function [see (2.9)] of the partial order on $J$. So (2.15) follows immediately from the Mobius inversion theorem. Since $\mathbf{1}_{I} \in \mathbb{R}^{|I|}$ is clearly independent of the other columns of $X_{-0}$ in $\mathbb{R}^{|I|-1}$, the $1+|J|$ columns of $X$ form a basis of $\Omega_{\mathcal{D}}$. Thus the dimension of $\Omega_{\mathcal{D}}$ is given by (2.16). This dimension is also given in [4] and [13]. To prove (2.17), we need only observe that $\frac{p(i)}{p(0)}=e^{\left\langle\theta, f_{i}\right\rangle}, i \in I \backslash\{0\}$, and $p(0)=1-\sum_{i \in I \backslash\{0\}} p(i)$ and solve for $p(0)$.

Example 2.2. For the model defined by $V=\{a, b, c\}, \mathcal{D}=\{a, b, c, a b, b c\}$ and $I_{a}=\{0,1\}=I_{b}=I_{c}$, we have $I=(000,100,010,110,001,101,011,111)$ and $J=\{(100),(010),(001),(110),(011)\}$. Then

$$
X=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right) \quad \text { and } \quad \begin{aligned}
& f_{000}=(0,0,0,0,0)^{t}, \\
& f_{100}=(1,0,0,0,0)^{t} \\
& f_{010}=(0,1,0,0,0)^{t} \\
& f_{110}=(1,1,0,1,0)^{t}, \\
& f_{001}=(0,0,1,0,0)^{t}, \\
& f_{101}=(1,0,1,0,0)^{t} \\
& f_{011}=(0,1,1,0,1)^{t}, \\
& f_{111}=(1,1,1,1,1)^{t}
\end{aligned}
$$

We also have

$$
X_{J}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1
\end{array}\right) \quad \text { and } \quad X_{J}^{-1}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
-1 & -1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & -1 & -1 & 0 & 1
\end{array}\right)
$$

As mentioned above, our presentation (2.10) of the hierarchical loglinear model defined by $\Omega_{\mathcal{D}}$ relies on the characterization of this model in Proposition B. 4 and formula (B.11) of [14]; see also [4]. We offer a different proof of this characterization in Section 2.1 of the supplementary file [15].
2.2. The multinomial distribution as a natural exponential family. We consider a contingency table with cells $i=\left(i_{v}, v \in V\right) \in I$ and cell counts $n=$ ( $n(i), i \in I$ ) with $\sum_{i \in I} n(i)=N$ obtained from $N$ i.i.d. observations of a multivariate Bernoulli variable with parameter $(p(i), i \in I)$, that is, with distribution $\sum_{i \in \mathcal{I}} p(i) \delta_{g_{i}}$. For $E \subset V$ we write $n_{E}\left(i_{E}\right)=\sum_{i^{\prime} \in I ; i_{E}=i_{E}^{\prime}} n\left(i^{\prime}\right)$ for the $E$-marginal count. For the particular case $E=S(j), j \in J$, we write

$$
\begin{equation*}
t(j)=n_{E}\left(j_{E}\right) \tag{2.18}
\end{equation*}
$$

Then, using (2.11), we have

$$
\begin{equation*}
\sum_{i \in I} n(i) \log p(i)=\langle\log p, n\rangle_{\mathbb{R}^{I}}=\langle X \tilde{\theta}, n\rangle=\left\langle\tilde{\theta}, X^{t} n\right\rangle \tag{2.19}
\end{equation*}
$$

where, from (2.12), $X^{t} n=\left(\sum_{i \in I} n(i), \sum_{j \triangleleft i} n(i), j \in J\right)=(N, t(j), j \in J)$. We therefore have

$$
\begin{equation*}
\sum_{i \in I} n(i) \log p(i)=N \theta_{0}+\sum_{j \in J} t(j) \theta_{j} \tag{2.20}
\end{equation*}
$$

and, using (2.17)

$$
\begin{align*}
\prod_{i \in I} p(i)^{n(i)} & =\exp \left(\sum_{j \in J} t(j) \theta_{j}-N \log \left(\sum_{i \in I} \exp \left\langle f_{i}, \theta\right\rangle\right)\right) \\
& =\frac{\exp \sum_{j \in J} t(j) \theta_{j}}{L(\theta)^{N}} \tag{2.21}
\end{align*}
$$

Example 2.3. For Example 2.2, the vector $t_{J}=(t(j), j \in J)$ of sufficient statistics is

$$
\begin{aligned}
& (t(100), t(010), t(001), t(110), t(011)) \\
& \quad=\left(n_{a}(1), n_{b}(1), n_{c}(1), n_{a b}(1,1), n_{b c}(1,1)\right)
\end{aligned}
$$

The multinomial distribution for the model generated by $\mathcal{D}$ is therefore a natural exponential family on $\mathbb{R}^{J}$ characterized by the set $J$ defined in (2.4). The family is generated by a discrete measure on $\mathbb{R}^{J}$ whose Laplace transform is $L(\theta)^{N}=$ $\left(\sum_{i \in I} e^{\left\langle\theta, f_{i}\right\rangle}\right)^{N}$. Clearly $L$ is the Laplace transform of the counting measure

$$
\begin{equation*}
\mu=\sum_{i \in I} \delta_{f_{i}} \tag{2.22}
\end{equation*}
$$

on the set of vectors $\left(f_{i}\right)_{i \in I}$. This exponential family is concentrated on a bounded set of $\mathbb{R}^{J}$, and therefore the set of parameters $\theta$ for which $L$ is finite is the whole space $\mathbb{R}^{J}$. Hence the family is regular in the sense of Barndorff-Nielsen [2] and Diaconis and Ylvisaker [7]. Since $f_{0}$ is the zero vector in $\mathbb{R}^{J}$ and $(N, t(j), j \in$ $J)=X^{t} n=\sum_{i \in I} n(i) \tilde{f}_{i}$, from (2.19), (2.20) and (2.21) it is clear that the vector of sufficient statistics

$$
\begin{equation*}
\frac{t_{J}}{N}=\left(\frac{t(j)}{N}, j \in J\right)^{t}=\sum_{i \in I \backslash\{0\}} \frac{n(i)}{N} f_{i}=\sum_{i \in I} \frac{n(i)}{N} f_{i} \tag{2.23}
\end{equation*}
$$

belongs to the convex hull of $\left(f_{i}\right)_{i \in I}$. Let $C \subset \mathbb{R}^{J}$ be the interior of this convex hull. In Proposition 2.2 below we state that the $\left(f_{i}\right)^{\prime} s$ are the extreme points of its closure $\bar{C}$. The proof is given in the supplementary file [15].

Proposition 2.2. The extreme points of the convex hull of the support of the measure $\mu$ as defined in (2.22) are the $f_{i}, i \in I$, as defined in (2.13).
2.3. The DY conjugate prior for the loglinear parameters. From the form (2.21) of the multinomial distribution and Theorem 1 in [7], the DY conjugate prior distribution for $\theta$ has density with respect to the Lebesgue measure equal to

$$
\pi\left(\theta \mid m_{J}, \alpha, J\right)=\frac{1}{I_{J}\left(m_{J}, \alpha\right)} \times \frac{e^{\alpha\left\langle\theta, m_{J}\right\rangle}}{L(\theta)^{\alpha}}
$$

where $I_{J}(m, \alpha)$ is the normalizing constant. It is proper if and only if the hyperparameter $\left(\alpha, m_{J}\right)$ is such $\alpha>0$ and $m_{J} \in C$. The posterior probability of $\theta$ given the data $n=(n(i))_{i \in I}$ and $t_{J}$ as defined in (2.23) is

$$
\pi\left(\theta \left\lvert\, \frac{\alpha m_{J}+t_{J}}{\alpha+N}\right., \alpha+N, J\right)
$$

In classical Bayesian model selection, the most probable models are selected by means of Bayes factors. More precisely, models are compared two by two by means of the Bayes factor $B_{1,2}$ between model $J_{1}$ and model $J_{2}$. If the prior on the set of all hierarchical models is uniform, we have

$$
\begin{equation*}
B_{1,2}=\frac{I_{2}\left(m_{2}, \alpha\right)}{I_{1}\left(m_{1}, \alpha\right)} \times \frac{I_{1}\left(\left(\alpha m_{1}+t_{1}\right) /(\alpha+N), \alpha+N\right)}{I_{2}\left(\left(\alpha m_{2}+t_{2}\right) /(\alpha+N), \alpha+N\right)} \tag{2.24}
\end{equation*}
$$

where, for the sake of simplicity, $m, t, I$ are indexed by $k=1,2$ rather than by $J_{1}, J_{2}$ and where $m_{1}$ and $m_{2}$ have been chosen in $C_{1}$ and $C_{2}$, respectively. The aim of the present paper is to find the limit of $B_{1,2}$ when $\alpha \rightarrow 0$. If we assume that $n(i)>0$ for all $i \in I$, then $t_{k} / N$ is in the interior of $C_{k}$, and under these circumstances the second factor in the right-hand side of (2.24) has the finite limit $I_{1}\left(\frac{t_{1}}{N}, N\right) / I_{2}\left(\frac{t_{2}}{N}, N\right)$. For the first factor in (2.24), we will show that $I(m, \alpha) \sim_{\alpha \rightarrow 0}$ $\mathbb{J}_{C}(m) \alpha^{-|J|}$ where $\mathbb{J}_{C}(m)$ will be defined in the next section. Thus when $\alpha \rightarrow 0$ the Bayes factor is equivalent to

$$
\alpha^{\left|J_{1}\right|-\left|J_{2}\right|} \frac{\mathbb{J}_{C_{2}}\left(m_{2}\right)}{\mathbb{J}_{C_{1}}\left(m_{1}\right)} \times \frac{I_{1}\left(t_{1} / N, N\right)}{I_{2}\left(t_{2} / N, N\right)} .
$$

If we do not assume that $n(i)>0$ for all $i \in I$, then $t_{k} / N$ might be on the boundary of $C_{k}$ for at least one $k=1,2$ and we will have to further study the behavior of $I(m, \alpha)$ and $\mathbb{J}_{C}(m)$. This is done in the following section.
3. The limiting behavior of the prior normalizing constant. We give three fundamental theoretical results in this section. We assume that $m$ is in the interior of $C$, the convex hull of the measure $\mu$ as defined in (2.22). Theorem 3.1 gives the general form of $\mathbb{J}_{C}(m)$ in terms of the affine forms defining the facets of $C$. Theorem 3.2 gives the limit of $I(m, \alpha)$ when $\alpha \rightarrow 0$, and Theorem 3.3 describes the behavior of $\mathbb{J}_{C}(\lambda m+(1-\lambda) y)$ when $y \in \bar{C} \backslash C$ and $\lambda \rightarrow 0$.
3.1. The characteristic function of a convex set. Given a finite-dimensional real linear space $E$, let $E^{*}$ be its dual, that is, the space of all linear forms $\theta$ on $E$. We write $\langle\theta, x\rangle$ instead of $\theta(x)$ when $(\theta, x) \in E^{*} \times E$. We fix a Lebesgue measure $d \theta$ on $E^{*}$ and a Lebesgue measure $d x$ on $E$ which must be compatible (this means that if $e$ is a basis of $E$, and $e^{*}$ is the corresponding dual basis of $E^{*}$, the product of the respective volumes of the two cubes built on $e$ and $e^{*}$ must be one). Needless to say when $E=\mathbb{R}^{n}$, then $E^{*}=E,\langle\cdot, \cdot\rangle$ is the usual inner product, and the Lebesgue measure is the usual one. It will, however, be important in the sequel to distinguish between $E$ and $E^{*}$, and we therefore keep this notation.

If $C \subset E$ is an open nonempty convex set not containing an (affine) line, its polar set is

$$
C^{o}=\left\{\theta \in E^{*} ;\langle\theta, x\rangle \leq 1 \forall x \in C\right\},
$$

its support function $h_{C}: E^{*} \rightarrow(-\infty, \infty]$ is

$$
h_{C}(\theta)=\sup \{\langle\theta, x\rangle ; x \in C\}
$$

and its characteristic function is the function $m \mapsto \mathbb{J}_{C}(m)$ defined on $C$ by

$$
\begin{equation*}
\mathbb{J}_{C}(m)=\int_{E^{*}} e^{\langle\theta, m\rangle-h_{C}(\theta)} d \theta \tag{3.1}
\end{equation*}
$$

We note that if $C$ contained a line, we would have $h_{C}(\theta)=\infty$ almost everywhere and $\mathbb{J}_{C} \equiv 0$. Faraut and Koranyi ([10], page 10) define $\mathbb{J}_{C}$ when $C$ is an open convex salient cone. In that case, the polar set of $C$ is the convex cone

$$
\begin{equation*}
C^{o}=\left\{\theta \in E^{*} ;\langle\theta, x\rangle \leq 0 \forall x \in C\right\}, \tag{3.2}
\end{equation*}
$$

and $h_{C}(\theta)=0$ if $\theta \in C^{o}$ and $h_{C}(\theta)=\infty$ if $\theta \notin C^{o}$. When $C$ is a bounded set, $h_{C}(\theta)$ is finite for all $\theta \in E^{*}$. We also have the following important property of $\mathbb{J}_{C}(\cdot)$. Its proof can be found in the supplementary file [15].

Lemma 3.1. Let $C$ be an open convex set not containing a line, and let $m \in C$. Then $\mathbb{J}_{C}(m)$ is finite.

One can prove that $\mathbb{J}_{C}(m)=\infty$ if $m \notin C$. Another property of $\mathbb{J}_{C}(m)$ is that when $C$ is an open convex set of $\mathbb{R}^{n}$ not containing a line, the following formulas hold:

$$
\begin{equation*}
\mathbb{J}_{C}(m)=n!\operatorname{Vol}(C-m)^{o}=n!\int_{C^{o}} \frac{d \theta}{(1-\langle\theta, m\rangle)^{n+1}} \tag{3.3}
\end{equation*}
$$

For the first equality in (3.3), see [3], page 207, and [1], page 243. For the second one, make the change of variable $\theta=\theta^{\prime} /\left(1+\left\langle\theta^{\prime}, m\right\rangle\right)$ in the integral $\int_{(C-m)^{o}} d \theta^{\prime}$. Computing $\mathbb{J}_{C}(m)$ when $C$ is associated to an arbitrary hierarchical model is usually difficult except, as we shall see in Section 5.2, when the model is a graphical decomposable model. Consider, however, the following simple example:

Example 3.1. Let $C=(0,1) \subseteq \mathbb{R}$. In this case, $h_{C}(\theta)=\max (0, \theta)$, and for $0<m<1$, we have

$$
\begin{equation*}
\mathbb{J}_{C}(m)=\int_{-\infty}^{0} e^{\theta m} d \theta+\int_{0}^{\infty} e^{\theta m-\theta} d \theta=\frac{1}{m}+\frac{1}{1-m}=\frac{1}{m(1-m)} \tag{3.4}
\end{equation*}
$$

Two more examples of $\mathbb{J}_{C}(m)$ will be given after Theorem 3.2 below. We now give a theorem that states that $\mathbb{J}_{C}(m)$ is the ratio of polynomials where the denominator is equal to the product of the affine forms defining the facets of $\bar{C}$. This will be used in Section 5 to identify the facets of $\bar{C}$ for decomposable graphical models. We first need the following lemma which computes the characteristic function of a simplicial cone.

Lemma 3.2. Let $\left(x_{1}, \ldots, x_{n}\right)$ be a basis of $E$, and let $\left(\xi_{1}, \ldots, \xi_{n}\right)$ be its dual basis in $E^{*}\left(\right.$ i.e., $\left.\left\langle\xi_{j}, x_{i}\right\rangle=\delta_{i}^{j}\right)$. Consider the simplicial cone $A$ of $E^{*}$ defined by

$$
\begin{aligned}
A & =\left\{\theta=\theta_{1} \xi_{1}+\cdots+\theta_{n} \xi_{n} ; \theta_{1}>0, \ldots, \theta_{n}>0\right\} \\
& =\left\{\theta \in E^{*} ;\left\langle\theta, x_{1}\right\rangle>0, \ldots,\left\langle\theta, x_{n}\right\rangle>0\right\}
\end{aligned}
$$

and denote by $\operatorname{Vol}\left(\xi_{1}, \ldots, \xi_{n}\right)$ the volume of the parallelotope

$$
\left\{\theta=\theta_{1} \xi_{1}+\cdots+\theta_{n} \xi_{n} ; 0 \leq \theta_{1} \leq 1, \ldots, 0 \leq \theta_{n} \leq 1\right\}
$$

Then for all $x$ in $-A^{o} \subset E$, that is, the opposite of the dual cone of $A$, we have

$$
\int_{A} e^{-\langle\theta, x\rangle} d \theta=\frac{\operatorname{Vol}\left(\xi_{1}, \ldots, \xi_{n}\right)}{\left\langle\xi_{1}, x\right\rangle \cdots\left\langle\xi_{n}, x\right\rangle}
$$

This lemma is elementary and is obtained by writing $\theta$ in the $\xi$ basis and by making the change of variable from the coordinates of $\theta$ in the canonical basis of $\mathbb{R}^{n}$ to the coordinates in the $\xi$ basis.

Recall that a facet of a polytope $\bar{C} \subset \mathbb{R}^{n}$ with a nonempty interior is a face of dimension $n-1$. More specifically a facet is the intersection of $\bar{C}$ with a supporting hyperplane of $\bar{C}$ which contains $n$ affinely independent points of $\bar{C}$.

THEOREM 3.1. Let $C \subset E$ be the nonempty interior of a bounded polytope $\bar{C}$. Let $m \in C$. Then we have

$$
\mathbb{J}_{C}(m)=\frac{N(m)}{D(m)},
$$

where $D(m)=\prod_{k=1}^{K} g_{k}(m)$ is the product of affine forms $g_{k}(m)$ in $m$ such that $g_{k}(m)=0, k=1, \ldots, K$, define the facets of $\bar{C}$ and where $N(m)$ is a polynomial of degree $<K$.

The proof is in the supplementary file [15]. The idea of the proof is to partition the integrating space $E^{*}$ into the cones $A(f)$ dual to the supporting cones to $C$ at $f$ for $f \in\left\{f_{i}, i \in I\right\}$. Each $A(f)$ is in turn split into a sum of simplicial cones, and Lemma 3.2 is then used to compute these integrals.
3.2. The behavior of $I(m, \alpha)$ as $\alpha \rightarrow 0$. We have the following theorem.

THEOREM 3.2. Let $\mu$ be a positive measure on the $n$-dimensional linear space $E$ with closed convex support bounded and with nonempty interior $C$. Denote by $L(\theta)=\int_{E} e^{\langle\theta, x\rangle} \mu(d x)$ its Laplace transform. For $m \in C$ and for $\alpha>0$ consider the Diaconis-Ylvisaker integral,

$$
I(m, \alpha)=\int_{E^{*}} \frac{e^{\alpha\langle\theta, m\rangle}}{L(\theta)^{\alpha}} d \theta
$$

Then

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \alpha^{n} I(m, \alpha)=\mathbb{J}_{C}(m) \tag{3.5}
\end{equation*}
$$

Let us note immediately that a remarkable feature of this result is that the limit $\mathbb{J}_{C}(m)$ of $\alpha^{n} I(m, \alpha)$ depends on $\mu$ only through its convex support. For instance, if $E=\mathbb{R}$, the uniform measure on $(0,1)$ and the sum $\mu=\delta_{0}+\delta_{1}$ of two Dirac measures share the same $C=(0,1)$ and the same $\mathbb{J}_{C}(m)=(m(1-m))^{-1}$. We now need the following lemma.

LEMMA 3.3. Let $\mu$ be a bounded measure on some measurable space $\Omega$ and let $f$ be a positive, bounded and measurable function on $\Omega$. Then we have:
(1) $\|f\|_{p} \rightarrow_{p \rightarrow \infty}\|f\|_{\infty}$;
(2) The function $p \mapsto\|f\|_{p}$ is either decreasing on $(0, \infty)$ or there exists $p_{0} \geq$ 0 such that it is decreasing on $\left(0, p_{0}\right]$ and increasing on $\left[p_{0},+\infty\right)$.

The proof of this lemma is simple and can be found in the supplementary file [15].

PROOF OF THEOREM 3.2. In the integral $\alpha^{n} I(m, \alpha)$ we make the change of variable $y=\alpha \theta$, and we obtain

$$
\alpha^{n} I(m, \alpha)=\int_{E^{*}} \frac{e^{\langle y, m\rangle}}{L(y / \alpha)^{\alpha}} d y
$$

We now apply the last lemma to $\Omega=\bar{C}$, to the bounded measure $\mu$, to the function $f(x)=e^{\langle y, x\rangle}$ for some fixed $y \in E^{*}$ and to $p=1 / \alpha$. Denote by $S$ the support of $\mu$. One easily sees that the support function of $C$ satisfies

$$
h_{C}(\theta)=\sup \{\langle\theta, x\rangle ; x \in C\}=\max \{\langle\theta, x\rangle ; x \in S\}
$$

since $C$ is the interior of the convex hull of $S$. As a consequence the essential sup of $f$ is $e^{h_{C}(y)}$ and we get $\lim _{\alpha \rightarrow 0} L(y / \alpha)^{\alpha}=e^{h_{C}(y)}$. Furthermore, by Lemma 3.3, the function $p \mapsto\|f\|_{p}$ is monotonic for $p$ big enough. If $p \mapsto\|f\|_{p}$ is increasing, $\frac{1}{\|f\|_{p}}$ is decreasing, and then by the monotone convergence theorem,

$$
\lim _{\alpha \rightarrow 0} \int_{E^{*}} \frac{e^{\langle y, m\rangle}}{L(y / \alpha)^{\alpha}} d y=\int_{E^{*}} \frac{e^{\langle y, m\rangle}}{\lim _{\alpha \rightarrow 0} L(y / \alpha)^{\alpha}} d y=\int_{E^{*}} e^{\langle y, m\rangle-h_{C}(y)} d y=\mathbb{J}_{C}(m)
$$

If $p \mapsto\|f\|_{p}$ is decreasing, $p \mapsto 1 /\|f\|_{p}$ is increasing. In order to show that we can invert the order of limit and integration and apply the monotone convergence theorem as we did in the previous case, we need to insure that $\int_{E^{*}} e^{\langle y, m\rangle-h_{C}(y)} d y$ is finite: Lemma 3.1 shows that it is true.

We now give two more examples of functions $\mathbb{J}_{C}(m)$ which we compute using Theorem 3.2.

Example 3.2. Let $e_{0}=0$ and $\left(e_{1}, \ldots, e_{n}\right)$ be the canonical basis of $\mathbb{R}^{n}$. Let $C$ be the interior of the simplex generated by $e_{0}, \ldots, e_{n}$. Then $C$ is the set of $m \in \mathbb{R}^{n}$ such that $m=\sum_{j=0}^{n} \lambda_{j} e_{j}$ for some unique positive $\lambda_{0}, \ldots, \lambda_{n}$ satisfying $\lambda_{1}+\cdots+\lambda_{n}<1$. In this case

$$
J_{C}(m)=\frac{1}{m_{1} m_{2} \cdots m_{n}\left(1-m_{1}-\cdots-m_{n}\right)} .
$$

This result can be obtained by computing $I(m, \alpha)$ for $\mu=\delta_{e_{0}}+\sum_{i=1}^{n} \delta_{e_{i}}$. Using elementary methods of integration, we find that

$$
\begin{aligned}
I(m, \alpha) & =\int_{\mathbb{R}^{n}} \frac{e^{\alpha\langle\theta, m\rangle}}{\left(1+\sum_{i=1}^{n} e^{\theta_{i}}\right)^{\alpha}} d \theta=\int_{\mathbb{R}^{n}} \frac{\prod_{i=1}^{n} e^{\alpha m_{i} \theta_{i}}}{\left(1+\sum_{i=1}^{n} e^{\theta_{i}}\right)^{\alpha}} \prod_{i=1}^{n} d \theta_{i} \\
& =\frac{\prod_{i=0}^{n} \Gamma\left(\alpha m_{i}\right)}{\Gamma\left(\sum_{i=0}^{n} \alpha m_{i}\right)}
\end{aligned}
$$

where $m_{0}=1-\sum_{i=1}^{n} m_{i}$. Using $z \Gamma(z)=\Gamma(1+z) \rightarrow_{z \rightarrow 0}=1$ we immediately obtain that

$$
\mathbb{J}_{C}(m)=\lim _{\alpha \rightarrow 0} \alpha^{n} I(m, \alpha)=\frac{1}{\prod_{i=0}^{n} m_{i}}
$$

Example 3.3. Consider the graphical model with decomposable graph $\stackrel{a}{\bullet}-\stackrel{b}{\bullet}-\stackrel{c}{\bullet}$. For simplicity, we will assume that the variables $a, b, c$ are binary so that $m=\left(m_{j}, j \in J\right)$ can be written $m=\left(m_{D}, D \in \mathcal{D}\right)$ where $\mathcal{D}=$ $\{a, b, c, a b, b c\}$. We shall generalize this example in Section 5. From formula (4.8) in [16], we know that

$$
\begin{aligned}
I(m, \alpha)= & \Gamma\left(\alpha\left(1-m_{a}-m_{b}+m_{a b}\right)\right) \Gamma\left(\alpha\left(m_{a}-m_{a b}\right)\right) \\
& \times \Gamma\left(\alpha\left(m_{b}-m_{a b}\right)\right) \Gamma\left(\alpha\left(m_{a b}\right)\right) \Gamma\left(\alpha\left(1-m_{b}-m_{c}+m_{b c}\right)\right) \\
& \times \Gamma\left(\alpha\left(m_{b}-m_{b c}\right)\right) \Gamma\left(\alpha\left(m_{c}-m_{b c}\right)\right) \Gamma\left(\alpha\left(m_{b c}\right)\right) \\
& \times \frac{1}{\Gamma\left(\alpha m_{b}\right) \Gamma\left(\alpha\left(1-m_{b}\right)\right)},
\end{aligned}
$$

and therefore using $z \Gamma(z)=\Gamma(1+z) \rightarrow_{z \rightarrow 0} 1$ again we obtain that

$$
\begin{aligned}
\lim _{\alpha \rightarrow 0} \alpha^{5} I(m, \alpha)= & \mathbb{J}_{C}(m) \\
= & \frac{m_{b}\left(1-m_{b}\right)}{m_{a b} m_{b c}} \\
& \times \frac{1}{\left(1-m_{a}-m_{b}+m_{a b}\right)\left(m_{a}-m_{a b}\right)\left(m_{b}-m_{a b}\right)} \\
& \times \frac{1}{\left(1-m_{b}-m_{c}+m_{b c}\right)\left(m_{b}-m_{b c}\right)\left(m_{c}-m_{b c}\right)}
\end{aligned}
$$

3.3. The behavior of $\mathbb{J}_{C}(\lambda m+(1-\lambda) y)$ when $y \in \bar{C} \backslash C$ and $\lambda \rightarrow 0$. In practice, the choice of the hyperparameters $m$ and $\alpha$ is ours, and for a given model $J$, it is traditional to take $m=\left(m_{j}, j \in J\right)$ to be the vector of $J$-marginal counts in a fictive contingency table with cell counts all equal and equal to $\frac{1}{|I|}$. In any case, as long as all fictive cell counts are positive, $m$ belongs to the open set $C$ and the behavior of $I(m, \alpha)$ is given by Theorem 3.2. When studying the Bayes factor, we will have to consider the case where the data belongs to the boundary $\bar{C} \backslash C=\partial C$ of $C$, that is to a face of $\bar{C}$. To do so, we will need to describe the behavior of $\mathbb{J}_{C}(z)$ as $z$ approaches the boundary of $C$ along a straight line. This is done in the following theorem.

THEOREM 3.3. Let $C \subset E$ be an open polytope with $\operatorname{dim} E=n$. Let $y \in \partial C$, let $F$ be the face of $\bar{C}$ containing $y$ in its relative interior and let $k$ be the dimension of $F$. Then when $\lambda \rightarrow 0$,

$$
\lim _{\lambda \rightarrow 0} \lambda^{n-k} \mathbb{J}_{C}(\lambda m+(1-\lambda) y)=D
$$

where $D$ is a positive constant.

The proof is in the Appendix.
4. The limiting behavior of the Bayes factor. Let us recall that, under the uniform distribution on the class of hierarchical models, the Bayes factor between two models $J_{1}$ and $J_{2}$ is equal to

$$
B_{1,2}=\frac{I_{1}\left(\left(\alpha m_{1}+t_{1}\right) /(\alpha+N), \alpha+N\right) I_{2}\left(m_{2}, \alpha\right)}{I_{2}\left(\left(\alpha m_{2}+t_{2}\right) /(\alpha+N), \alpha+N\right) I_{1}\left(m_{1}, \alpha\right)}
$$

where $t_{i}=t_{J_{i}}=\left(t(j), j \in J_{i}\right), i=1,2$. The central result of this section is Corollary 4.2 which gives the behavior of $B_{1,2}$ depending on where the data $\frac{t_{i}}{N}$ sits on $\bar{C}_{i}, i=1,2$. This result covers all possible cases. The first possible case is that both $\frac{t_{i}}{N}$ are in $C_{i}$. In that case, each data point is on the face of $C_{i}$ of dimension $k_{i}=\left|J_{i}\right|$. In the second case, we have $\frac{t_{1}}{N}$ in $C_{1}$, that is, on the face of dimension $k_{1}=\left|J_{1}\right|$, and $\frac{t_{2}}{N}$ in $\bar{C}_{2} \backslash C_{2}$ on a face of dimension $k_{2}<\left|J_{2}\right|$. Similarly if we have $\frac{t_{1}}{N} \in \bar{C}_{1} \backslash C_{1}$ and $\frac{t_{2}}{N} \in C_{2}$. In the third case, we have both $\frac{t_{i}}{N} \in \bar{C}_{i} \backslash C_{i}$ on faces of dimension $k_{i}<\left|J_{i}\right|$, respectively. For the first case, as we already know, we need only look at the behavior of $I(m, \alpha)$ when $\alpha \rightarrow 0$ and the answer is given by Theorem 3.2. We consider this case in Section 4.1. For the second and third cases, we need to look at $I(m, \alpha)$ and also at $I\left(\frac{\alpha m_{i}+t_{i}}{\alpha+N}, \alpha+N\right)$ when $\alpha \rightarrow 0$. This is done in Theorem 4.1.
4.1. The case where the data is in the interior $C$ of $\bar{C}$. The data is given in the form of a contingency table with cell counts $n=(n(i), i \in I)$. We consider now the case where the data, which appears under the form $t_{i}$ in models $J_{i}$, belongs to $C_{i}, i=1,2$, so that $I_{i}\left(\frac{t_{i}}{N}, N\right), i=1,2$, are finite and positive. In this case, as $\alpha \rightarrow 0$, from Theorem 3.2, we know that

$$
\begin{equation*}
B_{1,2} \sim \alpha^{\left|J_{1}\right|-\left|J_{2}\right|} \frac{I_{1}\left(t_{1} / N, N\right) \mathbb{J}_{C_{2}}\left(m_{2}\right)}{I_{2}\left(t_{2} / N, N\right) \mathbb{J}_{C_{1}}\left(m_{1}\right)}, \tag{4.1}
\end{equation*}
$$

where we recall that $\left|J_{i}\right|=\operatorname{dim} C_{i}$. Since the numbers $\mathbb{J}_{C_{i}}\left(m_{i}\right), i=1,2$, are finite and positive, we have the following corollary of Theorem 3.2.

Corollary 4.1. When the data belong to the open polytope $C_{i}, i=1,2$, the Bayes factor $B_{1,2}$ is such that, when $\alpha \rightarrow 0$,

$$
B_{1,2} \sim \alpha^{\left|J_{1}\right|-\left|J_{2}\right|}
$$

This implies in particular that, when the data is in both $C_{i}, i=1,2$, the Bayes factor always favors the sparser model.

The proof follows immediately from (4.1). Moreover, when $\alpha \rightarrow 0$ and $\left|J_{2}\right|<$ $\left|J_{1}\right|, B_{1,2}$ tends to 0 . This result has been well known, at least numerically, for the class of decomposable models, and in that case, it can be proved by expressing the Bayes factor as in (4.8) of [16] and using the fact that $\Gamma(\alpha) \sim \alpha^{-1}$ as $\alpha \rightarrow 0$; see Example 3 of Section 3 and Section 5.2. It has also been observed to hold numerically, most of the time, for hierarchical models. Computations illustrating the fact that the Bayes factor tends to favor the sparser models in the class of all hierarchical models can be found in [16], page 3456. We have just shown that it always holds when the data is in $C_{1}$ and in $C_{2}$. We will see in the next subsection that things are more delicate when the data belongs to the boundary of at least one of $\bar{C}_{1}$ or $\bar{C}_{2}$.
4.2. The case where the data belongs to a face of $\bar{C}_{i}, i=1,2$. When $\alpha \rightarrow 0$, $\frac{\alpha m_{i}+t_{i}}{\alpha+N}$ converges to the boundary point $\frac{t_{i}}{N}$ of $C_{i}$ along the segment

$$
\begin{equation*}
s(\alpha)=\frac{\alpha m_{i}+t_{i}}{\alpha+N}=\frac{\alpha}{\alpha+N} m_{i}+\left(1-\frac{\alpha}{\alpha+N}\right) \frac{t_{i}}{N} \tag{4.2}
\end{equation*}
$$

We need to study the limiting behavior of $B_{1,2}$ when $\alpha \rightarrow 0$. To do so, we will use Theorem 3.3 to obtain the following result.

THEOREM 4.1. Suppose that $\frac{t}{N} \in \bar{C} \backslash C$ belongs to the relative interior of a face $F$ of dimension $k$. Then

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} \alpha^{(|J|-k)} I\left(\frac{\alpha m+t}{\alpha+N}, \alpha+N\right) \tag{4.3}
\end{equation*}
$$

exists and is positive.

The proof of Theorem 4.1 is given in the supplementary file [15]. From Theorems 3.2 and 4.1, we immediately derive the following which is the object of this paper.

COROLLARY 4.2. Consider two hierarchical models $J_{i}, i=1,2$, of dimension $\left|J_{i}\right|$. Assume that the data $\frac{t_{i}}{N}$ belongs to the relative interior of a face $F_{i}$ of $C_{i}$ of dimension $k_{i}$. Then the asymptotic behavior of the Bayes factor $B_{1,2}$ when $\alpha \rightarrow 0$ is given by

$$
B_{1,2} \sim D \alpha^{k_{1}-k_{2}}
$$

where $D$ is a finite positive constant. The Bayes factor favors the model which contains the data in the relative interior of the face of $C_{i}$ of smallest dimension.

The proof is immediate. According to Theorems 3.2 and 4.1, we have

$$
\begin{aligned}
B_{1,2} & =\frac{I\left(m_{2}, \alpha\right)}{I\left(m_{1}, \alpha\right)} \frac{I\left(\left(\alpha m_{1}+t_{1}\right) /(\alpha+N), \alpha+N\right)}{I\left(\left(\alpha m_{2}+t_{2}\right) /(\alpha+N), \alpha+N\right)} \\
& \sim \alpha^{\left|J_{1}\right|-\left|J_{2}\right|} \alpha^{\left(k_{1}-\left|J_{1}\right|\right)-\left(k_{2}-\left|J_{2}\right|\right)}=\alpha^{k_{1}-k_{2}} .
\end{aligned}
$$

REMARK 4.1. We note that, if $\frac{t_{i}}{N} \in C_{i}, i=1,2$, since $C_{i}$ is the face of $\bar{C}_{i}$ of dimension $J_{i}$, then $k_{i}=\left|J_{i}\right|$ and Corollary 4.2 yields Corollary 4.1. For the same reason, Corollary 4.2 also deals with the cases where $\frac{t_{i}}{N} \in C_{i}$ for only one of $i=1$ or $i=2$.
4.3. The results of Steck and Jaakola [19] as a particular case. In [19] Steck and Jaakola study the behavior of the Bayes factor for two Bayesian network models differing by one edge only, when $\alpha \rightarrow 0$. They show it is equivalent to the problem of comparing two Bayesian network models with three variables indexed by $\{a, b, c\}$. The first model has directed edges $(b, a),(b, c)$ and $(a, c)$. The second model has directed edges $(b, a)$ and $(b, c)$. These two Bayesian network models are Markov equivalent to the two hierarchical (in fact graphical) models $J_{1}$ and $J_{2}$ with, respectively, generating sets $\mathcal{D}_{1}=\{a b c\}$ and $\mathcal{D}_{2}=\{a b, b c\}$. Moreover on these two models, the prior in [19] is equivalent to ours. We must then be able to compare their result given in Proposition 1 of [19] and our result given in Corollary 4.2. To give their results Steck and Jaakola [19] introduce the quantity

$$
\begin{equation*}
d_{\mathrm{EDF}}=\sum_{i \in \mathcal{I}} \delta(n(i))-\sum_{i_{a b} \in \mathcal{I}_{a b}} \delta\left(n\left(i_{a b}\right)\right)-\sum_{i_{b c} \in \mathcal{I}_{b c}} \delta\left(n_{i_{b c}}\right)+\sum_{i_{b} \in \mathcal{I}_{b}} \delta\left(n\left(i_{b}\right)\right), \tag{4.4}
\end{equation*}
$$

where $\delta(\cdot)$ is an indicator function which is such that $\delta(x)=0$ if $x=0$ and $\delta(x)=1$ otherwise. They state that the Bayes factor $B_{1,2}$ behaves as follows:

$$
\lim _{\alpha \rightarrow 0} B_{1,2}= \begin{cases}0, & \text { if } d_{\mathrm{EDF}}>0 \\ +\infty, & \text { if } d_{\mathrm{EDF}}<0\end{cases}
$$

This result coincides with our Corollaries 4.1 and 4.2 for three variable models. In fact, we are going to show the following.

Proposition 4.1. Consider the two decomposable graphical models on three variables, $J_{1}$ and $J_{2}$, as defined above. If the data belongs to faces of dimension $k_{1}$ and $k_{2}$ of, respectively, $C_{1}$ and $C_{2}$, then we have

$$
d_{\mathrm{EDF}}=k_{1}-k_{2}
$$

Proof. The Bayes factor is equal to

$$
\frac{I\left(\left(\alpha m_{1}+t_{1}\right) /(\alpha+N), \alpha+N\right) I\left(m_{2}, \alpha\right)}{I\left(m_{1}, \alpha\right) I\left(\left(\alpha m_{2}+t_{2}\right) /(\alpha+N), \alpha+N\right)}
$$

where the form of the normalizing constants $I(m, \alpha)$ for decomposable models is well known; see, for example, equation (4.8) of [16]. When $\alpha \rightarrow 0$, from Theorem 3.2, we know that $I\left(m_{2}, \alpha\right) / I\left(m_{1}, \alpha\right) \sim \alpha^{\left|J_{1}\right|-\left|J_{2}\right|}$.

Expressed in terms of cell counts for the full table, for the $b$-, $a b$ - and $b c$ marginal tables, we have

$$
\begin{aligned}
& \frac{I\left(\left(\alpha m_{1}+t_{1}\right) /(\alpha+N), \alpha+N\right)}{I\left(\left(\alpha m_{2}+t_{2}\right) /(\alpha+N), \alpha+N\right)} \\
& \quad=\frac{\prod_{i \in \mathcal{I}} \Gamma(\alpha m(i)+n(i)) \prod_{i_{b} \in \mathcal{I}_{b}} \Gamma\left(\alpha m\left(i_{b}\right)+n\left(i_{b}\right)\right)}{\prod_{i_{a b} \in \mathcal{I}_{a b}} \Gamma\left(\alpha m\left(i_{a b}\right)+n\left(i_{a b}\right)\right) \prod_{i_{b c} \in \mathcal{I}_{b c}} \Gamma\left(\alpha m\left(i_{b c}\right)+n\left(i_{b c}\right)\right)} .
\end{aligned}
$$

If for some $D=\varnothing, a b, b c, b$, the marginal cell count $n\left(i_{D}\right)$ is different from 0 , when $\alpha \rightarrow 0, \Gamma\left(\alpha m\left(i_{D}\right)+n\left(i_{D}\right)\right) \rightarrow \Gamma\left(n\left(i_{D}\right)\right)$ which is finite. If $n\left(i_{D}\right)=0$, then $\Gamma\left(\alpha m\left(i_{D}\right)+n\left(i_{D}\right)\right) \sim \frac{1}{\alpha m\left(i_{D}\right)}$. It follows that, when $\alpha \rightarrow 0, B_{1,2} \sim \alpha^{q}$ where

$$
\begin{aligned}
q= & {\left[\left|J_{1}\right|-\sum_{i \in \mathcal{I}}(1-\delta(n(i)))\right] } \\
& -\left[\left|J_{2}\right|-\sum_{i \in \mathcal{I}_{a b}}\left(1-\delta\left(n\left(i_{a b}\right)\right)\right)\right. \\
& \left.\quad-\sum_{i_{b c} \in \mathcal{I}_{b c}}\left(1-\delta\left(n\left(i_{b c}\right)\right)\right)+\sum_{i_{b} \in \mathcal{I}_{b}}\left(1-\delta\left(n\left(i_{b}\right)\right)\right)\right] .
\end{aligned}
$$

Let $C_{i}, i=1,2$, be the interior of the convex hull corresponding to model $J_{i}$. Consider model $J_{1}$ first. It is immediate to see that, following the notation of (5.2) and (5.3) in Section 5 below,

$$
\begin{aligned}
n(000) & =g_{0, C_{1}}, \\
n(i) & =g_{i, C_{1}}, \quad i \in \mathcal{I},
\end{aligned}
$$

and according to Theorem 5.1, $n(000)=0$ and $n(i)=0$ are the equations of the facets of the polytope $C_{1}$. Therefore the dimension of the space minus the number
of distinct facets the data belongs to, is equal to the dimension of the face of $\bar{C}_{1}$ containing the data, that is,

$$
\begin{equation*}
\left|J_{1}\right|-\sum_{i \in \mathcal{I}}(1-\delta(n(i)))=\sum_{i \in \mathcal{I}} \delta(n(i))=k_{1} . \tag{4.5}
\end{equation*}
$$

Similarly, for model $J_{2}$, according to Theorem 5.1, the equations of the facets of $\bar{C}_{2}$ are given by

$$
n\left(i_{a b}\right)=0, \quad i_{a b} \in \mathcal{I}_{a b}, \quad \text { and } \quad n\left(i_{b c}\right)=0, \quad i_{b c} \in \mathcal{I}_{b c} .
$$

The facets containing the data are therefore those defined by $n\left(i_{a b}\right)=0$ or $n\left(i_{b c}\right)=0$. This does not mean, however, that

$$
\left|J_{2}\right|-\left(1-\sum_{i_{a b} \in \mathcal{I}_{a b}} \delta\left(n\left(i_{a b}\right)\right)\right)-\sum_{i_{b c} \in \mathcal{I}_{b c}}\left(1-\delta\left(n\left(i_{b c}\right)\right)\right)
$$

represents the dimension of the face containing the data. Indeed, if for some $i_{b}^{0} \in \mathcal{I}_{b}$, we have $n\left(i_{b}^{0}\right)=0$, this means that $n\left(i_{a b}\right)=0$; also whenever $i_{b}=i_{b}^{0}$ and also $n\left(i_{b c}\right)=0$ whenever $i_{b}=i_{b}^{0}$. Then, clearly, one of the equations $n\left(i_{a b}\right)=0$ or $n\left(i_{b c}\right)=0$ is redundant, and we subtract $1-\delta\left(n\left(i_{b}^{0}\right)\right)$ for the count of facets defining the position of the data. It is clear then that

$$
\left|J_{2}\right|-\sum_{i \in \mathcal{I}_{a b}}\left(1-\delta\left(n\left(i_{a b}\right)\right)\right)-\sum_{i_{b c} \in \mathcal{I}_{b c}}\left(1-\delta\left(n\left(i_{b c}\right)\right)\right)+\sum_{i_{b} \in \mathcal{I}_{b}}\left(1-\delta\left(n\left(i_{b}\right)\right)\right)=k_{2}
$$

which, together with (4.5) proves the proposition.
In fact Proposition 4.1 can be extended to the following general result. Let $\mathcal{C}_{i}$ and $\mathcal{S}_{i}$ be the set of cliques and separators of the decomposable model $J_{i}, i=1,2$. We define the effective degree of freedom to be the following sum $d_{\mathrm{EDF}}$ :

$$
\begin{aligned}
d_{\mathrm{EDF}}= & \sum_{C \in \mathcal{C}_{1}} \sum_{i_{C} \in \mathcal{I}_{C}} \delta\left(n\left(i_{C}\right)\right)-\sum_{S \in \mathcal{S}_{1}} \sum_{i_{S} \in \mathcal{I}_{S}} \delta\left(n\left(i_{S}\right)\right) \\
& -\left(\sum_{C \in \mathcal{C}_{2}} \sum_{i_{C} \in \mathcal{I}_{C}} \delta\left(n\left(i_{C}\right)\right)-\sum_{S \in \mathcal{S}_{2}} \sum_{i_{S} \in \mathcal{I}_{S}} \delta\left(n\left(i_{S}\right)\right)\right) .
\end{aligned}
$$

Proposition 4.2. Consider two arbitrary decomposable graphical models $J_{1}$ and $J_{2}$ such that the data belongs to faces of dimension $k_{1}$ and $k_{2}$ of $C_{1}$ and $C_{2}$, respectively. Then, the following relation holds:

$$
d_{\mathrm{EDF}}=k_{1}-k_{2}
$$

The proof of this proposition follows parallel lines to the proof given above. We therefore have a quick and easy way to know the behavior of the Bayes factor between two decomposable models.
5. Facets of $\overline{\boldsymbol{C}}$ for some hierarchical models. From our main result, Corollary 4.2 , we see that the behavior of the Bayes factor between two models $J_{1}$ and $J_{2}$, as $\alpha \rightarrow 0$, is determined not only by the specification of the two models but by the position of the data with respect to the support $C_{i}$ of the multinomial distribution of the model $J_{i}, i=1,2$, respectively. If the data belongs to a face $F_{i}$ of dimension $k_{i}<\left|J_{i}\right|$ of $C_{i}$, Corollary 4.2 tells us that we ought to consider not the model $J_{i}$ but the reduced model with support $F_{i}$ and with dimension $k_{i}$. In order to use the Bayes factor correctly for model selection for $\alpha$ small, it is therefore crucial to know which face of $C_{i}$ the data belongs to. Faces are the intersection of a certain number of facets. So, we must be able to identify the facets of $C$. This is generally not an easy task.

Facets of the polytope $\bar{C}$ have been much studied by geometers, and in Section 5.3, we will recall some known results on these facets when the model is binary and governed by a cycle of order $n \geq 3$. But before doing so, we give two new results on facets of polytopes associated to our models. In Theorem 5.1, we identify a category of facets which is common to all discrete hierarchical models. In Corollary 5.1, we show that for decomposable graphical models, the only facets of $C$ are given by the category of facets given in Theorem 5.1.
5.1. Facets common to all hierarchical models. Let $\mathcal{D}$ be the set of subsets of $V$ defining the hierarchical model. Let $\mathcal{A}$ be the family of maximal elements of $\mathcal{D}$. For the subclass of graphical models Markov with respect to a graph $G, \mathcal{A}$ is the set of cliques of $G$. This set is traditionally denoted $\mathcal{C}$, but in this particular subsection, to avoid confusion between a clique $C \in \mathcal{C}$ and the polytope $C$, we use the notation $A \in \mathcal{A}$.

Let $X$ be the design matrix given in Proposition 2.1 with rows equal to $\left(1, f_{i}^{t}\right), i \in I$, and columns indexed by $J_{0}=\varnothing \cup J$. Let $X_{J_{0}}$ be the submatrix of $X$ obtained by selecting the rows and columns of $X$ indexed by $J_{0}$. Its inverse matrix $X_{J_{0}}^{-1}$ also has its rows and columns indexed by $J_{0}$. Let $h_{0}, h_{j}, j \in J$, denote the columns of $X_{J_{0}}^{-1}$. For any $j_{0} \in J_{0}$ and $D \in \mathcal{D}$ such that $S\left(j_{0}\right) \subset D$, consider the vector $g_{j_{0}, D} \in \mathbb{R}^{J_{0}}$ defined as follows:

$$
\left(g_{j_{0}, D}\right)_{j}= \begin{cases}\left(h_{j_{0}}\right)_{j}, & \text { if } j_{0} \triangleleft j \text { and } S(j) \subset D  \tag{5.1}\\ 0, & \text { otherwise }\end{cases}
$$

The vector $g_{j_{0}, D}$ is a subvector of $h_{j_{0}}$ "padded" with zeros to obtain a vector in $\mathbb{R}^{J_{0}}$. Since $X_{J_{0}}^{-1}$ is given by the Moebius function of the partial order on $J_{0}$, the vectors (5.1) define the following linear forms in $\tilde{m}=\left(1, m_{j}, j \in J\right)$ :

$$
\begin{aligned}
\left\langle g_{0, D}, \tilde{m}\right\rangle & =1+\sum_{j ; S(j) \subset D}(-1)^{|S(j)|} m_{j} \\
\left\langle g_{j_{0}, D}, \tilde{m}\right\rangle & =\sum_{j ; S(j) \subset D, j_{0} \triangleleft j}(-1)^{|S(j)|-\left|S\left(j_{0}\right)\right|} m_{j}, \quad j_{0} \neq \varnothing
\end{aligned}
$$

We prefer to think of $\left\langle g_{0, D}, \tilde{m}\right\rangle$ and $\left\langle g_{j_{0}, D}, \tilde{m}\right\rangle$ as, respectively, affine and linear forms in $m=\left(m_{j}, j \in J\right)$, and we write

$$
\begin{align*}
g_{0, D}(m) & =1+\sum_{j ; S(j) \subset D}(-1)^{|S(j)|} m_{j},  \tag{5.2}\\
g_{j_{0}, D}(m) & =\sum_{j ; S(j) \subset D, j_{0} \triangleleft j}(-1)^{|S(j)|-\left|S\left(j_{0}\right)\right|} m_{j}, \quad j_{0} \neq \varnothing . \tag{5.3}
\end{align*}
$$

In this subsection, we will use $g_{j, A}$ only for $A \in \mathcal{A}$, but as we shall see in Section $5.2, g_{j, S}$ when $S$ is a minimal separator plays an important role also even though $S \notin \mathcal{A}$. In the next theorem, for $A \in \mathcal{A}$ and $j$ such that $S(j) \subset A$, we consider the following affine hyperplanes of $\mathbb{R}^{J}$ :

$$
H(j, A)=\left\{m \in \mathbb{R}^{J} ; g_{j, A}(m)=0\right\}, \quad j \in J \cup\{0\},
$$

and we prove that

$$
\begin{equation*}
F(j, A)=H(j, A) \cap \bar{C} \tag{5.4}
\end{equation*}
$$

is a facet of $\bar{C}$. Recall that for $T \subset V$, we use the notation $I_{T}=\prod_{v \in T} I_{v}$.
ThEOREM 5.1. Let $A$ be in the set $\mathcal{A}$ of maximal elements of $\mathcal{D}$ defining a general hierarchical model. Let $j_{0} \in J \cup\{0\}$ such that $S\left(j_{0}\right) \subset A$, and let $i \in I$. Then $g_{j_{0}, A}\left(f_{i}\right)$ can only take values 0 or 1 . More precisely, the following holds:
(1) $g_{j_{0}, A}\left(f_{i}\right)=1$ if and only if $j_{0} \triangleleft i$ and $S(i) \cap A=S\left(j_{0}\right)$;
(2) there are exactly $|I|-\left|I_{V \backslash A}\right|$ vectors $f_{i}$ 's such that $g_{j_{0}, A}\left(f_{i}\right)=0$;
(3) the set $F\left(j_{0}, A\right)$ as defined in (5.4) is a facet of the polytope $\bar{C}$.

The proof of the theorem is given in the supplementary file [15]. The proof of parts (1) and (2) is straightforward and follow from the Moebius form of the equation of the facets. The proof of part (3) is long and technical, but its idea is very simple: we know from parts (1) and (2) that $\bar{C}$ is supported by $H\left(j_{0}, A\right)$; we then show that if $h \in H\left(j_{0}, A\right)$ is orthogonal to all the $f_{i}$ contained in $F\left(j_{0}, A\right)$, then $h=0$, and therefore these $f_{i}$ 's affinely generate $H\left(j_{0}, A\right)$, and $F\left(j_{0}, A\right)$ is a facet of $\bar{C}$.

Let us illustrate the results in Theorem 5.1 in the following example. We consider the model studied in Example 2.1 and list the various faces and the $f_{i}$ 's that belong to them. The two vertical and horizontal lines in the two arrays below are only there for visual comfort.

Example 5.1. The matrix $X_{J_{0}}$ is therefore given by the following array:

|  | 000 | 100 | 200 | 010 | 020 | 110 | 210 | 120 | 220 | 001 | 011 | 021 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 200 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 010 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 020 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 110 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 210 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 120 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 220 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 001 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 011 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 021 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

The matrix $X_{J_{0}}^{-1}$ is given by:

|  | 000 | 100 | 200 | 010 | 020 | 110 | 210 | 120 | 220 | 001 | 011 | 021 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100 | -1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 200 | -1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 010 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 020 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 110 | 1 | -1 | 0 | -1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 210 | 1 | 0 | -1 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 120 | 1 | -1 | 0 | 0 | -1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 220 | 1 | 0 | -1 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 001 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 011 | 1 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | -1 | 1 | 0 |
| 021 | 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | -1 | 0 | 1 |

The two maximal elements in $\mathcal{A}$ are $a b$ and $b c$, and

$$
m=\left(m_{100}, m_{200}, m_{010}, m_{020}, m_{110}, m_{210}, m_{120}, m_{220}, m_{001}, m_{011}, m_{021}\right)
$$

The equation of the facets with $A=a b$ are obtained by following the definition (5.1) of $g_{j_{0}, A}$ :

$$
\begin{aligned}
g_{0, a b}(m)= & 1-m_{100}-m_{200}-m_{010}-m_{020}+m_{110} \\
& +m_{210}+m_{120}+m_{220} \\
g_{100, a b}= & m_{100}-m_{110}-m_{120} \\
g_{200, a b}= & m_{200}-m_{210}-m_{220} \\
g_{010, a b}= & m_{010}-m_{110}-m_{210} \\
g_{020, a b}= & m_{020}-m_{120}-m_{220} \\
g_{110, a b}= & m_{110}
\end{aligned}
$$

$$
\begin{aligned}
& g_{210, a b}=m_{210}, \\
& g_{120, a b}=m_{120}, \\
& g_{220, a b}=m_{220} .
\end{aligned}
$$

The equation of the facets with $A=b c$ follows a similar pattern, and as we shall see in Corollary 5.1, these are the only facets of $C$.

Let $F_{j_{0}, A}$ denote the facet given by $\bar{C} \cap H_{j_{0}, A}$. The facets can also be described by their extreme points $f_{i}$. It is easier to give those $f_{i}$ not in the facet $F_{j_{0}, A}$. For $F_{\varnothing, a b}, f_{0}$ and $f_{001}$ are the only $f_{i}$ not in the face. For $F_{100, a b}, f_{100}$ and $f_{101}$ are the only $f_{i}$ not in the face while for $F_{120, a b}, f_{120}$ and $f_{121}$ are the absent vectors.
5.2. Facets of $\bar{C}$ when $G$ is decomposable. When the graph $G$ is decomposable, the normalizing constant $I(m, \alpha)$ is the normalizing constant of the hyper Dirichlet as defined in [5]. In the theorem below, we restate, in our present notation, the expression of $I(m, \alpha)$ as given in formula (4.8) of [16] and directly derive the form of $\mathbb{J}_{C}(m)$ for decomposable models. A corollary giving the facets of $\bar{C}$ when the model is decomposable follows immediately from the theorem.

THEOREM 5.2. Let $(V, \mathcal{E})$ be a decomposable graph, let $\mathcal{C}$ be the family of its cliques, let $\mathcal{S}$ be the family of its minimal separators and let $v(S)$ be the multiplicity of the minimal separator $S$. Then for $m$ in the interior $C$ of the convex hull of the $f_{i}$ 's, we have

$$
\begin{align*}
I(m, \alpha) & =\int_{\mathbb{R}^{J}} e^{\alpha\langle\theta, m)} L(\theta)^{-\alpha} d \theta  \tag{5.5}\\
& =\frac{\prod_{C \in \mathcal{C}} \Gamma\left(\alpha g_{0, C}(m)\right) \prod_{\{j \in J ; S(j) \subset C\}} \Gamma\left(\alpha g_{j, C}(m)\right)}{\Gamma(\alpha) \prod_{S \in \mathcal{S}}\left[\Gamma\left(\alpha g_{0, S}(m)\right) \prod_{\{j \in J ; S(j) \subset S\}} \Gamma\left(\alpha g_{j, S}(m)\right)\right]^{\nu(S)}}
\end{align*}
$$

and

$$
\begin{align*}
\lim _{\alpha \rightarrow} \alpha^{|J|} I(m, \alpha) & =\mathbb{J}_{C}(m)  \tag{5.6}\\
& =\frac{\prod_{S \in \mathcal{S}}\left[g_{0, S}(m) \prod_{\{j \in J ; S(j) \subset S\}} g_{j, S}(m)\right]^{\nu(S)}}{\prod_{C \in \mathcal{C}} g_{0, C}(m) \prod_{\{j \in J ; S(j) \subset C\}} g_{j, C}(m)}
\end{align*}
$$

Corollary 5.1. In the case of a hierarchical model associated to a decomposable graph, all the facets of $\bar{C}$ are of the type $F\left(j_{0}, C\right)$ described in Theorem 5.1, with $j_{0} \in J$, with $C$ in the set $\mathcal{C}$ of cliques and $S\left(j_{0}\right) \subset C$.

Proof. We know from Theorem 5.1 that the affine forms in the denominator of $\mathbb{J}_{C}(m)$ in (5.6) define facets of $\bar{C}$. From Theorem 3.1, we know that they are the only ones.

In fact we conjecture, as mentioned in the Introduction, that if a model is such that the only facets of $\bar{C}$ are of the type given in Theorem 5.1, then it is a decomposable graphical model.

EXAMPLE 5.2. If $V=\stackrel{a}{\bullet}-\stackrel{b}{\bullet}-\stackrel{c}{\bullet}$ and if $I=\{0,1,2\} \times\{0,1\} \times\{0,1\}$, we have

$$
\begin{aligned}
g_{0, b c}(m) & =1-m_{001}-m_{010}+m_{011}, \\
g_{001, b c}(m) & =m_{001}-m_{011}, \\
g_{010, b c}(m) & =m_{010}-m_{011}, \\
g_{011, b c}(m) & =m_{011}, \\
g_{0, a b}(m) & =1-m_{100}-m_{200}-m_{010}+m_{110}+m_{210}, \\
g_{100, a b}(m) & =m_{100}-m_{110}, \\
g_{200, a b}(m) & =m_{200}-m_{210}, \\
g_{010, a b}(m) & =m_{010}-m_{110}-m_{210}, \\
g_{110, a b}(m) & =m_{110}, \\
g_{210, a b}(m) & =m_{210}, \\
g_{0, b}(m) & =1-m_{010}, \\
g_{010, b}(m) & =m_{010} .
\end{aligned}
$$

In this case $I(m, \alpha)$ is a quotient: the numerator is the product of 10 gamma functions and the denominator is $\Gamma(\alpha) \Gamma\left(\alpha\left(1-m_{010}\right)\right) \Gamma\left(\alpha m_{010}\right)$. As a consequence, $\mathbb{J}_{C}(m)$ is

$$
\begin{aligned}
& \left(g_{0, b}(m) g_{010, b}(m)\right) \\
& \quad \times\left(g_{0, b c}(m) g_{001, b c}(m) g_{010, b c}(m) g_{011, b c}(m) g_{0, a b}(m) g_{100, a b}(m)\right. \\
& \left.\quad \times g_{200, a b}(m) g_{010, a b}(m) g_{110, a b}(m) g_{210, a b}(m)\right)^{-1}
\end{aligned}
$$

5.3. Facets of $\bar{C}$ when the model is binary and the model is governed by a cycle. For the sake of completion and the convenience of the reader, we recall some known results giving the facets of the polytope $\bar{C}$ when the model is hierarchical, binary and governed by a cycle $G$ of order $n \geq 3$. The reader is referred to Theorem 27.3.3 in [6] and [13] and some references within for an explicit description of these facets. In this subsection, we will simply translate the equation of the facets given there in our own coordinates. The results are given in the following theorem. The coordinates of $m \in \mathbb{R}^{J}$ will be denoted $m_{v}$ if they are indexed by a vertex $v \in V$ and by $m_{e}$ if they are indexed by an edge $e \in E$.

THEOREM 5.3. Let $G=(V, E)$ be a cycle of order $n \geq 3$. Assume the hierarchical model is binary and governed by $G$, that is, $\mathcal{D}=\{v \in V, e \in E\}$. Then the polytope $\bar{C}$ is defined by the following equations and the facets are defined by the corresponding equalities:
(1) for any edge $(a, b) \in E$,

$$
\begin{align*}
& m_{a b} \geq 0,  \tag{5.7}\\
& m_{b}-m_{a b} \geq 0, 1-m_{a b} \geq 0  \tag{5.8}\\
& m_{a}-m_{b}+m_{a b} \geq 0
\end{align*}
$$

(2) for any subset $F \subseteq E$ with odd cardinality $|F|$,

$$
\begin{equation*}
\sum_{(a, b) \in F}\left(m_{a}+m_{b}-2 m_{a b}\right)-\left(\sum_{v \in V} m_{v}-\sum_{e \in E} m_{e}\right) \leq \frac{|F|-1}{2} \tag{5.9}
\end{equation*}
$$

The total number of facets for the polytope $\bar{C}$ of the model governed by the cycle of order $n$ is $F_{n}=\sum_{k \in N, k \text { odd, } k \leq n}\binom{n}{k}$.

We see that the facets given by the first four equations are those described in Theorem 5.1 corresponding to the cliques $\{(a, b) \in E\}$ while the others are specific to models governed by a cycle. We illustrate this theorem in the case of the cycles of order 3, 4 and 5 . We will not repeat the facets (5.7) and (5.8) common to all hierarchical models. We will give the facets of type (5.9) only.

For $n=3$, let $V=\{a, b, c\}$ and $E=\{(a, b),(b, c),(c, a)\}$. The four facets of type (5.9) are

$$
\begin{align*}
1-m_{a}-m_{b}-m_{c}+m_{a b}+m_{b c}+m_{a c} & \geq 0,  \tag{5.10}\\
m_{a b}+m_{c}-m_{b c}-m_{a c} & \geq 0,
\end{align*}
$$

and the other two facets obtained from (5.10) by permutations of the edges of $G$.
For $n=4$, let $V=\{a, b, c, d\}$ and $E=\{(a, b),(b, c),(c, d),(d, a)\}$. The eight facets of type (5.9) are

$$
\begin{align*}
1-m_{b}-m_{c}+m_{a b}+m_{b c}+m_{c d}-m_{d a} & \geq 0  \tag{5.11}\\
m_{c}+m_{d}+m_{a b}-m_{b c}-m_{c d}-m_{d a} & \geq 0 \tag{5.12}
\end{align*}
$$

and the other three facets obtained from each of (5.11) and (5.12) by permutations of the edges of $G$.

For $n=5$, let $V=\{a, b, c, d, e\}$ and $E=\{(a, b),(b, c),(c, d),(d, e),(e, a)\}$. The sixteen facets of type (5.9) are

$$
\begin{align*}
m_{a b}+m_{c}+m_{d}+m_{e}-m_{b c}-m_{c d}-m_{d e}-m_{d a} & \geq 0,  \tag{5.13}\\
1-m_{a}-m_{b}+m_{e a}+m_{a b}+m_{b c}+m_{d}-m_{c d}-m_{e d} & \geq 0,  \tag{5.14}\\
1-m_{d}+m_{a b}+m_{c d}+m_{d e}-m_{b c}-m_{a e} & \geq 0,  \tag{5.15}\\
2-m_{a}-m_{b}-m_{c}-m_{d}-m_{e}+m_{a b}+m_{b c}+m_{c d}+m_{d e}+m_{e a} & \geq 0,
\end{align*}
$$

and the other four facets obtained from each of (5.13), (5.14) and (5.15) by permutations of the edges of $G$.
6. Conclusion. Our paper gives the description of the behavior of the Bayes factor as $\alpha \rightarrow 0$. We have shown that, in this study, what counts is the dimension of the face to which the data belongs rather than the dimension of the model. Moreover, it is not surprising to see that $\bar{C}$, the convex hull of the support of the generating measure of the multinomial for the hierarchical model, is important since the multinomial is a natural exponential family. We know that it is equally important in the study of the existence of the maximum likelihood estimate of the parameter; see, for example, Eriksson et al. [9], Geiger et al. [11] or Rinaldo [17]. However, the role of the characteristic function $\mathbb{J}_{C}(\cdot)$ of $C$ has only been uncovered here in the study of the Bayes factor, and we can add $\mathbb{J}_{C}$ to the toolkit of exponential families. It is remarkable that in our case, when $\bar{C}$ is a bounded polytope, $\mathbb{J}_{C}$ can be expressed as a rational function such that its denominator describes the facets of $\bar{C}$.

We note that Theorem 3.1 is proved under the assumption that the polytope $C$ is bounded, and our present result are valid for the multinomial only, but we believe that they can be extended to the case when the sampling distribution is Poisson (and also product multinomial). This is the topic of current work.

A secondary contribution of this paper is our results on the identification of the facets of a polytope. We have two new results for polychotomous models (i.e., not necessarily binary): the first giving a particular category of facets common to all hierarchical models, the second giving the complete set of facets for decomposable models.

For decomposable models, we extend the notion of effective degree of freedom given in [19] and give a quick way to predict the behavior of the Bayes factor without using the concept of face or facets of a polytope.

## APPENDIX: PROOF OF THEOREM 3.3

Without loss of generality, we assume that $m=0$ so that $\mathbb{J}_{C}(\lambda m+(1-\lambda) y)=$ $\mathbb{J}_{C}((1-\lambda) y)$. From (3.3) we have

$$
\begin{equation*}
\frac{J_{C}((1-\lambda) y)}{n!}=\int_{C^{o}} \frac{d \theta}{(1-(1-\lambda)\langle\theta, y\rangle)^{n+1}} \tag{A.1}
\end{equation*}
$$

Recall that $C^{0}$ is closed. In order to study the behavior of this last integral when $\lambda \rightarrow 0$, we are going to build a parametrization of $C^{o}$ which gives a special role to $\widehat{F}$, the face of $C^{o}$ dual to the face $F$ of $\bar{C}$ containing $y$ in its interior.

Let $\mathcal{E}$ the set of extreme points of $\bar{C}$ and $\mathcal{I} \subset \mathcal{E}$ the set of extreme points of $F$. To $F$ we associate the dual face of $C^{o}$ defined by

$$
\begin{equation*}
\widehat{F}=\left\{\theta \in C^{o} \mid\langle\theta, f\rangle=1 \forall f \in \mathcal{I}\right\} . \tag{A.2}
\end{equation*}
$$

It is a classical result (see [3]) that $\widehat{F}$ has dimension $n-k-1$. Let us now observe that we have an equivalent representation of $\widehat{F}$ in (A.2) as

$$
\begin{equation*}
\widehat{F}=\left\{\theta \in C^{o} \mid\langle\theta, y\rangle=1\right\} \tag{A.3}
\end{equation*}
$$

Indeed, since $y$ is in the relative interior of $F$ we write

$$
y=\sum_{f \in \mathcal{I}} \lambda_{f} f
$$

where $\lambda_{f}>0$ and $\sum_{f \in \mathcal{I}} \lambda_{f}=1$. Here $\lambda_{f}>0$ is important in the argument to follow. Clearly $\widehat{F} \subset\left\{\theta \in C^{o} ;\langle\theta, y\rangle=1\right\}$. Conversely if $\langle\theta, y\rangle=1$ then $\sum_{f \in \mathcal{I}} \lambda_{f}(1-\langle\theta, f\rangle)=0$. If furthermore $\theta \in C^{o}$ we have $1-\langle\theta, f\rangle \geq 0$ and therefore $1-\langle\theta, f\rangle=0$ which shows $\widehat{F} \supset\left\{\theta \in C^{o} ;\langle\theta, y\rangle=1\right\}$ and proves (A.3).

Next, for $\varepsilon>0$ small, we consider the following approximation $\widehat{F}_{\varepsilon}$ of $\widehat{F}$

$$
\begin{equation*}
\widehat{F}_{\varepsilon}=\left\{\theta \in C^{o} ;\langle\theta, y\rangle=1-\varepsilon\right\}, \tag{A.4}
\end{equation*}
$$

which is a $(n-1)$-dimensional convex subset of $C^{o}$ and we want to prove that $\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon} \sim c \varepsilon^{k}$ for some positive constant $c$. Using (A.3) and(A.2), we can rewrite (A.4) as

$$
\begin{equation*}
\widehat{F}_{\varepsilon}=\left\{\theta \in C^{o} ; \sum_{f \in \mathcal{I}} \lambda_{f}(1-\langle\theta, f\rangle)=\varepsilon\right\} . \tag{A.5}
\end{equation*}
$$

To show $\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon} \sim c \varepsilon^{k}$ we parametrize $\widehat{F}_{\varepsilon}$ as follows: let $\theta \mapsto x=\varphi(\theta)$ be the affine map from $E^{*}$ to $\mathbb{R}^{\mathcal{I}}$ defined by

$$
\begin{equation*}
x_{f}=\lambda_{f}(1-\langle\theta, f\rangle), \quad f \in \mathcal{I} \tag{A.6}
\end{equation*}
$$

which is equivalent to $\langle\theta, f\rangle=1-\frac{x_{f}}{\lambda_{f}}$. The set $S_{\varepsilon}=\varphi\left(\widehat{F}_{\varepsilon}\right)$ is therefore the intersection of the simplex

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{\mathcal{I}} ; x_{f} \geq 0 \forall f \in \mathcal{I}, \sum_{f \in \mathcal{I}} x_{f}=\varepsilon\right\} \tag{A.7}
\end{equation*}
$$

and of the convex set $\varphi\left(C^{o}\right)$ which is contained in the affine manifold $\varphi\left(E^{*}\right) \subset \mathbb{R}^{\mathcal{I}}$. If $x \in S_{\varepsilon}$ then its preimage by $\varphi$ is the set

$$
\varphi^{-1}(x)=\left\{\theta \in E^{*} ;\langle\theta, f\rangle=1-\frac{x_{f}}{\lambda_{f}} \forall f \in \mathcal{I}\right\}
$$

which is an affine subspace of $E^{*}$ parallel to the linear space

$$
\begin{equation*}
H_{0}=\left\{\theta \in E^{*} ;\langle\theta, f\rangle=0 \forall f \in \mathcal{I}\right\} \tag{A.8}
\end{equation*}
$$

which has dimension $n-k-1$ since $F$ has dimension $k$. As a result we can write $\widehat{F}_{\varepsilon}$ as the following union of disjoint sets

$$
\begin{equation*}
\widehat{F}_{\varepsilon}=\bigcup_{x \in S_{\varepsilon}}\left(\varphi^{-1}(x) \cap C^{o}\right) \tag{A.9}
\end{equation*}
$$

which is saying that $\widehat{F}_{\varepsilon}$ can be parametrized by $(x, z)$ where $x \in S_{\varepsilon}$, a convex set of dimension $k$, and where $z \in \varphi^{-1}(x) \cap C^{o}$, a convex set of dimension $n-k-1$.

The bijection $\theta \mapsto(x, z)$ is the restriction to $\widehat{F}_{\varepsilon}$ of an affine map and therefore its Jacobian $K$ such that $d \theta=K d x d z$ is a constant:

$$
\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon}=\int_{\widehat{F}_{\varepsilon}} d \theta=K \int_{S_{\varepsilon}}\left(\int_{\varphi^{-1}(x) \cap C^{o}} d z\right) d x
$$

If we fix $x^{0}$ in the simplex (A.7), then the behavior of $\int_{\varphi^{-1}\left(\varepsilon x^{0}\right) \cap C^{o}} d z$ is easy to describe since $\lim _{\varepsilon} \varphi^{-1}\left(\varepsilon x^{0}\right) \cap C^{o}=\widehat{F}$ in the sense of polytopes, which implies

$$
\lim _{\varepsilon \rightarrow 0} \int_{\varphi^{-1}\left(\varepsilon x^{0}\right) \cap C^{o}} d z=\lim _{\varepsilon \rightarrow 0} \operatorname{vol}_{n-k-1}\left(\varphi^{-1}\left(\varepsilon x^{0}\right) \cap C^{o}\right)=\operatorname{vol}_{n-k-1}(\widehat{F})
$$

Let us now observe that 0 is an extreme point of $\varphi\left(C^{o}\right)$. If not there exist $x=\varphi(\theta)$ and $x^{\prime}=\varphi\left(\theta^{\prime}\right)$ with $\theta$ and $\theta^{\prime} \in C^{o}$ such that $x+x^{\prime}=0$, that is, for all $f \in \mathcal{I}$,

$$
1-\lambda_{f}\langle\theta, f\rangle+1-\lambda_{f}\left\langle\theta^{\prime}, f\right\rangle=2-\lambda_{f}\left[\langle\theta, f\rangle+\left\langle\theta^{\prime}, f\right\rangle\right]=0 .
$$

Since $0 \leq \lambda_{f} \leq 1$, this in turn implies $\lambda_{f}=1$ and $\langle\theta, f\rangle+\left\langle\theta^{\prime}, f\right\rangle=2$. Since $\langle\theta, f\rangle$ and $\left\langle\theta^{\prime}, f\right\rangle$ are $\leq 1$ this implies $x_{f}=x_{f}^{\prime}=0$ for all $f \in \mathcal{I}$, a contradiction. Now we use the fact that $C^{o}$ is a polytope and so is $\varphi\left(C^{o}\right)$ which has dimension $k+1$. For $\varepsilon$ small enough (say $0<\varepsilon \leq \varepsilon_{0}$ ) the intersection $S_{\varepsilon}$ of the simplex given in (A.7) with $\varphi\left(C^{o}\right)$ coincides with the intersection of the simplex with the support cone of $\varphi\left(C^{o}\right)$ at its vertex 0 . Since a cone is invariant by dilations we can claim that there exists a number $c_{1}>0$ such that for $0<\varepsilon \leq \varepsilon_{0}$ we have $\operatorname{vol}_{k}\left(S_{\varepsilon}\right)=c_{1} \varepsilon^{k}$. Finally

$$
\begin{equation*}
\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon} \sim c_{1} K \operatorname{vol}_{n-k-1}(\widehat{F}) \varepsilon^{k} \tag{A.10}
\end{equation*}
$$

The parametrization of $\theta$ in (A.1) is therefore $(x, z, \varepsilon)$ where $(x, z)$ is as given in (A.9) and the range of $\varepsilon$ is such that, for that range, $F_{\varepsilon}$ describes all of $C^{o}$. We note that the bounded function $\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon}=f(\varepsilon)$ is zero if $\varepsilon$ is big enough since then $\widehat{F}_{\varepsilon}$ becomes empty and, of course, $\operatorname{vol}_{n-1} \widehat{F}_{0}=\operatorname{vol}_{n-1} \widehat{F}$. Let $b$ be such that $f(\varepsilon)=0$ when $\varepsilon>b$. When $\varepsilon$ varies from 0 to $+\infty, \widehat{F}_{\varepsilon}$ generates all of $C^{o}$. Then, following (A.10), equation (A.1) becomes

$$
\begin{aligned}
\int_{C^{o}} \frac{d \theta}{(1-(1-\lambda)\langle\theta, y\rangle)^{n+1}} & =\int_{0}^{\infty} \frac{\operatorname{vol}_{n-1} \widehat{F}_{\varepsilon} d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}} \\
& =\int_{0}^{\infty} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}}
\end{aligned}
$$

Using $f(\varepsilon) \sim c \varepsilon^{k}$ we will now show that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \lambda^{n-k} \int_{0}^{\infty} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}}=c B(k+1, n-k) \tag{A.11}
\end{equation*}
$$

which concludes the proof. To derive (A.11), we first show that for $0<a<b$ :
(1) $\lambda^{n-k} \int_{0}^{a} \frac{\varepsilon^{k} d \varepsilon}{(\lambda+\varepsilon-\lambda \varepsilon)^{n+1}} \rightarrow_{\lambda \rightarrow 0} B(k+1, n-k)$,
(2) $\lim _{\lambda \rightarrow 0} \lambda^{n-k} \int_{a}^{b} \frac{d \varepsilon}{(\lambda+\varepsilon-\lambda \varepsilon)^{n+1}}=0$.

Statement (1) is shown by the change of variable $\varepsilon=\lambda t$ and the theorem of dominated convergence. Indeed, for $0<\lambda \leq \lambda_{0}<1$, we have

$$
\lambda^{n-k} \int_{0}^{a} \frac{\varepsilon^{k} d \varepsilon}{(\lambda+\varepsilon-\lambda \varepsilon)^{n+1}}=\int_{0}^{a / \lambda} \frac{t^{k} d t}{(1+t-\lambda t)^{n+1}} \leq \int_{0}^{a / \lambda} \frac{t^{k} d t}{\left(1+t-\lambda_{0} t\right)^{n+1}}
$$

which tends to $\frac{1}{\left(1-\lambda_{0}\right)^{k+1}} B(k+1, n-k)$ when $\lambda \rightarrow 0$. Since this is true for any $\lambda_{0}>0$, statement (1) follows.

Statement (2) is obvious since $\int_{a}^{b} \frac{d \varepsilon}{(\lambda+\varepsilon-\lambda \varepsilon)^{n+1}}<\int_{a}^{b} \frac{d \varepsilon}{\varepsilon^{n+1}}$ is finite.
Next, fix $\delta>0$. There exists $a<b$ such that $\left|\frac{f(\varepsilon)}{\varepsilon^{k}}-c\right| \leq \delta$ if $0<\varepsilon \leq a$. Writing this as $-\delta \varepsilon^{k}<f(\varepsilon)-c \varepsilon^{k}<\delta \varepsilon^{k}$, integrating and using (1) yields

$$
\limsup _{\lambda \rightarrow 0}\left|\frac{1}{B(k+1, n-k)} \int_{0}^{a} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}}-c\right| \leq \delta .
$$

Since $f$ is bounded (2) implies that

$$
\begin{aligned}
& \limsup _{\lambda \rightarrow 0} \lambda^{n-k} \int_{a}^{+\infty} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}} \\
& \quad=\limsup _{\lambda \rightarrow 0} \lambda^{n-k} \int_{a}^{b} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}}=0 .
\end{aligned}
$$

Thus for all $\delta>0$ we have

$$
\limsup _{\lambda \rightarrow 0}\left|\frac{1}{B(k+1, n-k)} \int_{0}^{\infty} \frac{f(\varepsilon) d \varepsilon}{(1-(1-\lambda)(1-\varepsilon))^{n+1}}-c\right| \leq \delta,
$$

which implies (A.11).
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## SUPPLEMENTARY MATERIAL

Proofs (DOI: 10.1214/12-AOS974SUPP; .pdf). This section contains a characterization of the hierarchical loglinear model as well as the statement and proofs of Lemmas 3.1, 3.3 and Theorems 3.1, 4.1 and 5.1.
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